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1 Introduction

Analogy between ℓ-adic sheaves in characteristic p > 0 and D-modules on complex mani-
folds.

Six functors formalism.
Singular support in the cotangent bundle. Qualitative.
Characteristic cycle. Quantitive.
OnD-module side, Dubson–Kashiwara index formula. For X compact, χ(X,DR(M)) =

(CCM, T ∗
XX)T ∗X .

Prototypes.
The Grothendieck–Ogg–Shafarevich formula in SGA5 (Grothendieck 1965/66) and

Bourbaki seminar (Raynaud 1965) for the Euler–Poincaré characteristic of an ℓ-adic sheaf
on a curve.

Interpretation: A description of CC of a sheaf on a curve together with the index
formula.

The Milnor formula in SGA7II (Deligne 1967-69) for the vanishing cycles at isolated
singular point of a morphism to a curve.

Interpretation: CC of the constant sheaf is the 0-section with an appropriate sign.
k perfect field of characteristic p > 0. X smooth over k. F constructible sheaf on X.

SSF =
⋃

a Ca ⊂ T ∗X closed conical subset, Ca irreducible components. dimCa = dimX.
CCF =

∑
a maCa. The coefficients ma are integers and determined by a generalization

of the Milnor formula. If F is a perverse sheaf, we have ma > 0 and the support of CCF
equals the singular support SSF .

The characteristic cycles are characterized by the functoriality together with a nor-
malization. Compatibility with the push-forward to a point gives the index formula.
Formulating the functoriality and the Milnor formula requires intersection theory.

2 Intersection product

Let k be a field. Let X be a separated scheme of finite type over k. For an integer q ⩾ 0,
define a free abelian group Zq(X) generated by irreducible closed subsets of codimension q.
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Then Zq will define a functor (Sch/k)→ (abelian groups) from the category of separated
schemes of finite type over k contravariant for flat morphisms. For an integer d ⩾ 0, define
a free abelian group Zd(X) generated by irreducible closed subsets of dimension d. Then
Zd will define a functor (Sch/k)→ (abelian groups) covariant for proper morphisms. If X
is equi-dimensional of dimension n, we have Zd(X) = Zq(X) for q + d = n.

For a flat morphism f : X → Y and an irreducible closed subset V ⊂ Y of codimension
q, every irreducible component W of the inverse image f−1(V ) is of codimension q in X.
For the generic points xW ∈ W and yV ∈ V , the local ring OX,xw ⊗OY,yV

k(yV ) is of finite

length. We define the pull-back f ![V ] ∈ Zq(X) by

f ![V ] =
∑

W⊂f−1(V )

length(OX,xw ⊗OY,yV
k(yV )) · [W ].

For a proper morphism f : X → Y and an irreducible closed subset V ⊂ X of codi-
mension d, the image W = f(V ) is of codimension ⩽ d. If we have an equality, for the
generic points xV ∈ V and yW ∈ W , the extension k(xV ) of k(yW ) is of finite degree. We
define the pull-back f![V ] ∈ Zd(Y ) by

f![V ] =

{
[k(xV ) : k(yW )] · [W ] if dimW = d

0 if otherwise.

To define f ! for every morphism f : X → Y of smooth schemes over k, we introduce
a quotient CHq(X) of Zq(X). Since f is decomposed as a closed immersion (1, f) : X →
X ×k Y and the projection X ×k Y → Y , it suffices to define the pull-back i! for regular
closed immersions.

Let i : X → Y be a closed immersion. We say that an irreducible closed subset V ⊂ Y
of codimension q meets X properly if codimension of V ∩ X ⊂ X is q. Note that we
have an inequality ⩽ q in general. In the case where V ⊂ Y meets X properly, we define
i![V ] =

∑
W⊂V ∩X length(i∗OV )xW

[W ] in the same way as above.
In general, we impose ‘homotopy equivalence’. For the immersions i0, i1 : X → A1

k×kX,
we require that i∗0, i

∗
1 : CH

q+1(A1
k ×k X) → CHq(X) are the same. This implies that for

V ⊂ A1
k ×k X flat over A1

k, we need to have i!0[V ] = i!1[V ] in CHq(X). We make this
requirement as a definition:

CHq(X) = Zq(X)/⟨i!0[V ]− i!1[V ];V ⊂ A1
k ×k X flat over A1

k⟩.

If [V ] = [V ′] in CHq(X), we say V and V ′ are rationally equivalent.

Lemma 2.0.1.
CHq(X) = Coker(div :

⊕
x∈X

k(x)× → Zq(X)).

Proof. By compactifying A1 ⊂ P1 and changing the coordinate, we have

CHq(X) = Zq(X)/⟨i!0[V ]− i!∞[V ];V ⊂ P1
k ×k X flat over P1

k⟩.

We have Im(div) ⊂. By taking the norm, we get the other inclusion.

We have a canonical morphism Pic(X)→ CH1(X). If X is smooth, this is an isomor-
phism.
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Proposition 2.0.2. If E is a vector bundle over X, the projection p : E → X induces an
isomorphism p∗ : CHq(X)→ CHq(E) for every integer q.

Let i : X → Y be a closed immersion of smooth schemes over k. Let Ã1 × Y be the

blow-up at 0×X ⊂ A1×Y and let Ỹ ⊂ Ã1 × Y be the complement of the proper transform
of 0×Y . The dilatation Ỹ contains Gm×Y as an open subset and the complement is the
normal bundle TXY . The immersion A1 ×X → A1 × Y is lifted to ĩ : A1 ×X → Ỹ . We
should have a commutative diagram

(2.1)

CHq(Ỹ )
i!0(resp.i

!
1)−−−−−−→ CHq(TXY ), (resp. CHq(Y ))

ĩ!

y yi′!(resp. i!)

CHq(A1 ×X)
i!0(resp.i

!
1)−−−−−−→ CHq(X).

Since we require i!0 = i!1, the two compositions i′!i!0 and i!i!1 must be equal. Let V ⊂
Y be a closed subvariety. Let Ã1 × V be the blow-up at 0 × (V ∩ X) and Ṽ ⊂ Ỹ

be its intersection with Ỹ . Further set V0 = i!0Ṽ . By the commutative diagram (2.1),

i!(V ) = i!i!1(Ṽ ) should be given by i′!i!0(Ṽ ) = i′!(V0). Since TXY is a vector bundle over
X, the morphism i′! : CHq(TXY ) → CHq(X) is the inverse of the pull-back isomorphism
p! : CHq(X)→ CHq(TXY ). Thus, i!(V ) should be defined by the formula

i!(V ) = (p!)−1(V0).

Locally, assume that Y = SpecA is affine and X = V (I) for an ideal I ⊂ A. Then,

we have Ỹ = SpecA[t, I/t],A1 × X = V (I/t) and TXY = V (t) = Spec
⊕

n I
n/In+1.

Assume further that V is defined by a quotient ring A and let I ⊂ A be the image of
I ⊂ A. Then, we have Ṽ = SpecA[t, I/t] and the intersection TXY ∩ Ṽ is the normal cone

CV ∩XV = Spec
⊕

n I
n
/I

n+1
. Thus this construction is called the deformation to normal

cone.
refinement.
Let f : X → Y be a morphism of complete intersection. Let Y ′ ⊂ Y be a closed subset

such that the codimension of X ′ = f−1(Y ) ⊂ X equals the codimension of Y ′ ⊂ Y . Then,
the pull-back defines a morphism CHdimY−q(Y

′)→ CHdimX−q(X
′).

Let f : X → Y be a morphism of complete intersection. Let X ′ ⊂ X be a closed subset
and Y ′ = f(X ′) ⊂ Y . Then, the push-forward defines a morphism CHd(X

′)→ CHd(Y
′).

Projective bundle formula.
Let E be a locally free OX-module of finite rank and P = ProjS•E∨ be the projective

space bundle parametrizing sub invertible sheaves in E . Let L = O(1) be the tautological
invertible sheaf and h = c1(L) ∈ CH1(P) be the first Chern class. Then, the canonical
morphism

CH•(X)[h]/(c•(E)(1 + h)−1)dim=rank E−1 → CH•(P)

is an isomorphism. In particular, if dimP = 2dimX = 2n, we have an isomorphism

n⊕
i=0

CHi(X) · hi → CH0(P).
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3 Axiomatic characterization

Functoriality.
Let X be an equi-dimensional smooth scheme over k and C ⊂ T ∗X be a conical closed

subset such that every irreducible component has dimension dimX. Let A =
∑

a maCa

be a linear combination of irreducible components of C.
Let h : W → X be a morphism of smooth schemes over k. We say that h is properly C-

transversal if h is C-transversal and if every irreducible component of h∗C has dimension
dimW . If h is smooth, h is properly C-transversal for every C.

We consider the algebraic correspondence

T ∗X
b←−−− W ×X T ∗X

c−−−→ T ∗W.

Assume that h is properly C-transversal. Then, we have morphisms b! : Z0(C)→ Z0(h∗C)
and c! : Z

0(h∗C)→ Z0(h◦C). Thus, for A ∈ Z0(C), we define a linear combination h!A of
irreducible components of h◦C by

h!A = (−1)dimX−dimW c!b
!A.

The sign is there to have h!(CCΛX) = CCh∗ΛX .
Let f : X → Y be a proper morphism of smooth schemes over k and consider the

algebraic correspondence

T ∗X
c←−−− X ×Y T ∗Y

b−−−→ T ∗Y.

Assume that every irreducible component of f◦C has dimension m = dimY . Then, we
have morphisms c! : Z0(C) → CHm(c

−1(C)) and c! : CHm(c
−1(C)) → Z0(f◦C). Thus, for

A ∈ Z0(C), we define a linear combination f!A of irreducible components of f◦C by

f!A = b!c
!A.

If Y = Spec k, the morphism c : X → T ∗X is the 0-section and c! : Zn(T ∗X) →
CH0(X) sending A to the intersection product c!A = (A, T ∗

XX)T ∗X is induced by the
inverse of the isomorphism CHn(X)→ CHn(T ∗X). For the 0-section A = T ∗

XX, the self-
intersection product (T ∗

XX,T ∗
XX)T ∗X is the top Chern class cn(Ω

1
X/k). The push-forward

b! : CH0(X)→ CH0(Spec k) = Z for b : X → Spec k is the degree mapping. Thus we have
f!A = deg(A, T ∗

XX)T ∗X .
Exercise. Define a morphism f : A1 = Spec k[x] → A1 = Spec k[y] by xp − x = y and

extend this to a morphism f : X = P1 → Y = P1. Compute the coefficient n of the fiber
T ∗
∞Y in f ![T

∗
XX] = p · [T ∗

Y Y ] + n · [T ∗
∞Y ].

Theorem 3.0.1. Let k be a perfect field of characteristic p ⩾ 0 and Λ be a finite field
of characteristic ℓ invertible in k. Then, there exists a unique way to attach a Z-linear
combination A(F) =

∑
a maCa satisfying the conditions (1)–(4-2) below of irreducible

components of the singular support SSF = C =
⋃

a Ca ⊂ T ∗X to each smooth scheme X
over k and each constructible sheaf on X:

(1) [normalization] For X = Spec k and F = Λ, we have

A(F) = 1 · T ∗
XX.
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(2) [additivity] For every distinguished triangle F ′ → F → F ′′ →, we have

A(F) = A(F ′) + A(F ′′).

(3) [pull-back] For every properly SSF-transversal morphism h : W → X of smooth
schemes, we have

A(h∗F) = h!A(F).
(4-1) [closed immersion] For every closed immersion i : X → P of smooth schemes, we

have
A(i∗F) = i!A(F).

(4-2) [Radon transform] For the Radon transform, we have

A(RF) = LA(F).

We may replace (4-2) by the following condition:
(4′) [push-forward] For every morphism f : X → Y of projective smooth schemes, if

dim f◦SSF ⩽ dimY , we have
A(f∗F) = f!A(F).

Under (3), condition (4-2) is a special case of (4′) for q∨ : Q→ P∨.
We expect that we may unify (4-1) and (4′) into the following condition:
(4) [push-forward] For every proper morphism f : X → Y of smooth schemes, if dim

f◦SSF ⩽ dimY , we have
A(f∗F) = f!A(F).

Corollary 3.0.2. Let U ⊂ X be a dense open subset such that the restriction F|U is
locally constant of rank rankF . Then, the coefficient of the 0-section T ∗

XX in A(F) equals
(−1)dimXrankF .

Proof. Since an étale morphism is properly transversal, by applying (3), we may assume
that F is a constant sheaf. By applying (2), we may assume F = Λ. Since a smooth
morphism is properly transversal, the assertion follows from (1) and (3) for the morphism
to Spec k.

If dimX = 1, by Corollary 3.0.2, we have

(3.1) A(F) = −
(
rankF · [T ∗

XX] +
∑

x∈X U

ax(F) · [T ∗
xX]

)
for some integer ax(F) ∈ Z defined for each closed point x ∈ X where F is not locally
constant.

Corollary 3.0.3. 1. If X is projective and smooth, we have

(3.2) χ(Xk,F) = (A(F), T ∗
XX)T ∗X .

2. Further if dimX = 1, we have

(3.3) χ(Xk,F) = rankF · χ(Xk)−
∑

x∈X U

ax(F) · degk x.

The equality (3.3) determines ax(F) uniquely.
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Proof. 1. By (4-1), we may assume that X = Pn is a projective space of dimension n ̸= 1.
By (2) and corollary 3.0.2, we have

(3.4) A(R∨RF)− A(F) = (−1)n(n− 1)χ(Xk,F) · [T ∗
PP].

Similarly for A, we have

(3.5) L∨LA− A = (−1)n(n− 1)(A, T ∗
XX)T ∗X · [T ∗

PP].

For A = A(F), by applying (4-2) two times, we obtain A(R∨RF) = L∨LA. Thus,
comparing the right hand sides and dividing them by n− 1 ̸= 0, we deduce (3.2).

2. If dimX = 1, substituting (3.1) in to (3.2), we obtain (3.3). By killing the ramifi-
cation, ax(F) is determined uniquely.

In the proof above, the Grothendieck–Ogg–Shafarevich formula (3.3) is deduced as
a special case of the index formula (3.2). In the actual proof of the existence of A(F),
conversely we deduce axiom (4-2) from (3.3).

Proof of the uniqueness in Theorem 3.0.1. On a dense open subset where F is locally
constant A(F) is determined by Corollary 3.0.2. Further, if dimX = 1, A(F) is determined
by (3.1).

By (3), we may assume that X is affine. By (4-1), we may assume that X = An is an
affine space. By (3), we may assume that X = Pn is projective.

Take a closed immersion i : X → P = PN and consider the Radon transform Ri∗F on
the dual P∨. Take a Lefschetz pencil iL : L → P∨. Then A(i∗LRi∗F) is determined since
dimL = 1.

It suffices to remove i∗L, R and i∗ respectively. Since the immersion iL is properly
transversal, A(Ri∗F) is determined by i!LA(Ri∗F) = A(i∗LRi∗F) by (3). Since the immer-
sion i is not isomorphism, A(i∗F) is determined by A(R∨Ri∗F) = A(i∗F) + ∗ ∗ [T ∗

PP].
This is equal to L∨A(Ri∗F) (4-2). Since A(F) is determined by i!A(F) = A(i∗F) (4-1),
the uniqueness follows.

4 Conductor

The key point of the whole theory is the GOS formula (3.3). We compute ax(F).
The genesis of the Grothendieck–Ogg–Shafarevich formula (3.3) is traced in the ex-

change of letters of Grothendieck dated on 10.04.63 and of Serre dated April 63 recorded
in [3]. In his letter, Grothendieck discusses a plan to generalize the formula obtained
earlier by Ogg–Shafarevich in the tame case where the Swan conductor does not appear.

lower ramification groups. Let K be a complete discrete valuation field and L be a
finite Galois extension of Galois group G. We define a decreasing filtration Gi ⊂ G by

Gi = Ker(G→ Aut(L×/(1 +mi
L))

for i ⩾ 1 and for σ ∈ G {1}, set

iG(σ) =

{
max(i : σ ∈ Gi) if σ ∈ G1

0 if otherwise.

The subgroup P = G1 is the p-Sylow subgroup of the inertia group I = Ker(G →
Aut(OL/mL)).
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Lemma 4.0.1. If L is a totally ramified extension and if s ∈ L× satisfies eL/K - ordLs,
then iG(σ) = ordL(σ(s)/s− 1).

Proof. Set G′
i = Ker(G → Aut(OL/m

i
L)

×) ⊃ Gi and let s′ be a uniformizer of L. Then,
Gi = Ker(G → Aut(L×/(1 + mi

L)) equals {σ ∈ G′
i | ordL(σ(s

′)/s′ − 1) ⩾ i}. Since
OL/m

i
L = (OL/m

i
L)

× ∪ mL/m
i
L and since Ker(G → Aut(mL/m

i
L)) = Ker(G → Aut((1 +

mL)/(1 +mi
L))) ⊃ G′

i, we have G′
i = Ker(G→ Aut(OL/m

i
L)). Since L is totally ramified,

the right hand side equals {σ ∈ G | ordL(σ(s
′) − s′) ⩾ i}. Thus we have Gi = {σ ∈ G |

ordL(σ(s
′)/s′ − 1) ⩾ i}.

Let t be a uniformizer of K. Since we may take a uniformizer s′ in the multiplicative
subgroup ⟨s, t⟩ ⊂ L× generated by s and t, we have ordL(σ(s

′)/s′ − 1) ⩾ ordL(σ(s)/s −
1). On the other hand, the equality Gi = {σ ∈ G | ordL(σ(s

′)/s′ − 1) ⩾ i} implies
ordL(σ(s

′)/s′ − 1) ⩽ ordL(σ(s)/s − 1). Thus we have the equality Gi = {σ ∈ G |
ordL(σ(s)/s− 1) ⩾ i} and iG(σ) = ordL(σ(s)/s− 1) for σ ∈ G1 {1}.

Example. Let k be a perfect field of characteristic p > 0 and K = k((t)) be the field of
Laurent power series. Let x ∈ K be an element satisfying p | n = −ordKx > 0. Let L be
a totally ramified Artin–Schreier extension of K defined by the equation sp − s = x. Let
σ ∈ G = Gal(L/K) ∼= Fp be the generator satisfying σ(s) = s + 1. By Lemma 4.0.1, we
have iG(σ) = ordL(σ(s)/s− 1) = −ordLs = n.

We define the Swan character sG : G→ Z satisfying∑
σ∈G

sG(σ) = 0

by
sG(σ) = −fL/K · iG(σ)

for σ ∈ G {1}. The value sG(1) is given by the length of the OL-module

HomOK
(mL,mK)/OL · TrL/K

if the residue field extension is separable.
Let V be a representation of G on a Λ-vector space of finite dimension. We define

the Brauer trace. For σ ∈ P = G1, the subalgebra Λ[σ] ⊂ EndΛ(V ) is a commutative
semi-simple Λ-algebra and is decomposed as a product Λ[σ] =

∏
i Λi of finite separable

extensions of Λ. Accordingly, V is decomposed as V =
⊕

i Vi. Define a product W (Λ[σ]) =∏
i W (Λi) of the ring of integers of unramified extensions of Zℓ and let σ̃ = (σ̃i)i denote

the lifting as a root of 1 of order a power of p. Then, the Brauer trace TrBr(σ : V ) ∈ W (Λ)
is defined by

TrBr(σ : V ) =
∑
i

dimΛi
Vi · TrW (Λi)/W (Λ)σ̃i.

We define the Swan conductor Sw V by

Sw V =
1

#G

∑
σ∈G1

sG(σ)Tr
Br(σ : V ).

The Swan conductor is a rational number by

Sw V =
1

eL/K

∑
i⩾1

#Gi · (dimV − dimV Gi).
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We have Sw V ⩾ 0 and the equality is equivalent to the condition that P = G1 acts
trivially on V .

Theorem 4.0.2. Assume that the residue field extension is separable. Then Sw V is an
integer. In other words, the Swan character sG is a character of a representation of G.

By the theory of Brauer [6, Partie 3] and the induction formula, the proof of theorem
is reduced to the case where dim V = 1, called the Hasse–Arf theorem.

The classical case where the residue field is finite is proved by Hasse [2]. It is generalized
to the algebraically closed residue field case by Arf [1]. A more conceptual proof by Serre
is given in [5, Chapitre V, §7]. See a comment at the end of the letter of Serre dated on 9
novembre 1958 recorded in [3].

Example. Let G = Gal(L/K) ∼= Fp be as in the previous example and let V be
a representation of defined by a faithful character G → Λ×. Since iG(σ) = n for the
generator σ ∈ G satisfying σ(s) = s+ 1, we have Sw V = n.

Let L′ be a Galois extension of K containing L as a subfield and assume that the
residue field extension is separable. Then the representation V of G may be regarded as
a representation of G′ = Gal(L′/K). The Swan conductor Sw V defined for V regarded
as a representation of G and that defined for V regarded as a representation of G′ are the
same.

We formulate the GOS formula. Let k be a perfect field of characteristic p > 0. Let
X be a proper smooth irreducible curve over k and U ⊂ X be a dense open subset. Let
F be a locally constant constructible sheaf of Λ-modules on U . For each x ∈ X U , let
Kx denote the fraction field of the completion of the local ring OX,x. Then the pull-back
of F by SpecKx → U corresponds to a continuous Λ-representation Vx of Gal(Kx/Kx).
This representation factors a finite quotient and the Swan conductor Sw Vx thus defined
is independent of the choice of the quotient. Let SwxF denote Sw Vx.

Theorem 4.0.3.

(4.1) χc(Uk,F) = rankF · χc(Uk)−
∑

x∈X U

SwxF · degk x.

Example. Let U = A1
k = Spec k[x] and V = A1

k = Spec k[t] → U be the étale
morphism defined by tp − t = x. Let G = Gal(V/U) and F be the locally constant sheaf
defined by a faithful character G→ Λ×. Verify the GOS-formula for χc(Uk,F).

We may assume that k is algebraically closed. Let V → U be a finite étale Galois
covering of Galois group G such that the pull-back FV is constant and let W be the
integral closure of X in V . Then, the formula follows from the Lefschetz trace formula

2∑
i=0

(−1)iTr(σ : H i(W,Qℓ)) = (Γσ,∆W )W×W

and the Riemann–Hurwitz formula

χ(W ) = [W : X]χ(X)− dimk Ω
1
W/X .

Proposition 4.0.4.
ax(F) = dimFηx − dimFx + SwxF .
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Proof. By Corollary 3.0.2 and by the Grothendieck–Ogg–Shafarevich formula (3.3) and
(4.1), we have the equality of the sum. By killing the ramification, we obtain the equality.

5 Milnor formula

For the actual construction of CC, we use the vanishing cycles. The vanishing cycles are
the tools to study the difference of the cohomology of the generic fiber and that of the
closed fiber.

Let K be a henselian (or complete) discrete valuation field and OK be the valuation
ring. Let s, η ∈ S = SpecOK denote the closed and the generic point. Let Ssh = SpecOur

K

be the strict localization and let s, η = SpecKsep be geometric points of Ssh above s, η
respectively. Let X be a scheme over S and consider the cartesian diagram

Xs
i−−−→ XSsh

j←−−− Xηy y y
s −−−→ Ssh ←−−− η.

For a sheaf F on X, the complex of nearby cycles ΨF is the complex on Xs defined by
ΨF = i∗j∗F|Xη

equipped with a canonical action of GK = Gal(Ksep/K) compatible with
the action on Xs. The vanishing cycles ΦF fits in a distinguished triangle

(5.1) −−−→ F|Xs
−−−→ ΨF −−−→ ΦF −−−→

of complexes on Xs equipped with actions of GK . The actual construction of the functor
Φ as a cone does not work in the derived category and requires to go back to the category
of complexes.

Theorem 5.0.1. Assume that X is of finite type over S and that F is constructible. Then,
ΨF and ΦF are constructible.

Example. If X = S, the distinguished triangle (5.1) is → Fs → Fη → ΦF → . More
generally, if X is proper over S, applying the functor RΓ(Xs,−) to (5.1) and replacing
RΓ(Xs,ΨF) by RΓ(Xη,F|Xη

) by the isomorphism of proper base change, we obtain a
distinguished triangle

(5.2) −−−→ RΓ(Xs,F|Xs
) −−−→ RΓ(Xη,F|Xη

) −−−→ RΓ(Xs,ΦF) −−−→

comparing the cohomology of the two geometric fibers. Further if ΦF is supported on a
subset Σ ⊂ Xs finite over s, the last term is

⊕
x∈Σ ΦxF .

Assume that the residue field of K is perfect. For a continuous Λ-representation V of
finite degree of the absolute Galois group GK , define the total dimension to be the sum of
the degree and the Swan conductor:

dim tot V = dimV + Sw V.

This is additive in V .
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Let X be a smooth curve over a perfect field k of characteristic p > 0 and x ∈ X be a
closed point. Then the local field Kx at x defined as the fraction field of the completion
ÔX,x is a complete discrete valuation field and the residue field is a finite extension of
k. Let F be a constructible sheaf on X and consider the identity of the base change to
S = Spec ÔX,x. Then, the space of vanishing cycles ΦxF fits in a distinguished triangle

(5.3) −−−→ Fs −−−→ Fη −−−→ ΦxF −−−→ .

Thus we have

dim totΦxF = dim totFηx − dim totFx = dimFηx − dimFx + SwFηx = axF .
Namely, if dimX = 1, the coefficient of T ∗

xX in A(F) is given by the total dimension of
the space of vanishing cycles for the identity mapping. This will be generalized as follows.

We say that x is an isolated characteristic point of f if there exists a neighborhood of
x, on which f is C-transversal except at x.

Theorem 5.0.2. Let k be a perfect field of characteristic p ⩾ 0 and Λ be a finite field
of characteristic ℓ invertible in k. Then, there exists a unique way to attach a Q-linear
combination CCF =

∑
a maCa satisfying the condition below of irreducible components

of the singular support SSF =
⋃

a Ca ⊂ T ∗X to each smooth scheme X over k and each
constructible sheaf on X:

For every étale morphism j : U → X and every morphism f : U → A1
k with isolated

characteristic point x, we have the Milnor formula

(5.4) − dim totΦxF = (j◦CCF , df)T ∗U,x.

The assumption that x is an isolated characteristic point implies that x is an isolated
point of the support of ΦF .

Uniqueness: Suffices to show the existence of a morphism with isolated characteristic
point.

Main ingredients of the proof of existence:
continuity of Swan conductor.
nearby cycles over general base scheme.

Proof of Theorem 5.0.2 ⇒ Existence in Theorem 3.0.1. It suffices to show that A(F) =
CCF satisfies the integrality, the axioms (1)–(4-2). Theorem 3.0.1 (1) follows from the
Milnor formula for the immersion Spec k → A1

k. Theorem 3.0.1 (2) follows from the
exactness of the vanishing cycles functor Φ. Theorem 3.0.1 (4-1) follows from the proper
base change theorem.

So the essential contents of the proof are:
integrality.
(3) for smooth morphisms.
(3) for immersion.
(4-2) Radon transform.
Theorem 3.0.1 (3) for smooth morphisms follows from the Thom–Sebastiani formula.
Integrality. If p ̸= 2 or non exceptional case where p = 2, we may find a good Lefschetz

pencil. In the exceptional case p = 2, reduce to non-exceptional case by using pull-back
to X ×A1.

(3) for immersion and (4-2) except for the 0-section. Radon transform.
Remaining: (4-2) for the 0-section.
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6 Characteristic classes

dimX = n, E vector bundle of rank n over X.
C =

⋃
Ca ⊂ E closed conical subset.

A =
∑

maCa linear combination.
C =

⋃
Ca ⊂ P(E ⊕A1

X).
A =

∑
maCa.

[A] ∈ CHn(P(E ⊕A1
X)) = CH•(X) =

⊕n
q=0 CHq(X).

Applying this to E = T ∗X and A = A(F), we obtain a morphism

(6.1) ccX : K(X,Λ)→ CH•(X)

sending a class [F ] to ccX(F) = [CCF ] by additivity (2).
If characteristic 0, this is defined by MacPherson. compatibility with push-forward.

characteristic 0 OK but p > 0 not.
We prove (4-2) for the coefficient of the 0-section by proving the commutativity of the

diagram

A(n)

K(P,Λ)
cc−−−→ CH•(P)

R

y yL

K(P∨,Λ)
cc−−−→ CH•(P

∨),

that is a consequence of (4-2), and the index formula

B(n) K(P,Λ) cc //

χ

,,XXXXX
XXXXXX

XXXXXX
XXXXXX

XXXXXX
XXXXX

CH•(P)= CHn(P(T ∗P⊕A1
P))

( ,T ∗
PP)

P(T∗P⊕A1
P

)

��
Z

by induction on n for P = Pn. More precisely, we prove implications B(n−1)⇒ A(n)⇒
B(n).

They are proved for small n as follows.
A(0): We have R = L = 0 since Q = ∅.
B(0): The normalization (1).
A(1): We have P = P∨ and R = 1 and L = 1.
B(1): GOS formula for P1.
B(n− 1)⇒ A(n): Commutativity is known except for the coefficient of the 0-section.

By Corollary 3.0.2 and B(n−1), the coefficient of the 0-section in CCRF equals rankRF =
χ(H,F|H) = (CCh∗F , T ∗

HH)T ∗H for the immersion h : H → P of a generic hyperplane,
by proper base change theorem. The right hand side equals (h!CCF , T ∗

HH)T ∗H by (3) for
immersion and the coefficient of the 0-section in LCCF .

A(n)⇒ B(n) for n ̸= 1: The coefficient of the 0-section is given by

p0 : CH
n(P(T ∗P∨ ⊕A1

P∨)) = CH•(P∨)→ CH0(P∨) = Z.

By (3.4) and A(n), we have (−1)n(n− 1)χ = p0(L
∨L− 1)cc. Since n ̸= 1, this implies that

d = (−1)np0(L∨L − 1)/(n − 1) : CH•(P) → 1
n−1

Z satisfies χ = d ◦ cc. It suffices to show
that d is given by the intersection product ( , T ∗

PP)P(T ∗P⊕A1
P) with the 0-section.
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It suffices to show the equalities d[L] = (L, T ∗
PP)P(T ∗P⊕A1

P) for generators of CH•(P).

The Chow group CH•(P) =
⊕n

q=0 Z is generated by the classes of linear subspaces L and

hence by CCiL∗Λ. The assertion follows from d[L] = χ(Lk,Λ) = (−1)dimL(T ∗
LL, T

∗
LL)T ∗L =

(−1)dimL(T ∗
LP, T ∗

PP)T ∗P = (CCiL∗, T
∗
PP)T ∗P.

Composing with p0, (A(n)) gives (4-2) for the coefficient of the 0-section.

7 (3) for immersion and (4-2)

To show (3) in the case where h is an immersion, we first consider the case where X is an
projective space Pn.

Lemma 7.0.1. Let h : W → P = Pn be an immersion and

W
pW←−−− W ×P Q

p∨W−−−→ P∨

h

y y
P

p←−−− Q

be the cartesian diagram. Let G be a constructible complex on P∨ micro supported on C∨

and assume that h is properly C-transversal for C = L∨C∨. Then, we have

P(CCRpW∗p
∨∗
W G) = P(pW !p

∨!
WCCG).

Proof. Since the characteristic cycle is characterized by the Milnor formula, it suffices
to show that pW !p

∨!
WCCG satisfies the Milnor formula for RpW∗p

∨∗
W G and for smooth

morphisms f : W → Y to a curve defined locally on W . Since h is C-transversal,
p∨W : Q ×P W → P∨ is C∨-transversal by Lemma ??.2 and p∗WG is micro supported on
p∨WC∨. Since p∨W : Q×P W → P∨ is smooth outside P(CW ), we have CCp∨∗W G = p∨◦WCCG
outside P(CW ) as (3) is already proved for smooth morphisms.

Assume that f is smooth and has only isolated characteristic point. Then, by Lemma
??.2, the composition fpW is p∨C-transversal outside the inverse images of the charac-
teristic points. Further it is p∨C-transversal outside of finitely many closed points in the
inverse images by Lemma ??.3 and these points are not contained in P(CW ) by Lemma
??.1. Hence the assertion follows.

Lemma 7.0.1 implies also P(CCh∗F) = P(h!CCF). Since the coefficient of the 0-
section is determined by the generic rank as in (??), we deduce (3) in the case X = P.
In the general case, since the assertion is local, we may assume that there exists an open
subscheme U ⊂ P and a cartesian diagram

W
h−−−→ X

j

y □
yi

V
g−−−→ U ⊂ P

where i : X → U and g : V → U are closed immersions of smooth subschemes meeting
transversely. Then, since h is properly C-transversal, g is properly i◦C-transversal. Hence
the case where X = P implies CCg∗i∗F = g!CCi∗F = g!i!CCF . This implies j!CCh∗F =
CCj∗h

∗F = j!h
!CCF and (??).
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We show (5). The case W = P in Lemma 7.0.1 means the projectivization

(7.1) P(CCRF) = P(LCCF)

of (5). Hence it remains to show that the coefficients of the 0-section in CCRF = LCCF
are the same. Similarly as in the proof of Corollary ??, this is equivalent to the index
formula (??) for X = Pn. To prove this, we introduce the characteristic class.
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