A CLASSIFICATION OF SUBSYSTEMS OF A ROOT SYSTEM

TOSHIO OSHIMA

ABSTRACT. We classify isomorphic classes of the homomorphisms of a root
system = to a root system X which do not change Cartan integers. We examine
several types of isomorphic classes defined by the Weyl group of X, that of =
and the automorphisms of ¥ or E etc. We also distinguish the subsystem
generated by a subset of a fundamental system. We introduce the concept of
the dual pair for root systems which helps to study the action of the outer
automorphism of = on the homomorphisms.
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1. INTRODUCTION

Root systems were introduced by W. Killing and E. Cartan for the study of
semisimple Lie algebras and now they are basic in several fields of mathematics. In
this note a subsystem of a root system means a subset of a root system which is
stable under the reflections with respect to the roots in the subset. The purpose of
this note is to study subsystems of a root system. It is not difficult to classify the
subsystems if the root system is of the classical type but we do it in a unified way.
The method used here will be useful in particular when the root system is of the
exceptional type.

Let = and Z’ be subsystems of a root system Y. We define that =’ is equivalent
to Z by ¥ and we write £ 3 = if w(ZE) = =" with an element w of the Weyl group
Wsx of 3. By the classification in this note we will get complete answers to the
following fundamental questions (cf. Remark 10.2 for the answers).

Q1. What kinds of subsystems of ¥ exist as abstract root systems?
Q2. Suppose =’ is isomorphic to = as abstract root systems, which is denoted
by £’ ~ Z. How do we know Z' ~ =?

Q3. How many subsystems of ¥ exist which are equivalent to =7
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Q4. Does the outer automorphism of = come from Wx?

Q5. Suppose o is an outer automorphism of = which stabilizes every irreducible
component of =. Is o realized by an element of Wx?

Q6. Suppose that Z is transformed to Z' by an outer automorphism of X. Is
= I~ = valid?

Q7. Is Z equivalent to a subsystem (©) generated by a subset © of a fundamental
system U of ¥? How many elements exist in {© C ¥; (0) i~ =37

For example, Q4 may be interesting if = has irreducible components which are
mutually isomorphic to each other. An orthogonal system is its typical example
(cf. Remark 8.2).

The first question of Q7 is studied by [1] and the answer is given there when =
is irreducible (cf. Remark 8.3 iii)).

To answer these questions we will study subsystems as follows.

Let = and ¥ be reduced root systems and let Hom(=Z, 3) denote the set of maps

of = to ¥ which keep the Cartan integers 2%;;2; invariant for the roots a and S.

Since the map is injective and its image is a root system, the image is a subsystem
of ¥ isomorphic to =.

Let Wz and Wy denote the Weyl groups of = and X respectively and put
Aut(E) = Hom(E, E) and Aut(X) = Hom(X,X). We will first study the most re-
fined classification, that is, Wx\Hom(Z, ) after the review of the standard materi-
als for root systems in §2. In §3 we will give Theorem 3.5 which reduces the structure
of Wx\Hom(Z,Y) to a simple graphic combinatorics in the extended Dynkin dia-
grams. It is a generalization of the fact that an element of Wy \Aut(X) corresponds
to a graph automorphism of the Dynkin diagram associated to X (cf. Example 3.6)
and will be proved in §5 after the preparation in §4.

In §6 we define the dual pair of subsystems, which helps us to study the action
of Aut(Z) on Hom(E, X). In §10 we have the table of all the non-empty Hom(E, X)
with irreducible X. The table gives the numbers of the elements of the cosets

Ws\Hom(Z,¥), Aut(X)\Hom(Z,X),
Wx\Hom(Z, ¥)/Aut(Z), Wx\Hom(Z, X)/Aut'(Z)

and the number of the subsystems generated by subsets of a fundamental system of
¥} which correspond to a coset. Here Aut’(Z) is the subgroup of Aut(Z) defined by
the direct product of the automorphisms of the irreducible components of =. The
table also determines certain closures of = (cf. Definition 6.3, 6.6).

In many cases #(Wx\Hom(Z,¥)/Aut(Z)) = 1, which is equivalent to say that
the subsystems of ¥ which are isomorphic to = form a single Wx-orbit. We will
also distinguish the orbits when the number is larger than one.

In §8 we give some remarks obtained by our study. For example, Q4 will be
examined for the orthogonal systems of the root systems of type F; and Ey .

In §9 we give the extended Dynkin diagrams and roots of the irreducible root
systems following the notation in [3], which is for the reader’s convenience and will
be constantly used in this note. A proof of the classification of the root systems is
also given for the completeness (cf. Proposition 9.3 and Remark 9.4 iv)).

Dynkin [4] classified regular subalgebras of a simple Lie algebra in his study
of semisimple subalgebras. The classification is given by Table 9 and Table 11
in [4]. In Table 11, A + A2 and the second one of A7 + A; should be replaced
by Eg + Az and E; + A1, respectively. These tables describe the classification of
Aut(X)\Hom(E, X)/Aut(E) for S-closed subsystems (cf. Definition 6.6) in our table
in §10 (cf. Remark 10.7 ii)) and were obtained from Dynkin diagrams given by suc-
cessive procedures removing roots from extended Dynkin diagrams. The procedure
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is the way to classify maximal S-closed subsystems used by [2] (cf. Remark 8.4). The
maximal S-closed subsystems are also classified by [8]. Our classification based on
Theorem 3.5 gives a more refined classification of Wx\Hom(Z, ¥). In fact we give a
simple algorithm to give the complete representatives of the coset Wy \Hom(Z, ).

The author would like to thank E. Opdam for pointing out (8.8) and related
errors in the table in §10.

2. NOTATION

In this section we review the root systems and fix the notation related to them.
All the materials in this section are elementary and found in [3].

Fix a standard inner product ( | ) of R™ and an orthonormal basis {e1,...,€,}
of R™. For aw € R™ \ {0} the reflection s, with respect to « is defined by

So: R™ — R™
(2.1) w w

and we put o] = /().

Definition 2.1. A reduced root system of rank n is a finite subset X of R™ \ {0}
which satisfies

(2.2) R" =3 exRa,

(2.3) 5(8) =% (Vaeyx),
(2.4) 223:3 €Z (Yo, BEY),
(2.5) RanN¥ = {+a} (Va € X).

In general the rank of a root system X is denoted by rank 3.

Remark 2.2. i) In this note any non-reduced root system, which doesn’t satisfy
(2.5), doesn’t appear except in §9 and hereafter for simplicity a root system always
means a reduced root system.

ii) We use the notation N for the set {0,1,2,...} of non-negative integers.

Definition 2.3. Let X be a root system of rank n. A fundamental system ¥ of ¥

is a finite subset {a1,...,a,} of ¥ which satisfies

(26) Rn = Ral + ROQ —+ -4 Ran,

(2.7) o= ij(a)aj €X = (mi(a),...,...,my(a)) EN" or —N".
j=1

The fundamental system W exists for any root system X and the root a € ¥ is
positive (with respect to ¥) if m;(a) > 0 for j = 1,...,n, which is denoted by
a> 0.

Definition 2.4. Let © be a finite subset of ¥ and put

(2.8) Weo := (sq; @ € ©) = the group generated by {s4; @ € O},
(2.9) W =Wy =Wy,

(2.10) (0) := WO,

(2.11) 0t :={ae¥; (o) =0 (VBeO)}.

The group W is called the Weyl group of ¥. A subset = of ¥ is called a subsystem of

Y if 54(E) = Efor any a € E. Then Z is a root system with rank = = dim ) .= Ra.
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We put at = {a}* for a € ¥. Note that (©) and O+ are subsystems of ¥ and
(2.12) rank(©) + rank O < rank X.

Definition 2.5. A map ¢ of a root system Z to a root system X is a homomorphism
if ¢ keeps the Cartan integers:

L0l@h(B) _(al8)

()(@)) (ala)
In this case ¢ is injective and ¢(Z) is a subsystem of ¥.
The set of all homomorphisms of = to ¥ is denoted by Hom(Z, ) and define

(2.13) Z Z (Va, B € E).

(2.14) Aut(Y) := Hom(%, X).
Note that Wy and Wz naturally act on Hom(E, ¥) and
(2.15) 108y =80t (1€Hom(E, %), acE).
Two homomorphisms ¢ and ¢/ of Z to X are Wx-equivalent if
(2.16) =wou
for a suitable w € Wy and we define
(2.17) Hom(Z,Y) := Wy \Hom(Z, ¥) ~ Wx\Hom(Z, X)/Wa,
(2.18) Out(X) := Wy\Aut(3) = Hom(%, ¥) ~ Aut(X)/ Wy

& {g € Aut(2); () = ¥}

The root system = is isomorphic to X, which is denoted by = ~ ., if there exists
a surjective homomorphism of = onto X.

Suppose X1 and Yo are subsystems of ¥ such that ¥ = ¥, UX5 and 37 1 3.
Then we say that ¥ is a direct sum of ¥; and Y5, which is denoted by ¥ = 31 + 3.
A root system is irreducible if if has no non-trivial direct sum decomposition. Note
that every root system is decomposed into a direct sum of irreducible root systems
and

(2.19) Aut(X) ~ {g € O(n); g(£) =X}
if ¥ is an irreducible root system of rank n. Here O(n) is the orthogonal group of
R™ with respect to ( | ).

For root systems ¥, and Yo there exists a root system ¥ = X} 4+ X4 such that
Y~ E} for 7 = 1 and 2. This root system ¥ is determined modulo isomorphisms

and hence we simply write ¥ = 31 + Xo. When X1 = X5, we sometimes write 23,
in place of X1 + Y.

For any two elements o and ' in U, there exists an isomorphism ¢ of {«, a’) to
one of the following four root systems with the fundamental system {3, 5’} such
that ¢(a) = § and (o) = 5"

’ ’ !/

A+ Ay =24;: (B,8) = (61, €2) 2000 —g, 20y —o § §
’ ’ /

A2: (ﬁaﬁl) = (51 — €2,€2 — 63) 2((%”%)) = -1, 2((51”%/)) =-1 (B)—(ﬂ)
’ ’ /

-82: (/67 /BI) = (61 - 62; 62) 2((%”63)) = _13 2((56/"%/)) = _2 (ﬂ):xﬁ}
(818 g p

Ga: (6;6/) = (_261 + et €3,€1 — 62) 2% =-1, 2(5/”5/) =-3 [e=—="0)

The Dynkin diagram G(¥) of a root system ¥ with the fundamental system ¥
is the graph which consists of vertices expressed by circles and edges expressed by
some lines or arrows such that the vertices are associated to the elements of W.
The lines or arrows connecting two vertices represent the isomorphic classes of the
corresponding two roots in ¥ according to the above Dynkin diagram of rank 2.
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Here the number of lines which link 3 to ' in the diagram equals W%
The arrow points toward a shorter root.

Definition 2.6. A root « of an irreducible root system 3 is called maximal and
denoted by aqq if every number m; () for j = 1,...,n in Definition 2.3 is maximal
among the roots of X. It is known that the maximal root uniquely exists.

Let ¥ = {ay,...,a,} be a fundamental system of X. Define

(2.20) Qp = —Qmaz,
(2.21) U= WU {ap}.

The extended Dynkin diagram of 3 in this note is the graph G(¥) associated to ¥
which is defined in the same way as G(¥) associated to ¥. We call ¥ the extended
fundamental system of ¥. A subdiagram of G(¥) is the Dynkin diagram G(©)
associated to a certain subset © C 0.

In §9 the extended Dynkin diagrams of all the irreducible root systems are listed,
which are based on the notation in [3]. The vertex expressed by a circled circle in
the diagram corresponds to the special root ay. If the vertex and the lines starting
from it are removed from the diagram, we get the corresponding Dynkin diagram
of the irreducible root system. The numbers below vertices «; in the diagram in
89 are the numbers m;(unqz) given by (2.7). We define mg(amax) = 1 and then

(2.22) Z mj(Wmax)j = 0.

aj ev

Remark 2.7. i) There is a bijection between the isomorphic classes of root systems
and the Dynkin diagrams.

The irreducible decomposition of a root system X corresponds to the decompo-
sition of its Dynkin diagram G(¥) into the connected components G(¥;). It also
induces the decomposition of the fundamental system ¥ = ¥, 1I---I1¥,, such that
X =(U;)+ .-+ (¥,,) is the decomposition into irreducible root systems. Then
we call each ¥; an irreducible component of V.

The irreducible root systems are classified as follows (cf. §9):

(223) An(’l’L Z 1), Bn(n 2 2), C’n(n Z 3), Dn(n Z 4), Eg, E7, Eg, }7'47 GQ.

We will also use this notation A,,... for a root system or a fundamental system.
For example, As + 2B3 means a root system isomorphic to the direct sum of the
root system of type As and two copies of the root system of type B3 or it means
its fundamental system.

ii) Out(X) is naturally isomorphic to the group of graph automorphisms of the
Dynkin diagram associated to . If X is irreducible, it also corresponds to the graph
automorphisms of the extended Dynkin diagram which fix the vertex corresponding
to a. Here we give the list of irreducible root systems ¥ with non-trivial Out(X):

Ay) ~Z/2Z (n>2),
D,) ~ G5 (= the symmetric group of degree 3),

(2.24) D,)~7/2Z (n>5),
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iii) The graph automorphism o of the extended Dynkin diagram G(¥) with the
following property corresponds to a transformation by an element of Wy.

A rotation of G(¥)
Any automorphism
J((ao,al,an,l,an)) =
o((ao, 01, 00-1,0)) =

U((Oé07041,04n—1704n)) =

(

(225) (a17a07a’naanfl)
(Oén, Qp—1,01, aO)

(ana Qp—1, 0507041)

(
(2
(
(

Y =A,, Es),

Y= Bn, Cn, E7),
Dy),

Y =D,, n:even>4),

¥ = D,, n:odd).

When ¥ is irreducible, we have the bijection:

{w e Wy ( )= \Il} 5 {a; € U, ; Mj(Qmas) = 1}
(2.26) w W
o] — o(ap)

To classify subsystems contained in a root system we prepare more definitions.

Definition 2.8. We put

(2.27) Aut'(Z) := Aut(Z;) x -+ x Aut(Z,,) C Aut(Z),
(2.28) Out'(Z) := Aut/(2)/Wxg
for a root system = with an irreducible decomposition = == + --- + Z,,.

Definition 2.9. Let =, =’ and © be subsystems of X.

(2.29) = ~ = & Jw € Wg such that =’ = w(E),
(2.30) = g Z' & Jg € Aut(O) such that &' = ¢(=).
Itz P~ =’ (resp. =2 rg ='), we say that =’ is equivalent (resp. weakly equivalent) to
E by ©. Since Aut(2) ~ {1 € Hom(E, X); «(E) = E}, we have
ECY;84(E)=E (VaeZ) and E':E}/;
(2.31) ~ Ws\Hom(E, X)/Aut(E)
~ Hom(Z, X)/Out(Z),
ECY;5,(E)=Z% (Va€eZ) and & ~ E}/g
(2.32) ~ Aut(%)\Hom(Z, %) /Aut(Z)
~ Out(X)\Hom(E, ¥)/Out (),
(2.33) Wx\Hom(Z, ¥)/Aut’(Z) ~ Hom(Z, ¥)/Out’(Z).

Definition 2.10 (fundamental subsystems). A subsystem = of ¥ is called funda-
mental if there exists © C ¥ such that = Y (©).

Remark 2.11. Suppose X is of type A,. Then it is clear that

(2.34)
(2.35)

any subsystem of ¥ is fundamental,

=
—

& E~E) for subsystems Z and Z’ of X.

Our aim in this note is to clarify the structure of
Hom(Z,Y), Out(X)\Hom(Z, ), Hom(Z,¥)/Out(Z), Hom(Z,X)/Out’(Z),
Out(X)\Hom(Z, X)/Out(E) and fundamental subsystems of X.

For this purpose we prepare the following definition.
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Definition 2.12. i) A root o € ¥ (resp. W) is an end root of ¥ (resp. W) if

(2.36) #{B €U (resp. ¥); (B,a) <0} < 1.
A root o € W (resp. U) is called a branching root of ¥ (resp. W) if
(2.37) #{B € U (resp. ¥); (8,) < 0} > 3.

The corresponding vertex in the (extended) Dynkin diagram is also called an end
vertex or a branching vertex, respectively.
ii) When ¥ is irreducible, we put

(2.38) »hi={ae; o = |amal}

and denote its fundamental system by UL, Then XL is a subsystem of 3 and

Al = A, B =D, (n>2), Ct=nA, (n>3), DL =D, (n>4),
E} = Es, EX = E;, EY = Es, Ff = Dy, G% = A,.

A root system whose Dynkin diagram contains no arrow is called simply laced.

(2.39)

3. A THEOREM

In this section we will give a simple procedure to clarify the set Hom(Z,¥) :=
Wx\Hom(=, ¥) for root systems = and X.

Remark 3.1. 1) Note that
(3.1) Hom (2,31 + %) ~ H (Hom(E"21),H0m((5/)L722)),

E/CE: component
(32)  Hom(Z +E,%)~ ]] (z, Fom (Zs, L(El)l)).
t€Hom(21,%)
Here 7 means a class of « € Hom(Z1,¥) in Hom(=;,¥) and the component E' of
= is the subsystem of = such that = = =’ 4+ (Z')*. The empty set and = are also
components of =.
The identification (3.2) follows from
(3.3) {’LU e Wx; w\b(g) = ’Ld} = WL(E)L Cc Wy

for any ¢ € Hom(E, %) (cf. [3]).

ii) The identifications (3.1) and (3.2) assure that we may assume = and X are
irreducible. In fact, the study of the structure of Hom(Z, ¥) is reduced to the study
of 7 € Hom(Z, %) and «(Z)* for irreducible = and X.

iii) We may moreover assume +(Z)NX% # () by considering the dual root systems
=Y .= {2—“ fa € E} and ¥V := {(2—"‘ fo € Z} in place of 2 and X, respectively.

(afa) ala) !

Definition 3.2. When G(®) is isomorphic to a subdiagram G(0©) of G(V) with a
map : ® — © C U, it is clear that ¢ defines an element of Hom(Z, ). In this case
we say that 7 is an imbedding of G(®) into G(¥).

Recalling Definition 2.4, 2.6 and 2.12, we now state a main lemma in this note,
which will be proved in §5 by using lemmas in §4.

Lemma 3.3. Let = and X% be irreducible root systems and let ® and ¥ be their
fundamental systems, respectively. Denoting

(3.4) Hom'(Z,%) := {s € Hom(E, ¥); «(E) N &% # 0},
(3.5) Hom' (2, %) := Wy \Hom'(Z, ),

we have the following claims according to the type of =:
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1) Z is of type Ap,.
%/(E, %) < {Imbeddings ¢ of G(®) into G(U) with the end vertex ao}
Let T be this graph imbedding corresponding to « € Hom(Z,X). Then
(3.6) WE)T ~(aeT;ali(d)).
In the case #ml(E, ) > 1, we have #%I(E, ) =3if (5, %) is of type (As, Dy)
and 2 if otherwise. Moreover fort, v € Hoﬁ%E, 3)

“T and T are conjugate under an element of Out(X) or Out(Z)”

3.7
3.7 s (B)t ~/(BE)L.

2) = is of type Dy, (m > 4).
Let @, = {Bo, ..., Bm—1} be a fundamental system of = with the Dynkin diagram

BO(LBOLBOL. . &’é‘joﬁm_Q and my, denote the mazimal integer m such that there

4’Bmfl
is an imbedding Tp, of G(®p,) into G(TL). We put ms, = 0 if such an imbedding
doesn’t exist. Then
0 (X is of type A, Cp, G2),
rank> (X is of type By, D,, Es, Fy),
5 (X is of type Eg),
6 (X is of type E7)

my =

and
Hom'(Dy,, 2) #0 & (4 <)m < myx
& #(Hom (Z,%)/Out(E)) = 1.
Y is of type Eg, E7 or Eg.

2 (m=my),

1 (4<m<my),
A1 (TL = 7),

0 (n=6,38).

#m(Dma ¥)= {

L(E)T > Dpyyon + {

Y is of type Dy, By, or Fy (m <n).

6 (ZD4(m:n=4)),
T )3 (X: By, and D,, (m =4 < n)),
#Hom (2,5) =1, (:D, (4<m=n)),
1 (S:Fy(4=m), B, (4<m<n), D, (4<m<n)),

Dn—’rn (L S Hom(Dm, Dn))a
L(E)r 2 B_p (1€ Hom(D,,, By)),
(v € Hom(Dy, Fy)).
3) E s of type By, (m > 2).
Y is of type By, with m <n,
Hom(Z,%) #0 <& #Hom(Z,%) =1 and { T is of type C,, with m = 2,
> is of type Fy with m < 4,
(E)PNT, ~T, ., (T=DB,C,F, F,=DBy, Fi=A; and «(B3)* N F, ¢ ©5).
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4) = is of type Cy, (M > 3).
3 is of type Cp, with m < n,
Y is of type Fy with m < 4,
(E)EPNT, ~T, .y (T=C,F, F,=Cy Fy =A; and 1(C3)t N F, C ©5).
5) E s of type B, (m =6, 7 and 8).
Hom(Z,X) < {Imbeddings © of G(®) into G(\il)}/w,
WE)r ~{aeT;ali(d)).

Here [~ is interpreted that all the imbeddings of G(®) are considered to be isomor-
phic except for (2,%) ~ (Eg, Eg). Namely #Hom(Z,%) < 1 if (£,X) # (Eg, Eg).
6) Z is of type G or Fy.

Hom(=,%) #0 < #Hom(=,X) =1 and 2~ X.

Hom(Z,¥) #0 < #Hom(Z,X) =1 and {

Remark 3.4. 1) In the proof of Lemma 3.3 2) we will have

L(’:)L -~ <ng ((I)mz)l N \I/> (mz —1<m< mz)’
- <ng(q)mg)J_ﬂ\IIa ng(ﬂm)a---zmg(ﬂmg—l)> (4§ m < my, *2)

for the imbedding Z,,y, With Z(8y,) = ag if ¥ is of type D,,, Eg, E7 or Es.
Let ©,, be a subset of ¥ such that (©,,) ~ D,,. If ¥ is of type B,, or D,,, we
may assume that ¢, € Hom(D,,,X) satisfies ¢,,(E) = (0,,) and then

(3.8) L (@)™ = (04 N ).

Suppose X is of type Eg, E7 or Eg. Let Gupas be the maximal root of (0,,,). Put
ap = —Qmaz and O,y = sz U{ap}. We may assume ¢, € Hom(D,,, X)) satisfies
tm(Z) = (©,) and 6,, C O,,,. Then

(3.9) (@)t = (05 N Oy, O NT).

Note that G(©,,y) is the extended Dynkin diagram of (©,,,) ~ D,,.. See Exam-
ple 3.6 viii) and ix).

ii) Using a graph automorphism of G(¥) corresponding to a suitable element
of Ws, we may replace oy by another element a; of ¥ with m;(ame,) = 1 in
Theorem 3.5 and in the remark above (cf. Remark 2.7 ii)).

iii) The image ¢(Z) corresponding to the graph automorphism 7 in Lemma 3.3 is
obtained by Proposition 4.4.

Lemma 3.3 can be summarized in the following form.

Theorem 3.5. Let X and Z be irreducible root systems and let ¥ and ® be their
fundamental systems, respectively. Retain the notation given in Definition 2.4-2.6
and 2.12. If ¥ is not simply laced, we denote the mazimal root in S\XF by o, ... and
the Dynkin diagram of O’ by G(V'). Here we put ofy = —c’,, . and ¥’ = WU {a}}.
i) Suppose X is of the classical type or = ~ A, with m > 1.

When = ;ﬁ D4 or (E,E) ~ (D4,D4),

Hom(Z, %) & {Imbeddings T of G(®) to G(¥) or G(¥)

(3.10)
such that By corresponds to ag or oy by i}

for a suitable root By € ®. Here we delete G(9') and oy in the above if ¥ is simply
laced. Moreover By is any root in ® such that the right hand side of (3.10) is not
empty and if such By doesn’t exit, Hom(Z,X) = (.

When = ~ Dy,

(3.11) #(Hom(Z,%)/Out(2)) <1
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and the representative of Hom(Z,X)/Out(E) is given by the above imbedding T and
(3.12)  #Hom(Dy, B,) = #Hom(Dy, C,,) = #Hom(Dy, D1 1) =3 (n > 4).

For 1 € Hom(Z,X) corresponding to this imbedding T of G(®) we have

(3.13) LE)r =(aeT;ali(d)).

Moreover for t, T € Hom(E, X)

“T and T are conjugate under an element of Out(X) or Out(Z)”
s 1B NSl ~ /@) Nl and W(E)*F =~/ (B)*.

ii) Suppose ¥ is of the exceptional type and = = R,, with R = B, C, D, E,
F and G. Put m{ =2, 3, 4, 6, 4 and 2 according to R B, C, D, E, F and
G, respectively, and moreover suppose m > mlt. Let m& be the mazimal number
m {uch that lfhe Dynkin diagram G(R,) of the root system Ry, is a subdiagram of
G(¥) or G(V'). Thus for a subset ®E of W or W' we identify G(R,,r) with the

subdiagram G(®E). Put m& = 0 if such a number m with m > m{t does not exists.
When (£, Rp) # (Fa, D4), we have (3.11) and

0 (m > mg),
(3.15) #Hom (R, X) = § # Out(R,,z)  (m =md),
1 (m (1)% <m< mg),

(3.16) RN =(RyNRyg) + (@) 0T (or W) (mff <m <mg)

(3.14)

through the natural map G(Rp) C G(R,r) ~ G(®E) ¢ G(¥) (or G(V)) and
RN R, is given by i) or Lemma 3.3 5). The coset Hom(Dy, Fy) consists of the
two elements corresponding to the identifications Dy ~ F¥ and Dy ~ Fy \ Ff.

Proof. When ¥ is of type R with R = By, C,, Fy or Ga, G(\i/’) is the affine
Dynkin diagram R’ given by Proposition 9.3. This theorem follows from Lemma 3.3,
Remark 3.1 iv), Remark 9.4 iii) and Remark 4.2. O

Example 3.6. (Hom(Z, %) and =)

1) #ﬁ(A2,An) =2 and AQL N An ~ An_g (’I’L > 2)
Two elements of Hom(As, A,,) are defined by (a1, as) — (ag, 1) and (o, as) —
(g, i), respectively. They are isomorphic to each other under Out(As). Note
that the rotation of the extended Dynkin diagram corresponds to an element of
Wa,.

n

Q] Qg Q3 " Qp—1 an al Qg g~ Qp_1 Op
\k —o—e . o @—@— yo
o g

&%) &)

ii) #Hom(As, Dy) = 3, #(Out(Dy)\Hom(Az, Ds)) =1 and A3 N Dy = 0.
The group Out(Dy) ~ &3 corresponds to that of the graph automorphisms of the
extended Dynkin diagram which fix «y.

o o o

4 o4 L4
Qp Qo g £OZ2 Q] Qg
O—O0 % (3 * *x (V3 *--0—0 (X3

Qo gao Qo

iii) #Hom (A3, D,,) = #(Out(Dn)\%(Ag, Dn)/Out(Ag)) =2 forn > 4.

Q] Qg 043 Qg Q5" Qp—2 Op_1 a1 Qi 3 Oy as *Op—2 Qp_1
o—oO *o—O0— —o—@ k oO—O 23 —o—0

@ Qp %)) Qp
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A+ N D, ~ D,_3 or D,_4 according to the imbeddings A3 C D,,.

iv) #Hom(As, Bs) = 1 and Ay NEg ~ 2A5. Then 34, C Eg and #Hom (34, Eg) =
#Hom(2A45,2A5) = 8 (cf. §8.2.5) .

a1 Q3 044 a5 016
*—e
oo
o)
v) #Hom(Ay4, Eg) = 2, #(Out(Es)\Hom(Ay4, Eg)) = 1 and Af N Eg ~ A;.
Q1 Q3 Oy Q5 Qg a1 a3 4 Q5 Qg
o OO e S @ @ K- O—O .k
Qo (&%)
J@Oéo J@OKO
vi) #Hom(As, E7) = #(Out(E7)\Hom(A5,E7)/Out(A5)) =
040 Q1 Q3 a4 045 a6 047 O40 a1 3 g 045 046 047
©—0—0— ©—0—0—0—
Qi Ee%)
A+ N E; ~ Ay or A; according to the imbeddings As C Er.
vii) #Hom (44, D4) = 6 and #(Out(D,)\Hom(4A;, Dy)) = 1.
.a4
&g ay = {*o1, +as, +aq}

[o18%))

viii) #Hom(Dy, E,) = 1 (cf. Remark 3.4 1))

a1 (3 04 05 Qg O(o 1 O3 014 015 016 Oé7 a1 (3 4 05 Qg A7 g QO
X ko Onk ok ©—0—0 *¥ 0—@—@ k. -O—O0—0©
QnO—0 02 Qg eQ2 (%) Qp
&0
Di‘ﬂE(s:@ Di‘mE723A1 Di‘ﬂEgED;L

ix) #Hom(D5, Dg) = #Hom(D5, By) = 1 (cf. Remark 3.4 i)).

ay Q2 Qg 044 045 046 047 048 ayp Qg O3 a4 a5 aG CY? ag (g
O—O0—0— O—O0—0— o—>0
Qo Qg &%)
D3 N Dy~ D,y D+ N By~ By

x) #Hom(As, Fy) = 2, (AD)L N Fy ~ A5, (AS)L N Fy ~ A} with AS = A, \ AL.

!
ap g CYQ Qa3 044 Q1 Q2 a3 ay O
@O o >O— e >k . 0—0O

xi) #Hom(Cs, Fy) = 1, G(Cy) € G(E}), G(C3) € G(Cy) and C4- N Fy = AL,

e
W@ %4*@0@%0 Cy = {ag,as, 04,05}, C3 = {au,q, a0}
xii) #Hom(Ay + Az, Eg) = 2 and # (Hom(A4 + Az, Eg)/Out(Ay + As)) = 1.
Putting (Z1,Z2,%) = (A4, Az, Eg) (resp. (As, Ay, Eg)) in the identification (3.2),
we have the first (resp. second) line of diagrams below. These two reductions lead
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to the same result. In particular (A4 + A2)t N Eg ~ A;. Note that (Ay, As) and
(As, Eg) are special dual pairs in Eg (cf. Definition 6.3).

Q1 a3 Qg4 A5 O Q7 (g A a1 3 Qg Qg a1 Q3 Qg Q2
o—e—o X .O—O0—0—© — [OXRE S RIE or Fo @O
a2 @.v : ®
a1 (3 04 5 Qg Q7 g QO a1 Q3 04 05 Qg a1 (3 04 05 Qg
*—0—0—0—0 X O0—0© — koo O——0 ke @ or @ ko O——0O K
Q2 a2 Q2

: d

Corollary 3.7. i) Suppose ¥ is not of type A. Let G({oo, ®j,,... 5, 1) be a
magzimal subdiagram of G(¥) isomorphic to G(Ay,) such that ag and o, are the

end vertices of the subdiagram and o, are not the branching vertex of G(\il) for
v=1,....m—2. Then

#Hom (A, ) =1  (k=1,...,m),

#ﬁ/(Am+1, ) { 0 (aj,._, z:s not a bm‘nchmg vertex ole(\i/))
>1 (aj,_, is a branching vertez of G(¥))

with

2 (8=Bp, n>3), 1 (S=By, Cy),

2 (S =D,, n>4),

3 (¥ =Ee), 4 (X =Er), 6 (X=Es),

3 (X=Fy), 2 (¥=Gy).

Here «vj,, , is the branching vertez if ¥ = B,, (n > 3), D,, (n >4), Es, E; or Es.
ii) We consider the following procedure for a Dynkin diagram X :

If X is connected, we replace it by the subdiagram X' of the extended
Dynkin diagram X of X where the vertices of X' correspond to

the roots orthogonal to the maximal root of X. If an irreducible
component of X' has no root with the length of the maximal root,

we remove the component.

If X is not connected, we choose one of the connected component

of X and change the component by the above procedure.

Then ﬁ/(rAl, X)) corresponds to the totality of v steps of the above procedures
starting from G(¥). The existence of these steps implies Hom'(rA1,%) # 0 and
in this case #m/(rAl, Y) =1 if and only if any non-connected Dynkin diagram
does not appear except for the final step. In particular, we have the following:

Let r(X) be the mazimal integer v satisfying Hom'(rAy,X) # 0. Then

(3.17) r(2) =1+ r(Z)).

Here {37} is the set of irreducible components of ag such that N L £ and

r(An) =1+ 7r(A,—2) = [2H (n>2), r(4)=1, r(4g) =0,
7(Bn) =24 7(Bn_2) = 23] (n>4), r(B3)=r(B2) =2,
r(Cp)=1471(Cpho1) =n (n>3), r(Cy) =2,

7(Dp) =2+ r(Dp_2) = 2[5] (n>4), r(D3)=r(Ds) =2,
r(Es) =1+r(45) =4, r(E;)=1+r(Dg) =17,
r(Es) =1+r(Er) =8,

r(Fy) =141r(Cs) =4, r(Gq) =1
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Remark 3.8. 1) If ¥ is of type A, D or E, then Hom(rA;,Y) is figured as follows
according to the procedures in Corollary 3.7 ii) and the notation in §9.

A, An—2 An—4 An—ﬁ t Dy, —= Dy 2+ Al — -
o €1+---tes—€estesgter—es €4 — € €r— € e ¢

Es —> As 2 Ay 22y By ——35E;

€ € 4141 — 3A1

—€3 7 &4
€7 — €8 —€5 — € =
FEr Dg Dy + Ay 21 —= A1 —— )
% €5
D4 I 3141

There appear the subsystems 3A4; of F; twice in the above. They are distinguished
by the structure of (3A4;)* N E; but they are in the same Wg,-orbit under the above
inclusion E; C Eg (cf. §7.2, §7.3 and §8.2.3).

For example, it follows from the procedures shown above that

#Hom(5A;, E7) = #Hom(4A44, Dg) = #Hom(3A1, Dy + Aq)
(3.18) = #Hom(2A1, D4) + #Hom(2A4,,4A4,)
= #Hom(A;,34;) + 4#Hom(4;,34;) =3+4-3 =15.
ii) For an irreducible root system ¥, we can easily calculate #Hom(E,Y) and
1 N Y for any root system = in virtue of Theorem 3.5 together with Remark 3.1
(cf. Example 3.4 x)). The complete list for non-trivial Hom(=Z, X) is given in §10.

More refined structures related to the actions of Out(X) and Out(Z) etc. are also
given in §10, which will be studied in later sections.

4. LEMMAS

In this section we prepare some lemmas to prove Lemma 3.3 and we always
assume that ¥ is a fundamental system of an irreducible root system ¥ and U is
the corresponding extended fundamental system.

First note that for & € ¥ N YL we have

(af) _ J{0,-1} (VB e (¥\{a})and §>0),
1 *ala) © {{0,1} (¥ € (¥ {a}) and 3 < 0).
Here we put U\ {a} =V if o ¢ 0.

Lemma 4.1. If a subset © of ¥ contains oo and the diagram G(0©) is connected,
(4.2) Ot ={(ae¥;al0).

Proof. Note that (a;|a;) <0for 0 <i<j<n.
We will prove the lemma by the induction on #0O.

We may put © = {ag, a1, ..., q,} and we may assume O’ := {ag, a1,...,Qm_1}
is empty or forms a connected subdiagram.

Let o = >0 mj(a)ay € O+ with m;(a) > 0. Then the induction hypothesis
for © implies m;(a) = 0 for j < m and

0= (amla) = 7,1 mj(a)(am|ay).
Hence (a7rz|aj) 7é 0 means m; (O&) =0. O

Remark 4.2. In Lemma 4.1 we may replace « by any element o, satisfying (af|a) <
0 for all @ € ¥. Then the Dynkin diagram G(¥’) of ¥ = ¥ U {a} is an affine
Dynkin diagram in Proposition 9.3.
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Lemma 4.3. Fiz © C ¥ and m € Z#® \ {0}. Define the map

Po by — 7#©
w w

B = Zaielll mz(ﬁ)al = (mi(ﬁ))aiée).

Then pél(m) NXE is empty or a single Wyne-orbit. Moreover pél(m) \ ©F s also
empty or a single Wy\g-orbit.
Proof. Fix 0 # m = (m;).co in the image of pe.

Let g be the complex simple Lie algebra with the root system ¥ and let X, € g

be a root vector for a € 3. We denote by gy\e the semisimple Lie algebra generated
by {Xa; @ € ¥\ ©}. Then the space

Vin = Xacpzt(m) CXa C 0

is a gy\ o-stable subset under the adjoint representation of g, which is an irreducible
representation of gy g as is shown in [6, Proposition 2.39 ii)].
Let me be the orthogonal projection of ) _ .y Ra onto Zae‘l’\@ Ra with respect

to (| ). Put vm =3, co mivi —To(d_,, co Mmii). Then
me(a) = a — vm, (me(a)|re(a)) = (ala) — (vmlvm) (Vo € pg' (m)).
The set of the weights of the irreducible representation (gy\e, Vin) is 7o (pg' (m))
and the set of the weights with the longest length is 7e(pg'(m) N L), Hence
p(f)l(m) N X! is a single Wy e-orbit.
When pg'(m) ¢ X%, we have the last statement in the lemma by combining the
above argument with [6, Proposition 2.37 ii)]. O

Proposition 4.4. For a proper subset © of the extended fundamental system ¥ of
Y. we have

-1
. pq;\@ (0) (aO ¢ @)>
4.3 0) =
(4.3) ) {p\pig({o, puo(00)}) (a0 € O)
under the notation in Lemma 4.3.

Proof. Note that (©) D p;i@ (0). We assume o € ¥ because the claim is clear
when ag ¢ ©. Then (4.1) implies (©) C p\;i@ ({0, £pane(@0)}). Let Og be the irre-
ducible component of © containing . Since (0) is We\ (q,}-invariant, Lemma 4.3
implies that

(©) \P\R@ (0) = P\},i@ ({£pwe(a0)}) or P‘E,i@ ({£pwo(ao)}) NL.

Hence the proposition is clear if ¥ is simply laced or if ©g is of type B, or C,,.
It is also easy to check p;i@ (pq,\@(ao)) C XL in any other case when (¥,0,) =
(BnyAm-1), (Bn, D), (Cy, A1) or (Fy, Ay) with m <n and k < 3. O

Lemma 4.5 (roots orthogonal to the end root). Suppose oy is an end root of ¥
with a; € 3. Then the set

(44) Q= {a = aj + ma(a)as + msg(a)as + -+ + my(a)ay, € xk, (a|aq) = 0}
is empty if U is of type A and it is a single Wynat -orbit if otherwise.

Proof. We may assume #W¥ > 1. Then there is a unique 8 € ¥ with («1]8) < 0.
We may assume 3 = a9 and we have

Q= {a =y + 200 + maz(a)az + -+ + my(a)a, € ZL}.

Then @ = 0 if and only if ¥ is of type A. If ¥ is not of type A, Lemma 4.3 assures
that @ is a single Wy {4, a,}-0rbit. Note that ¥ N ai = U\ {a,as}. O
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Lemma 4.6 (special imbeddings of Ay and As). Let ¥/ C 0. If U # U, we
assume that we can choose o/ € W NXL with o ¢ V. If V' =V, we put o’ = ay.
Define

Q1 := {8 € (¥)nx*; (Bla’) <0},
Q2 := {(B1,82) € () N =F) x ((¥') N TF);
(B1,0') = (B2|a’) < 0 and (B1]B2) = 0},
0 :={aecV; (a]a’) <0},

el .=enxt
Then ©F is the set of complete representatives of Q1/Wyne. Moreover if W' # VU,
Qo/#Wano = #O" (#6" — 1)

+ {a € ©F; G(V),) is not of type A or not an end root of G(¥,,)}.

Here V! is the irreducible component of V' containing o € ©.

Proof. Let 8 € Q1. Tt follows from (4.1) that there exists a,,, € ¥’ satisfying

(4.5) B=am+ > miBay,
a; EV\O
(4.6) (am|B) <O0.

If ay, ¢ XL, W/, s of type A or C' and therefore 3 of the form (4.5) does not
belong to ¥X. Hence oy, € ©F and o, € WyneB by Lemma 4.3.

Let iy, oy € OF with m # m’. We have ., ¢ Wyneaum and therefore o is
the set of complete representatives of Q1/Wyne.

Let (B1,8) € Q2. We may assume 3; = ai € OF by the argument above and 3
is of the form (4.5) with a,, € ©F.

If k # m, we may similarly assume 8 = a,, and (ak, @m) € Qs.

Qp

O

o o am o anm o Oup
o—56—20 0——00 o—=o
k=m k=m\oq

Suppose k = m. If ay, is the end root of ¥, , it follows from Lemma 4.5 that ¥/,
is not of type A and (ax, ) corresponds to a unique element of Q2/Wyne.

If vy, is not the end root of ¥, , W/ is of type A and it is easy to see that
(a,B) also corresponds to a unique class in Q2/Wyne. In fact, we may put
{a €V, ; (a|lam) <0} = {ap, oy} and

B=am,+ap+ag+ > m;(B)5 € .
(XjE\I/'\{am,up,(xq}
Note that the roots 3 with this expression are in a single Wyn (4., a,,a,}-0rbit.
Thus we have the lemma. O

5. PROOF OF THE MAIN LEMMA

Retain the notation in Lemma 3.3 to prove it.
1) Let = be of type A,,+1 with the fundamental system ® = {f, ..., S} and

the Dynkin diagram %LﬁOL' ' ;oﬂ%iﬁgn )
First note that 7 naturally corresponds to an element of Hom'(Z, %) and then
(3.6) follows from Lemma 4.1. We will prove the lemma by the induction on m.
Let ¢« € Hom'(Z,%). Since {a € ¥; |a| = |tmaz|} = WsQnas, the lemma is
clear when m = 0. Suppose m > 1. By the induction hypothesis we may assume
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that there exists a unique sequence (g, - . ., @y, —1) of element of U and an element
w € Wy, such that wo(8;) = o for j =0,...,m —1.

ﬁOO 61 o Bnéiﬁén

—O— — O

[ G G Sy

ag Qp - am}.

wouL :

Put o, = w o ¢(B,,) and

VUV ={ac¥;(alaj)=0 (j=0,....,m—2)},
O={aeV; (a|ay,_1) <0}

Since (a),|a;) = 0 for j = 0,...,m — 2, o, € (V). Applying Lemma 4.6 to
o' = a,_1, we have a,, € ONTL and v’ € Wyn e such that w'(a;,,) = o, Hence
w'w o ¢ corresponds to a required imbedding of G(®) into G(T).

The uniqueness of a,, € © N XL is proved as follows. Suppose there exists

w € Wy, such that
wa; =a; forj=0,...,m—-1 and way,, € ON XL

Then w € Wygne and Lemma 4.6 assures wau, = .

Thus we have proved the first claim and then Lemma 4.1 assures (3.6). The
last claim is easily obtained by applying the claims we have proved to the extended
Dynkin diagrams in §9.

2) Let E is of type D,, with m > 4. We may assume that ¥ is of type By, D,,
E, or F,. Let « € Hom'(Z,Y). Lemma 3.3 1) assures that there exists a unique

sequence o, &, ..., a5 . in ¥ and an element w € Wy such that
(5.1) wou(fy) =a;, (v=0,...,m—3) with jo=0.
Putting

O={ae¥; (0, ,)) <0}, BinaPm—sBm—
o =aj,
(8,8) = (w0 t(Bm—s),wo t(Bm_1)), Pm—

we have 8, 5/ € (I’) and we can apply Lemma 4.6 as in the case when E is of type
A. Thus

#Ws\{¢ € Hom'(Z, ) ; 3w € Wy, such that (5.1) is satisfied. }
= (#ONnZH)(#ONE) — 1)+ #{acOn L . the irreducible component of

U’ containing « is not of type A or « is not an end vertex of the component}.

Hence Hom'(D,,,X) = 0 if ¥ is of type A, C,, or G2 or m > rank X. Moreover we
have #Hom(D,,,>) shown in the following table under the notation in §10.
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D5 {al,...,a6}:E6
D6 {()[1,...,0&5}21)5
D; | {a1,as,a3,a4} ~ A4(3 a4 : not an end root)
Dg | {ag, a1,a3} ~ Ay + Ay

Here my is the rank of the maximal subdiagram of type D,, contained in the
extended Dynkin diagram of ¥ and then

5 K% Z
Dy Dy | {on, 3,04} ~ 34 6
Dy Dy | U\ {as} ~ A1 + A3(3 a3 : not an end root) 3
Dn (n>6) D4 v \ {042} ~ Al + Dn_z 3
B4 D4 \I/\{OQ} 2141 +32 3
F4 D4 v \ {al} ~ C3 1
D, (4<m=n) D, {an—h an} ~ 24, 2
Dy, (4<m=n—1) | Dm | {@n—2,0n_1,n} = A3(3 @2 : not an end root) | 1
D, (4<m<n—2) D, {am—h s 70571} = Dn—m+1 1
Bn (4<m<n) Dy, {O[m,h s 7an} =~ anerl 1
Es Dy | O\ {a2} ~ A5(5 a4 : not an end root) 1
D5 {al,ag,a5,a6}z2A2 2

E7 D4 v \ {041} ~ DG 1
D5 | {ag,a4,...,a7} ~ A5(3 a4 : not an end root) 1

Dg | {ag, a5, a6, a7} ~ A1 + A3(3 a5 : an end root) 2

Eg D4 1 \ {Oég} ~ E7 1
1

1

1

2

n (3 is of type B, or D,,),
(5.2) ms, = _ -
5,6,8 (X isof type Eg, E7 or Eg, respectively).
041 Qg (3 (g Qp—2 Op_1 a1 Qg (i3 Oy Qp_1 Qy
O—O0—0— —O0—O0—-o0 O—O0—O0—0— —O0—0—0::0
ofe’)) l)Oén ofe%))

(53) 041 Q3 04 Q5 046 Qp (1 (3 04 Oy Oé6 Oé7 041 043 044 045 046 Oé7 Oég Oéo
0—0—oO0 @—0—0—0—oO0 0O—O0—0—0—0—0—

(%) Qg (&%)
© ao

Fix ¢« € Hom(Dy, Fy). Since Hom(Dy, Fy) is a single Wpg,-orbit, for any g €
Aut(D,) there exists wy, € Wg, with tog = wgot. Here w, is uniquely determined
by g because rank F; = rank D4. Hence we have

Aut(D4) ~ WF4 D) Aut(B4) = WB4 D) WD4,

5.4
(5.4) Out(Dy) ~ &3, Wpg,/Wp, ~ 7Z/2Z.

Let ¢ : Dy C D,, (C B,) be the natural imbedding given by the realization in §9
and let g € Aut(Dy) be a non-trivial rotation of G(D4). Then it is easy to see
tog# wo for any w € Wg, . Hence if n > 4, we have

(5.5) #(Hom(Dy, D,,)/Out(Dy)) = #(Hom(Dy, By,)/Out(Dy)) = 1
because # (Hom(Dy, D,,)) = #(Hom(Dy, By)) = 3 and moreover we have
(5.6) D:-ND,~D, p, Dy:0B,~B, ,

m
for m = 4. Here Dy = D1 = By = (), Dy ~ 2A;, By ~ A{ and Af is the root space
of type Ay such that A7 N (B,)L = 0.
Note that

(5.7) Aut(D,,) ~ Wg, and Out(D,,) := Auwt(D,,)/Wp, ~7Z/2Z (n >5)
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under the natural imbedding D,, C B,, of root spaces. Thus we have
(5.8) # (Hom(D,,,%)/Out(D,,)) =0 or 1 if m > 4 and ¥ is irreducible

and therefore {¢(D,,)*; « € Hom(D,,, )} is a single Wx-orbit if it is non-empty.
Thus we have (5.6) for 4 < m < n since it does not depend on the imbedding of
D,,.
Let n € {6,7,8} and put m = mg,. There exists ¢« € Hom(D,,, E,) such that
1 corresponds to the imbedding of ®,,,, to ¥ with t(8y) = ag. Then we have
D+ NEg =0, Dg N E; ~ Ay and Dg N Eg = () from Lemma 4.1.
Moreover there exists «' € Hom(D,,,_1, E,,) such that

V(Dim—1) = {t(Bo)s -+, t(Brm—3); t(Bm—3) + t(Bm—2) + t(Bm-1)}

and it is clear that D;- ;N E, ~ Dt N E,.

Let 4 < k < 6. Then D,i- NEg D D,J; N Dg ~ Dg_; and we can conclude
Di- N Es ~ Dg_j, because rank(Dj- N Eg) < 8 — k and there is no root system
containing Dg_j as a proper subsystem such that its roots have the same length
and its rank is not larger than 8 — k.

Since Dé‘ NE; ~ A; and Di‘ N Dg ~ 2A4, Di‘ N E; D 3A; and we have
D N E; ~ 3A; by the same argument as above.

Thus we have obtained the claims in the lemma and therefore Remark 3.4 1) is
also clear.

3) Suppose Z is of type B,, with m > 2.

Note that for any 8 € Z\ EX, there exists 81, B2 € X such that 3 = £ (81 + S2)
and (31]B2) = 0. Hence ¢ € Hom(Z, ) is determined by ¢|zz. Note that =% is of
type D,, with Dy ~ 2A; and D3 ~ As.

Then Hom(Z, X) # @ means X is of type B, (n > m) or Fy if m > 2.

If m > 2 or if ¥ is of type Fy, #Hom(Z", %) = 1 and therefore #Hom(Z, %) = 1.
If m=2and ¥ = B, or (), it is easy to see that

{v € Hom(24,,%); 1 (u(B1) + ¢(B2)) € T}

is a single Wx-orbit and we have also #Hom(Z, %) = 1. Here ZX = (81) + (B2) ~
2A4;.

4) When X is of type C,,, we have the lemma from the case 3) by considering
the dual root systems ZV and XV.

5) We first examine Hom(FEg, Es) and Hom(E~7, Eg) under the notation in §9.
Since #Hom(As, Fs) = #Hom(Ag, Fs) = 1, we may assume

E§ DUy, ={ag=—€7—€3, ag = €7 — €6, Qo7 = €6 — €5, (g = €5 — €4, (5 = €4 — €3}
for the imbedding Eg ~ E§ C Eg. Let & € ® \ ¥4,. We have

0 (7=0,8675),

8
a = cie; € EQ C Eg: {(t,o;) =
j; J%3 6 s ( J> {1 (G ="1).

Thus
a= C1€1 + Co€a + C(Eg + €4 + 65) + (C — 1)(66 +e7 — 68).

Since @& is a root of Fg, we have ¢ = % and hence

&=y = %(i(el+62)+e3+64+65—66—e7+68).
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Since ay = €1 + € is orthogonal to «; (j = 0,5,6,7,8) and sa,a1 = a_, we have
#HOIH(E(;,Eg) =1 and

(BQ)* NEs ~ ¥y Nag N Es Q1 ag o a5 ag a7 ag g
7w
N €L
= ({1, a3) + (a2)) Nag ko o&

= (a1, a3) ~ A,.
Let E; ~ E2 C Eg. Then we may INOTeOVer assume ay = €3 — €2 € E7; and the
condition & L ay4 implies & = ay. Hence #Hom(E7, Eg) = 1 and
(B9 N Eg ~ (a1,a3) Nag = (o) ~ A
Now we examine Hom(FEg, E7). Since A5 C Eg ~ E$ C Ey, the argument in 1)
assures that we may assume
E§ D W) =Wy, U{ag =€+ e} or E§ D Wy, =Wy, U{as = €4 — €3}
Uy, :={ag=es— €7, a1 = %(61 — €y — €3 — €4 — €5 — €6 — €7 + €3),
Q3 = €3 — €1, g = €3 — €2}.

Then there exists & = 35

j=1¢j€; € E§ C E7 such that

(dlaj) =0 (.7 =0, 1, 4)7 04070531704370447045 (673 Oé7

o 002

Then the condition (&|ag) = 0 implies ¢z = cg = 0 and
&= (c+1)e; + c(ea2 + €3) + caeq + c5€5 + coég,
l—c—c4—c5—c=0,
(2¢+1)(c—cq4) = 0.
Hence ¢ =0, Eg D WUy, and & = €1 + €5 or €1 + €. Since
Vi N Er = (ag) = (e — €5)

and s¢, .. (€1 + €5) = €1 + €6, we have #Hom(Z,¥) = 1 and (E{)* N E7 = 0.

If #Hom(=Z,X) = 1, any element of Hom(ZE, X) is isomorphic to the imbedding
¢ corresponding to the graphic imbedding 7 given in the claim. Since ((Z)* D
(UN(E)L) and «(B)*F ~ (T N(E)*), we have o(E)+ = (T N(E)L).

6) If = is of type Go or Fy, the lemma is clear and thus we have completed the
proof of the lemma.

6. DUAL PAIRS AND CLOSURES

Definition 6.1. For a subsystem = of a root system ¥ and a subgroup G of Aut(X)
we put

(6.1) Ng(E) ={9€G;y(E)=E}, Zc(E)={g9€G;glz=1id},
(6.2) Auts(E) := Nwy (B)/Zws () C Aut(E),

(6.3) Outs(2) := Autg(E)/Wz ~ Ny, (E)/(Wz x W=1) C Out(E).

Note that the isomorphism in (6.3) follows from the equality Zw,, (E) = Wz..
Proposition 6.2. Let = be a subsystem of ¥.. Put =5 = ={. Then there is a
homomorphism

(6.4) w : Outy(Z;) — Outy(Zp) ~ Outx(Ey)
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and

(6.5 1

(6.6) Outx(Z1) = Out(Zy) if #(Hom(Z,%)/
(6.7) Outy(Z2) = Out(Zs) if #(Hom(Z,, %)
Proof. Since Ny, (Z1) C Nwy(Z2) and =4 D Zy, (6.4) is well-defined and (6.5)
is clear. Suppose #(Hom(Z;,%)/Out(Z1)) = #Hom(Z;,%¥). Then for any g €

Aut(Z1) there exists w € Wy, with w|z, = g|z, and (6.6) is clear. We similarly have
(6.7). The isomorphism in (6.4) follows from (6.5) and the relation (23 )t = Z;. O

) w is bijective if Z5 =2

Out(El)) = #%(El, E),
/Out(Z,)) = #Hom(Zs, X).

Definition 6.3 (dual pairs). A pair (=1, Z5) of subsystems of a root system ¥ is
called a dual pair in ¥ if

(6.8)

If (21,Z2) is a dual pair, the map w in Proposition 6.2 is an isomorphism. The
dual pair is called special if the map w is the isomorphism

(6.9) @ : Out(L;) = Out(y).

For a subsystem = of ¥, its L-closure Z is defined by Z := (E+)+. The
is a dual pair if and only if = is L-closed (i.e. (E+)* = =) and hence (
always a dual pair. We say that = is L-dense in ¥ if Z+

[1]

s 1 _=
1 2 = &1

= EQ and =

[1]]

]
1

I
=

Corollary 6.4. Let (E1,Z2) be a dual pair in X. Then
#(Hom(EhZ)/Out(El)) < #Hom(Z;, )
(6.10) Out(Z1) £ Out(Z2) = < or
#(Hom(Z,,%)/0ut(Z;)) < #Hom(Z, ).
Suppose #Hom(Z2,¥) = 1. Let « € Hom(Z1,X). Then we have
(6.11) (Z1,22) is a special dual pair < # Out(Z1) = # Out(Z,),
(6.12) Jw € Wy, such that 1(Z1) = w(E;) < (Z)F ~ 5.

Proof. Note that (6.10) is the direct consequence of Proposition 6.2.
Suppose #Hom(E9, ) = 1. Then Proposition 6.2 implies

Out(El) D) Outg(El) = Ollt(EQ)
and (6.11) is clear. Then if 1(Z1)+ ~ Zy, there exists w € Wy, with +(E{) = w(Z»)
and therefore ¢(2;) = w(Z1), which implies the claim. O
Example 6.5. i) The followings are examples of the triplets (X, Z1,Z5) such that
(21, 22) are special dual pairs in X.
(Dimgns Dy Dy) (M >2,n>2,m# 4, n#4),

(Es, A3,2A1), (E7,As, A2), (BE7, A3z + A1, A3), (E7,3A1, Dy),
(Es, Eg, Az), (Es,As, Ao + A1), (Es, A4, As), (Es, Dg,241), (Es, D5, A3),
(E87 -D4a D4)7 (E87 D4 + Al; 3A1)7 (ESa 2A23 2A2)3
(E87 A3 + Ala A3 + Al)u (E87 4A17 4A1)7 (F47 A27 A2)

In these examples except for (D4, 2A1,2A;) and (Eg,4A1,44,), #Hom (25, %) =1
and the triplet is uniquely determined by the data (X,Z1,Z5) up to the automor-
phisms defined by Wy. If the imbedding 44, C Eg satisfies (44;)" ~ 4A;, we have

a special dual pair (44,,4A4;) in Eg, which is also uniquely defined. The imbedding
2A; C Dy is unique up to Aut(Dy).
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ii) The isomorphism w € Out(2A4s) defined by the dual pair (245,2A45) in Eg
satisfies
(6.13) W(Out(Ag) X Out(Ag)) 75 Out(Ag) X Out(Ag)
because # (Hom(4A4,, Eg)/ Out’(4A3)) = #Hom(24,, E5) = 1. See §8.2.5.

iii) It happens that any dual pair of Fj is special. But for example, if (3,Z,Z
is (Fs, As, A1) or (Er, Dg, A1), (E1,Z2) is a dual pair in ¥ satisfying Out(Z;)
Out(E2) and #Hom(Z3,X) = 1, which implies #Hom(Z1,3) > 1.

2)
#

Definition 6.6 (S-closure and L-closure). Let = be a subsystem of X. Then E is
S-closed if and only if

(6.14) a,feZ and a+pf X = a+pE=
and L-closed if and only if
(6.15) BeEXNY Ra = BEE.

aEE

The smallest S-closed (resp. L-closed) subsystem of ¥ containing Z is called the
S-closure (resp. L-closure) of Z.

Remark 6.7. 1) We have the following relation for a subsystem E of X:
(6.16) L-closed = L-closed = S-closed.

ii) Let g be a complex semisimple Lie algebra with the root system ¥ and let X,
be root vectors corresponding to a € ¥. Then the root system of the semisimple
Lie algebra gz generated by {X, ; a € Z} is the S-closure of E.

Let 21 and =5 be S-closed subsystems of ¥. Then

(617) [951,952] =0 & Z; L =s.

Hence if (21,E2) is a dual pair with rank Z; + rank 25 = rank 3, the dual pair of
root systems gives a dual pair in semisimple Lie algebras (cf. [7]).

iii) Suppose ¥ is irreducible and there exist «, § € ¥ with a+ 8 € £\ E. Then
(o, B, a0+ B) is of type Bg or of type G2, which implies that ¥ is not simply laced.
For example, D,, C C,, is not S-closed and the S-closure of D,, equals C,, (n > 2).

iv) Let Z be an L-closed subsystem of ¥. Then for any subsystem =’ of ¥

(618) WE ﬁ WE/ - WE(‘]E/,

This is proved as follows. Choose a generic element v of the orthogonal complement
of ) hezRain ) v Ra so that {a € X5 (a|v) = 0} = Z. Since Wz = {w €
Wy wv = 0}7 W=enWse = {w e Wz wu = U} = W{aeE’ :(alv)=0} = Wenzr.

v) Put 2 = {+€; * €3, +e3 €4} ~ 4A4; and ' = {Fe T €3, Fex T g} >~ 44;.
Then the subsystems = and Z’ of D4 under the notation in §9 do not satisfy (6.18).
When ¥ = B, C,, Fy or G5 and Z = ©F and = = ¥\ E, (6.18) is not valid.

7. MAKING TABLES

We are ready to answer the questions in the introduction by completing the
tables in §10. In this section we do it when the root system X is of the exceptional
type. Following the argument in §3, we easily get all = satisfying Hom(Z, ) # 0
together with #Hom(Z, %) and Z+ by Theorem 3.5. In fact, we start from the
irreducible E and then examine other E by using (3.2) in a suitable lexicographic
order (as in the tables) to avoid confusion (cf. Example 3.6 xii)).

As a result we finally get (21)+ and the dual pairs. Moreover (6.11) tells us
whether the dual pair is special or not. We will calculate #{© C ®; () ~ E} in
§7.5.
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Now we prepare the lemma to examine the action of Wy on the imbeddings of
a root system Z into X.

Lemma 7.1. Let 21 and Z5 be subsystems of ¥ with Zo C Hl Then

#(Hom(Z1,%)/Out(Z;)) = # (Hom(Es, Ef)/out(az)) =1
= #(HOD’I(El + EQ, )/Out =1 + 2)) ,

#(Hom(Z1,%)/Out’(21)) = #(Hom(Es, EJ‘)/Out (22)) =1
= #(HOIH(E.l + EQ, /Out R = )

%)
#(Hom(Z,,%)/Out(Z,)) = #(Out(E1 )\Hom(ug,a1 )/Out’(Z2)) =1,
(7.3) | Out'(E1) =~ Out(Zy) and (Z1,Z7) is a special dual pair

(7.1)

(7.2)

= #(ﬁ(El + EQ, /Out (:1 + 52)) =1,
#(Hom(Z1,%)/Out(Z;)) = #(Hom(Zs, Z1)/Out(Zs)) = 1

74 and 1(Zp)t ~ 1 (Vi € Hom(E,, %)) = #(Hom(E, B)/Out(Z, )) =1

Proof. The claims (7.1) and (7.2) are clear because for ¢ € Hom(E; + Eg, X)) the
assumptions assure that there exists w € Wy such that «(Z;) = w(E1) and hence
we may assume ((Z;) = Z; in Hom(Z; + Zp,%). Under the assumption in (7.3)
there exists w € Wy such that w o ¢ stabilizes every irreducible component of =,
and therefore it also stabilizes =1 and we have (7.3).

The claim (7.4) is also clear because for ¢ € Hom(Zs,X), Jw € Wy such that
w o 1(Z)t = Zy, which implies w o 1(Z3) C Z1-. O

7.1. Type Eg. The automorphism group of G(f[/) is of order 6, which is generated
by a rotation and a reflection. Since the rotation has order 3, it corresponds to an
element of Wg, and the reflection corresponds to a non-trivial element of Out(Ej).

Qo

The set Hom(Ay4, Eg) has two elements which are shown in Example 3.6 v). It
also shows that Out(Fs) non-trivially acts on this set. If A4 is imbedded to Fs
given as in the above imbedding G(A4) C G(Es) with the starting vertex {ag},
the non-trivial action by Out(A44) changes the starting vertex as is shown above.
Then by an element of Wy, with A5 = (ag, ag, a1, as, ag) the imbedding is trans-
formed as is shown by the second arrow. Then the result corresponds to a reflec-
tion, which implies that Out(A4) also acts non-trivially on Hom(A4, Fs) and hence
#(HOHl(A4, Eg)/Out(A4)) =1.

The same argument works for & = As, As + A; and As + A;. Similarly
(a2, g, as, ag) is transformed to (o, as, g, a2) by an element of W4, and fur-
thermore to (ag, ag, g, a3) by a rotation. Hence a non-trivial element of Out(As)
for Ay = (ag,a2) induces the transposition of two irreducible components of
Ay ~ Ay + Ay, which implies # (Hom(245, Eg)/Out’(245)) =

From our construction of the representatives of Hom(Z, Es) it is obvious to have
#(Hom(Z, Eg)/Out’(E)) = 1 for £ = Ds (cf. (5.3)) and Eg and we can easily
calculate #(Out(E@\Hoﬁ(E, Eg)). Put ¥ = Fs and let (21,Z2) be any one of the
pairs (A2 + Al,Al), (2A2,A1), (QAQ,AQ), (2A1,A3), (A4,A1) and (A5,A1). Then
applying (7.2) to ¥ and (Z1,E2), we have # (Hom(Z; + 22, ¥)/Out’(E; + Ez)) = 1.
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7.2. Type E;. Note that G (E7) has an automorphism of order 2 and it corresponds
to an element of Wg, because Wg, = Aut(Er).

Let X = E7 and let (51,52) be any one of (A1,D6) (AQ,AQ) (AQ,AQ + Al)
(AQ,A3), (AQ,A3 + Al), (A3,A3) and (Ag,Ag, + Al) We have #(Hom(_ +
E2,%)/Out’'(E1 4+ E2)) = 1 by (7.2). Here we note that Af ~ Dg, Ay ~ As
and A3 ~ Az + A;. We can apply (7.3) to (21,Z2) = (D4, kA;) with 1 <
k < 3 and we have the same conclusion. Applying (7.1) to (As,3A1), we have
#(m(Ag + 3A1,E7)/Out(A3 + 3A1)) =1.

The subsystems = of E; which are isomorphic to 34; and satisfy =+ ~ 44, are
mutually equivalent by 3. Hence =+ ~ 4A4; also have this property. Namely

#(We\{t € Hom(441, E7); (1(4A1)5) " = 1(441)}/ Aut(44;)) = 1.

Put (A1), = {ag). We have G((A;1)Z) as is given in the following first diagram.
Put (241), = (a0, p). Then the extended Dynkin diagrams of the components
of (241)}F = (as, a3, a4, a5, a7) ~ Dy + A; are also given by the following second
diagram. These diagrams correspond to the last figure in Remark 3.8 i). Here

—ap = (g +az+---+ar)+ (as+ a5+ ag) = €5 + €,

—0g = o + a3+ 204 + a5 = €3 + €4,

.aq
Qg 1 Q3 a5 Qg Q7
@aq @ K@ @@
aalaa4aaa aalagaaa
o Pl - S — U= I = e - — oz eCp
Qg Qp Qaz  eQy Qq

Qp 01 a3 j a5 O Q7
® k. O—O—0 koo @
(%) [ Je

In the above diagrams the vertices expressed by asterisks are considered to be
removed and the diagrams are (extended) Dynkin diagrams for other roots.

There are two equivalence classes in the imbeddings of 3A; to E7, whose repre-
sentatives are

(3A1)1 = (o, ap, ag), (3A1)2 = (ao, ap, a7),
which satisfy
(341)1 = (g, a3, a5, a7) =~ 44, (341)7 = (g, a3, a4, a5) =~ Dy.

Thus the image of the imbedding of 44, to E~ is equivalent to one of the following
subsystems (44;); of Ex:

(441)1 = (a0, ap, ag, a7), (441)1 = (a2, a3,05),
(4A1)2 = (@, ap, ag, as), (4A1)y = (a9, a3, az),
(441)3 = (a0, ap, ag, a2), (441)5 = (as, a5, 07),
(4A1)4 = (@, ap, ag, as), (4A1)7 = (a9, a5, az).

In view of Remark 3.4 ii) the above procedures for 34; C Eg can be also explained
by the following isomorphic ones.

@as
(%) Q3 4 Q5 Qg Q7
o0 @ @ @K @
Qo 1 O3 Qg A5 Qg 047 o Jj CY3 CY4 045 046 ar
O—O0—0—0—@ —  O0— ¢ [o[67% @09
o s Qr  6Qa os
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Here o, = —a, and a5 = —a,. In fact ap, @, € (a9, as3,aq,a5,a7)t = (D4 +
Ayt ~ Ay Asmr(ap) < 0 and mr(a,) > 0, we have o, = —a,. Similarly we have
as = —aq from oy, as € (g, ag, g, as, ar, a,)t ~ Aq. This is also easily verified
by the Dynkin diagrams with the coefficients m,;(—ag) in §9.

Note that

<Oé2,a3,0&5> ~ <a27a37a7> ~ <Oé]7a4,047> ~ <Oé3,0{5,047>.
(s, 06,007) (a1,a2,a3,04) (a1,a3,,a7)

Thus we can conclude

o t= mas) =44 (j=1,2
(7.5) ((4A1)]¢)L = (a3, as, a7) (o, ag, o, ag) 1 (] - ,2,3),
= (0, a1, a3, iy, i) =~ Dy (Fj=4).

Since (4141)jl for j = 1,2, 3 are equivalent to each other by Ejg, so are the subsystems

(4A1); = ((4A1)7)* for j = 1,2,3. Moreover we have

(7.6) (a0, p, g, a3) ~ (o, a2, g, ar7) ~ (a0, as, as, ar).
(az,03,...,a7) (az,a3,04,05)

Put P = {© C ¥;(0) ~ E}. Tt is easy to see that if © € Ps,, satisfies
O Nn{a,as}t #0, (©) ~ (3A1)1. Moreover if © € P34, satisfies © N {1, az} =0,

7
then © = {ag, a5, ar}. We will have #Bs4, = 11 in §7.5.

Applying (7.4) to (E1,E2) = (241,54;) and (41,64,) with ¥ = E;, we have
#(Hom(Z,,%)/Out(Z;)) = 1, respectively. Similarly applying (7.1) to (21,Z2) =
(541, A1) and (5A4;,2A4,), we have # (Hom(Z; + =5, ¥)/Out(Z; + E2)) = 1, respec-
tively.

7.3. Type Eg. Applying (7.4) to (341,5A4;) and then (7.1) to (5A1, A1), (5A1,24,)
and (5A1,3A1), respectively, we have #(Hom(kA;, Fg)/Out(kA;)) = 1 for k =
5,6,7 and 8. See §8.2.3 to get further results on Hom(kA;, Eg) with 1 <k <8.

If (£1,Z1) is any one of the pairs (As, Fg), (A4, A4), (D4, Dy), (Ds, A3) and
(Dg, A1), we have

Hom(Z5,E1) # 0 = #(Hom(Z; + =s, Es)/Out'(Z; + Z2)) =1

by applying (7.3). Hence if E contains Ay, A4, Dy, D5 or Dg as an irreducible
component, the value of the column indicated by #z=/ equals one. Moreover (7.1)
can be applied to (Z1,Z2) = (A43,34;1), (A3,44;) and (A45,24;). The number
#(M(E,Eg)/Ou‘u'(E)) for = = Az + 341, A3 + 4A; and As + 2A; is easily
obtained from (A3 + A;)* ~ Az + A; and A3 ~ Ay + A;.

Put

(A7)0 = (a1, a3,...,a8) C (As)o = (A7)0, 20),
(Dg)o = {%e; £ €53 <i<j<8 ={asaz}",
P=={6 C{a,...,as}; (0) ~E}.
Then we note the following for ©1, ©4 € Pz.
0, Y O if ©; C (Ag), for j =1, 2 and ©1 ~ Oa.

If ©; 3 {as, az}, then OF = O N (Dg),.
Using these facts, we can easily examine Ps. For example, any © € P44, satisfies

(©) > (4A1), := {aa, a3, ag, ag). Here (44;1)F = (ag, as)t N Dg >~ 4A;.

7.4. Type Fy; and Gs. It is easy to examine the cases when ¥ = F; and G5 by
using Theorem 3.5 together with Remark 3.1, (2.39) and (5.4).
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7.5. Fundamental subsystems. We will give the number of the elements Pz :=
{©® C ¥; (©) ~ E} for a subsystem = of ¥ when ¥ is of the exceptional type. If
#0O = #WU — 1, it is easy to specify = that is isomorphic to (©) and we get the
corresponding #P=. Other (0) are fundamental subsystems of these maximal ones
and hence it is also easy to know whether Pz = ) or not. Note that rank(©) = #0.

The number # P= can be inductively calculated as follows. Let denote the num-
ber by [E,X]. For simplicity ; m;A; may be denoted 1™ - 22 - with omitting
the terms satisfying m; = 0.

If ¥ is of type E,, we divide P= into the subsets according to the relation with
the end root «,. For example, suppose ¥ = Eg and © C V¥ satisfies (©) ~ 2A4;.
Then if ag € O, the other element of © is in ag ~ Ay. If ag ¢ O, O is contained
in ¥\ {ag} ~ Ds. Thus we have [12, Eg] = [1, A4] + [12, D5]. Now it is quite easy
to have [1, A4] = 4 and [12, D5] = 6. Note that [12, D5] = [1, Ay + A;] + [12, A4] =
3 4+ 3 = 6. We will show such calculations except for quite easy cases.

[12, Bg) = [1,A4] + [12, D5] = 4 + 6 = 10,

[12, E7] = [1, Ds] + [1%, Eg] = 5 + 10 = 15,

[12, Bs] = [1,Eq] + [12, E7] = 6 + 15 = 21,

(1%, Bg] = [1%, A4] + [1*, D5] =3 +2 = 5,

[13, B7] = [1%, Ds) 4+ [13, Eg) = 6 + 5 = 11,

[13, Eg] = [1%, Eg] + [13, E7] = 10 4 11 = 21,

(1%, B7] = [13,Ds] + 1*, Eg]) =24+ 0 = 2,

14, Eg) = [13,E) + [1*, E7] =5+2 =17,

[2-1,E6) = [1,A 4+ Ay +[2,A4) +[2-1,D5) =3+ 3 +4 = 10,
2-1,E7] =[1,A4 +[2,D5] + [2-1,Es] =4+ 4+ 10 = 18,
[2-1,Eg] =[1,D5] + [2,E¢] +[2-1,E7] =5+ 5+ 18 = 28,
[2-1% E7] = 1%, A4) + [2-1,D5] +[2- 1%, Es) =3+ 4+ 5 = 12,
[2-12, Eg) = [12,D5) + [2- 1, Bg] + [2- 1%, E7] = 6 + 10 + 12 = 28,
[2-13, Eg) = [13,D5) + [2- 1%, Eg] + [2- 13, B =24+ 5+0 =17,

(22, E7] = [2,A4] +[2%, E) =3 +1 =4,

(22, Bg] = [2,D5) + [2%, B =4+ 4 =8,

2% 1, Bs] = [2- 1D5]+[22,E6]+[22~1,E7]=4+1+4=9,
[22-1% FEg] = [2-1%,D5] +[2% - 1, E] + 22 L,E7] =1+ 1+0 =2,
B3-1,E7] =[1,A0 4+ Ay +[3,D5] +[3-1,E5) =3 +4+4 =11,
[3-1,E8] =[1,A4] + [3, E] + [3- 1, E7] =445+ 11 = 20,
[3-1% Eg] = 1%, Ag) + [3-1,Eg] +[3- 1%, E7] =3+ 4+ 3 = 10,
[3-2,Eg] =[2,A4) +[3,D5] +[3-2,E7] =3+ 4+ 3 =10,
3-2-1,E5] =1[2-1,A4]+[3-1,D5] +[3-2,E6] +[3-2-1, E7]

=2+14+0+1=4,

[3%, Fs] = [3,A4] + [3%, E7] =2+ 0 =2,

[4-1,E;] =[1,A1) +[4,Ds] +[4-1,Es] =1+2+2 =5,

[4 1,Es] = [1,A2+ A1) + [4,Es] +[4-1,E7] =3 +4+5 =12,

=1

2, A+ A1+ [4,D5)+[4-2,E7] =14+2+1=4.
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8. SOME REMARKS

8.1. Some results from the tables. In this section we always assume that = is
a subsystem of an irreducible root system X.
By our classification we have the following remarks.

Remark 8.1. 1) The numbers of equivalence classes of certain subsystems Z (cf. Re-
mark 8.4) and their pairs are as follows. Here we don’t count the empty subsystem.

> Fq E; Fs | G
equivalence (isomorphic) classes | 20 (20) | 46 (40) | 76 (71) | 36 (22) | 6 (4)
S-closed subsystems 20 46 76 23 5
L-closed (L-closed) subsystems | 16 (7) |31 (13) | 40 (18) | 11 (9) | 3 (3)
ET =0 (rank= = rank ) 10 (3) |19 (7) |33 (13) |20 (16) | 4 (4)
maximal (S-closed) subsystems | 3 (3) 4 (4) 5 (5) 3(3) [3(2)
dual pairs (special dual pairs) 3 (1) 6(3) [11(11)] 5(4) |[1(1)

ii) Let o be an outer automorphism of ¥. Then o(Z) ~ Z if (X,Z) does not

satisfy the following condition.

(8.1) ¥ ~ D,, with an even n, = i~ >_;mjAjand Yo (7 + 1)m; = n.

iii) Suppose = is irreducible. Then =1 N X is also irreducible if (£, Z) is not
isomorphic to any one in the following list:

b = =t b B =t

By (n>3) | A1 Bn o+ Ay or By 1 || Oy (n>3) | A1 Cno+ Ay or Cpq
Dn (n>4) Al Dy_o+ Al

D5 A3 2A1 or (Z) DG A3 A3 or 2A1

D, (n>7) An—3 24, D, (n>6) Do 24,

EG A2 2A2 E6 A3 2A1

E; Asg Az + Aq E; Dy 34,

Eg A5 AQ + A1 Eg D6 2A2

iv) The L-closure Z of Z in ¥ (cf. Definition 6.6 and Remark 6.7) can be easily
obtained from the table in §10. Note that = is the maximal subsystem satisfying

(8.2) ZcZc (Y and rank E = rank =.

Remark 8.2 (orthogonal systems). A subsystem = of ¥ or the fundamental system
of = is called an orthogonal system of ¥ if = is isomorphic to mA; with a certain
positive integer m. An orthogonal system Z is called maximal if =% = () and called
strongly orthogonal if = is S-closed.

Suppose ¥ is irreducible. Let 2 = (a1,...,q;,) and Z' = (of,...,al,) be or-
thogonal systems of ¥ with rank m.

i) The rank of a maximal orthogonal system is given in Corollary 3.7 i) when X
is simply laced. If ¥ is not simply laced, the rank equals rank 3.

ii) If one of the following conditions is satisfied, then = Y =

(8.3) = and =’ are strongly orthogonal maximal systems,
(8.4) Y is of type A,, Fg, E7 or Eg and (X, E) is not isomorphic to
(E7, 3A1), (E7, 4A1) or (Eg, 4A1)
iii) Let ¢ be a bijective map of = to = with (¢(a;)|e(ey)) = (ajlay) for j =
1,...,m. Suppose m > 2. Then there exists w € Wy with ¢« = w|z if one of the
following conditions is satisfied.

(8.5) 3 is of type A, B, Fg, Fy or Gs.
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(8.6) 3 is of type E7 with m < 2.
(8.7) Y is of type Eg with m < 3.
See §8.2.2 and §8.2.3 for more details.

Remark 8.3 (fundamental subsystem). i) We have
(8.8)
(8.9)

The minimal fundamental subsystem containing = is the L-closure of =.
ii) For a subset © C ¥

(8.10) () ~Z and ()Nl ~=2nxnl = (O) Z;é

is L-closed < = is fundamental,

(1]

is 1l-closed = ZE is fundamental.

(1]

[1]

if (¥, =) is not isomorphic to any one of the following list.

Y is of type B, (n >2), C,, (n>3) or D,, (n >4)

(8.11) and = has at least one As-component or two Aj-components.
(8.12) (E7,4A1), (E7, A3+ 2A1), (E7, A5 + Ay),

(Es,444), (Es, A3z + 2A1), (Fs,2A43), (Es, A5 + A1), (Es, A7).
(8.13) (E7,3A1), (Er,As), (E7,As+ Ay).

If (3,E) is isomorphic to one of the pairs in (8.12) and = is a fundamental
subsystem, then (8.10) is valid.

If (3, E) is isomorphic to one of the pairs in (8.13), there exist ©1, O3 C ¥ such
that 2 ~ (01) ~ (05), (©1) 724 (©2) and = i~ (01) or (O3).

Hence if (¥, Z) is not isomorphic to any one of the pairs in (8.11) and (8.12),
(8.14) (©)~Z and (©)NELl~=ZNxL = 30 C ¥ such that (©)

3=
Note that (8.14) is still valid even if ¥ is of type D,, except for the case
(8.15) Y is of type D, (n > 4) and my + 2m3 > 4,
where m; is the number of A;-components of Z. In fact the subsystems
<61 + €2, €3 + 64> B/ 2D2 ~ 41417
(8.16) (€1 £ €2, €3 — €4, €4 T €5) v Do+ D3 = 241 + 43,

(€1 — €2, €2 T €3, €4 — €5, €5 T €6) > 2D3 ~ 243

of D,, and the subsystems

8.17
( ) (61 — €2, €2 £ €3) ~ D3~ Aj

3

of B,, are not fundamental.
iii) Given a subset ® of ¥, we examine the condition

(8.18) Jw € Wy, such that w(®) C U,

namely, the condition that ® can be extended to a fundamental system of 3.
A subset @ of 3 is called a II-system by [4] if ® satisfies the two conditions

(8.19) aed, fed=>a—F¢X,
(8.20) the elements of ® are linearly independent.

It is easy to see that (8.18) implies that @ is a II-system.
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Suppose @ is a II-system of ¥. Put Z = (®). Then ® is a fundamental system
of =, which is shown by [4, Theorem 5.1]. Hence we note that the fundamental
system of a subsystem of ¥ is a II-system if and only if the subsystem is S-closed.
Therefore if G(®) is a subdiagram of the Dynkin diagram of ¥ and the condition

{(E, =) is isomorphic to one of (8.15) and (8.12),

(8.21) . .
or X is of type B,, with (8.11)

is not satisfied, it follows from our table that (8.18) is valid. When E is irreducible,
(8.21) is equivalent to the condition that (X,E) ~ (Fs, A7) or (B,, As), which
coincides with the result given by [1].

Remark 8.4 (maximal subsystems). i) A proper subsystem = of ¥ is called maximal

if there is no subsystem Z’ satisfying = ; = ; 3. We have the following list of the
maximal subsystems of irreducible root systems.

% =: maximal, rank = = rank X rankZ =rank > — 1
An Am—l + An—m = Em (2<2m<n+1)
By | B+ Bnom (2<2m<n)>, Dr[;
Cn Cm + Cnfm (2<2m<n)> DS
D, | Dyy+Dyiy =5, (4<2m<n) D, 1=2, Ap1 =5,
Eg | Ay + A5 =5, 345 =Z3 Ds ==,
E7 A1+D6:El, A7:EQ, A2+A5:E;3 E6:E7
Es | Ds = E1, Ag =E2, 244 =E5,
As+Eg =27, Ay + E; =Z5
Fy | Cy, AJ+A3, By
Gy | AL + A7, AL AS

Note that Dy ~ 2A; and D3 ~ Az in the above.

ii) A proper subsystem Z of ¥ is called a maximal S-closed subsystem if = is
S-closed and if there is no S-closed subsystem Z’ satisfying = ; = g 3. The list
of the maximal S-closed subsystems of the irreducible root system X is same as in
i) if 3 is simply laced. In the other cases we have

3 | 2: S-closed maximal, rank = = rank X rank= =rank ¥ — 1
By | DE 4+ By = Em (2<m<n) B, =2,
Cn Cm + Cnfm == Em (2§2m§n) A,"S;71 = En

F4 A%+03:Eh A%+AQS:EQ7 B4:E4
Gy A{‘-l—AS:El, A%’ZEQ
They are studied by [2] and [8] (cf. [4]) and the Dynkin diagram of Z is

{G(\g V) (my(amas) = 1),
G(\I/ \{a;}) (mj(qmaz) is & prime number > 2)

(8.22)

with a suitable a; € ¥ satisfying m;(amax) =1, 2, 3 or 5.

iii) Let Z; be the maximal subsystem of ¥ defined by (8.22) with a; € ¥. Then
Proposition 4.4 (cf. [8, Theorem 3.1]) implies
(8.23) £ = {a = Z%E‘I, my (), € 35 mj(a) =0 mod max{?,mj(amax)}}.
Note that t(A,;,) N E; # 0 for any ¢« € Hom(A,,, %) if m > max{2, m;(@maz)}-

This claim follows from the following fact with putting n; = m; (L(Ei - 6i+1)) for
the i-th root €; — ¢;41 in the fundamental system of A,,.

For a positive integer m > 2 and a sequence of integers nq, . .., n,, we can choose
1 <k <k <msuch that np + ngy1 +---+ng =0 mod m.

For example, when ¥ = FEg, we have Z5 ~ 24,4, ms(amae) = 5 and

(8.24) Es\Z5DF = <0081000, 0121100, 1111110, 00%1111> ~ Ay
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under the notation in §10. Here the roots o € ¥ are indicated by the numbers
m, (a) arranged according to the Dynkin diagram of X. We have Wg, N Wz = {e}
because =’ is L-closed in ¥ (cf. Remark 6.7 iv)).

8.2. Further study of the action of the Weyl group. As for Q4 in §1, that is,
“Is Out(E) realized by Wx?” can be answered from the table in §10 by the condition
# = #= and the answer is “yes” in most cases in the table. We will consider the
cases when the answer is “no”, namely, we will study the group Outg(Z) in Out(=)
(cf. Definition 6.1). Under the notation in §10 we have

(8.25) #(Out(2)/Outs (5)) = #/4#=.

If ¥ is of the classical type, it is easy to analyze Outy(Z) because the action of
Wy, is easy. If E is irreducible, Wx(Z) is understood well by Theorem 3.5 using
Dynkin diagrams. Moreover since Ny, (2) C Ny, (2 + Z4), we have

(8.26) Outy(Z) ~ {g € Outs(E+Z1); g(E) =2}

by (6.3) and therefore the group Outx(Z) is described by Outs(Z+Z1). Hence we
may assume = is 1 -dense.

8.2.1. Dual pairs. If E is not irreducible, Outy(Z) may be understood as a dual
pair. For example the dual pair (Dg,2A4;) in Es is special and the imbedding
D¢ + 2A; C Eg is unique up to the transformations by Wg,. Hence there exists
w € Nwy, (Dg + 2A1) which swaps two A;’s. Then w always defines a non-trivial
element of Out(Dg). Namely Outs(Z) is the diagonal subgroup of Out(Dg + 2A4;)
through the isomorphism Out(Dg) ~ Out(2A;). The following cases are understood

in this way.
D+ Dy CDpyn (m>22,n2>2 m#4,n#4),
A3 + 24, C Es,
243+ Ay C FE7, As + As C E7, Dy +34; C FEr,
E¢+ Ay C Eg, As+ Aa+ A1 C Eg, Ay + Ay C Eg, D¢ + 24, C FEg,
D5+ A3 C Eg, Dy+ Dy C Eg, Ay + Ay C Fy.

For the imbedding = C ¥ in this list, a still more concrete description of Outy (=)
is desirable if Out(Z) % Z/27Z x Z/2Z.

For the imbedding D,, + D,,, ~ D?n + D" C Dy, under the notation in §10, the
swapping of two D,,,’s under the generators given there is in Outp,, (D% +D™) and
therefore Outp,, (D, + Dyy,) is clear. Similarly for 244 C Fy, if we fix A3 + A4 C
Ay+ Ay C Eg and A3+ Ay C Ag C Eg, we can also specify the swapping of two A4’s
in Outg, (2A44). Other cases in the list are described by the study of the imbedding
of TAy, C E7 and 84, C Eg through 4A4; C D, as is shown later.

8.2.2. Strongly orthogonal systems of the maximal rank. Suppose X is of type A,,
By, Cy, Dy, Eg, Fy or Gy and put m = 2[Z]. Under the notation in §9 the strongly
orthogonal system (Oy) of ¥ with the maximal rank is weakly equivalent to

(8.27) Ou, ={€1 —€2,63 —€4,...,€am_1 — €2m }»
(8.28) Op, :={€1 —€2,€1 +€2,63 —€4,€3 + €4,...,€2m_1 + €2m },
(829)  Op, = {@D” (n = 2m),
" Op, U{e,} (n=2m+1),
(8.30) Oc¢, = {2€1,...,26,},
(8.31) OF, :=0OF, :={€1 —€a,€1 + 63,635 — €4,€3 + €4},

(8.32) O, = {e1 — €2,€1 + €2 — 2e3}.
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Then Outy(Oyx) := Outs((Ox)) is identified with the subgroup of the permuta-
tion group of ©x, which is also identified with the permutation group &g, of
{1,...,#0Ox} according to the expression of Oy, by the above ordered set. Then

Outx(Ox) ~ Sxey (3 is of type A, Cy, Eg, Fy),
Oute, (Oc,) = {1},
(1 2)(34), (13)(2 4),

(13- 2m—1)(24---2m)) ~ W

((12),(13)(24),
(13--2m—1)(24---2m)) ~Wg,, (n=2m+1).

. (n=2m),

Outp, (©p, ) =

Here the generators of Outp, (©p, ) are expressed by products of circular permuta-
tions. Note that the group Outp, (©p, ) is isomorphic to Wp,, or Wg, if n =2m
or 2m + 1, respectively.

8.2.3. 84; C Es and 7TA; C E7. Since Out(8A4;) is isomorphic to the symmetric
group Sg, Outg,(8A4;) is identified with a subgroup of Gg. Since #/#= = 30,
# Outg, (84;) = 8!/30 = 1344 = 26 .3 - 7. To be more precise, we fix 84; C E:

(841), := {*aq, +as3, fas, +a, + a7, +a,, +af, +ai} C Fg,

(833) Qg = €1 + €2, (X3 = €3 — €1, (x5 — €4 — €3, (U7 = €g — €5,
8 7
Qp = —€5 — €5, Qg = —€3 — €4, Oy = —€7 — €8, Oy = €7 — €3g.
Oz7 OéS 048
0 01 3 (g (5 Qg A7 (g X Q1 O3 4 A5 Qg 7 g (g
(8.34) @ i O O——O——O——O ko @ O 0—0—0—0—0—0—0
(65) ap éaz gat

Here we used the notation in §7.2 and §10. In particular E7 C Es. Note that a
and of, are negatives of maximal roots of Fg and E;, respectively. We identify
Gs with the permutation group of the set {1,2,3,4,5,6,7,8} of numbers and this
ordered set is also identified with the ordered set given as generators of (84;), in
(8.33).

Since (a§)* = Er, the left figure above corresponds to the first diagram in §7.2.
Since (Dg), := {ag,as,...,as,ad) is of type Dg, its extended diagram is given in
the right figure of (8.34) with the negative oy of its maximal root. Here we note that
al <0 and a; > 0. Since (Dg)+ N (ad)* ~ A; by denoting (Dg), := (az, ..., az),
we have a; = —af. Then Out(py), ((8A1)0) is generated by

(8.35) g1=(1357)(24628),
(8.36) g2 = (13)(24),
(8.37) g5 = (12)(3 4).

Here the generators g; are expressed by products of cyclic permutations in Gg.
Note that # Out(py), ((841),) =2%-41 =263,
Now we will consider the other diagram in §7.2.

7 OQs s

Qp a3z Q4 5 O Q7 g @ _ _

Om—O——@ ok @ e @ o @ oy = —0yp, Qg = —0y
(679 @09

This shows that the element

(3.39) g=C4067)

which corresponds to an element of the Wi,z o, 05,0,y = Wb, is in Outp, ((841),)
and not in Outpy), ((8A1)0). Then we can conclude that Out g, ((8A1)O) is gener-
ated by g; (j =1,2,3,4), which is clear by considering the order of the groups.
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Put (7A1), = (841), \ {£a8}. Since E; = (af)t, it is easy to see that
Outg,((7TA1),) is generated by go, g3, g4 and

(8.39) g1 =(135)(246).
Here we naturally identify Out(7A;) with &7 and we have

(840) OutES ((8141)0) = <gl, g2, 393, g4>, # OU.tE8 ((8141)0) = 26 -3-7= 13447
(8.41) Outg, ((TA1)o) = (91,92, 93, 94), #Outp, ((7TA1),) =2°-3-7 =168.

Put (641), = {*as, tas, a5, oy, ar, +a,} C {af, a8}t ~ Dg and (54;), =
{+az, tas, tas, ta,, Tar}t C {ap,al, a8}t ~ Dy + A;. Note that (Dg,24;) and
(D4 + Aq,3A;) are special dual pairs in Eg and therefore Outg, (Dg) = Out(Dg)
and Outg, (D4 + A1) = Out(D4 + Ay). Then we have easily

(8.42) Outg, ((7A1),) < Outg, ((TA1),),

(8.43)  Outp, ((641)0) = (91,92, (1 2)) ~ Wp,, # Outp, ((641),) = 48,
(8.44) Outg, ((6A1)0) <gl,gg, gg> Wp,, # Outg, ((6A1)0) =24,
(8.45) Outpg, ((5A1)0) = ((12),(23),(34)) ~Wa,, #Outg,((541),) =24,
(8.46) Outg, ((5A1)0) = <g2, (1 2)> ~ Wg,, # Out g, ((5A1)0) = 8.

Put (441)o = {£a2, a3, a5, oy} and (4A )1 = {£aq, as,tas, £ar}. Then
(4A1)i‘ ﬂES >~ l)47 (4A1)(J)‘J‘ >~ D4 and (4A ) ﬁEg >~ 4A1 and (4A1)J‘J‘ (4A )

8.2.4. 2Dy C Eg, Dy +4A, C Eg and D4y + 3A; C E;. Retain the notation in the
previous section (cf. (8.34)) and put

(8.47) (2D4)o = (@2, a3, a4, a5, aq) + (a7, 4, s, ag, ap) C Eg,
(8.48) (Dy+4A1)0 = (a2, 03, 04, 05, ) + (07, at,ag,ap> C FExg,
(849) (D4 =+ 3A1)O = <0427 a3, 04,5, aq> + <Oé7, o, O[p> C Es.

Then we have the natural identification

OutES ((2D4) ) D OutE7 ((D4 + 3A1) )
~ {g € Outpg, ((8A )o ) g(ag) = g and g(ao) = 040}

together with (2.18) and therefore Outg, ((D4 4+ 3A1),) is generated by
(12)(56): ay < asz, ar < af and (13)(67): ay < as, ar < ay.

Here the first element corresponds to an element in Wp,) and the second el-
ement equals ga2gs. Moreover Outg, ((2D4),) contains (1 5)(2 6)(3 7)(4 8) and
Outg, ((D4 + 4A1)0) contains Out(ap,), ((D4 + 4A1)O). Hence

Out g, ((Ds 4+ 341),) = ((12)(56), (13)(67)),
# Outp, (D4 + 341),) =6,
Outp, ((2D4)o) = ((1 2)(5 6), (13)(67), (15)(26)(3 7)(48)),
# Outp, (( 4)0) 12,
Outg, (D4 +441),) = ((56)(7 8), (58)(6 7), Outp, ((2D4),)),
# Out g, ((D4 + 44, )0) 48.
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8.2.5. 4A5 C Eg, 3As C E7 and 3A; C Eg. First note that as groups, Out(4A45)
and Out(3A4z) are isomorphic to Wg, and Wp, and their orders of the groups are
24 .41 and 23 - 3!, respectively. Fix a representative 44, C Eg:

Qg = €1 + €2, Q :—%(61+€2+63+64+65—€6—68+68)7

1 1
az =€ —e€1, a1 =;5(€1+eg)—5(e2+e3+ €4+ €5+ €6+ €r),

Q5 — €4 — € Qg — €5 — €
5 4 3 6 5 45 Ozla N 0‘6 Of(] 038 a.g
— 8 3 5 —
ag = €7 — €, Q= —€7 — €s, ey 8
6 8
(4A2)0 = <{Oé2,OZ07O[3,OZ1,CY5,C¥670487OZO}>, [Ye )
6
(3A2)0 = <{OL2,O{07O[3,OL1,O[5,O£6}>. O[g

Then the permutation group of the 8 generators of (4A4s), is identified with &g as
in the case of (84;), C Fs. Then Out((442),) = (91,92, 93) and Out(3(A2),) =

(91,92, 93) (cf. (8.35)—(8.39)). Note that
# OutEa ((3142)0) = # Out((3A2)o) /8 = 6,
# Outp, ((342),) = # Out((342),)/4 = 12,
4 Out, (442),) = # Out((445),) /8 = 48,
Outg, ((3A2)0) C Outg, ((4A2)0).

Since (245,2A5) is a special dual pair in Eg, we have
(8.50) (3245 C (442), such that wloa, = id) = w =1id

for w € Outg, ((442),). We will choose elements in Outg, ((242),). The rotation
of the extended Dynkin diagram of Es comes from Wg, and therefore the element

(8.51) hy = (135)(246)

is contained in Outg, ((3A2)0). The argument in §7.1 shows that in view of the
transformation of an element of Wias oy a4.a5.a0)» (16)(25) or (16)(2 5)(3 4) should

be in W, ((342),). Owing to (8.50), we can conclude that
(8.52) ha = (1 6)(2 5)(3 4)

is contained in the group and Outg, ((342),) = (h1, ha).
Since Hom(Eg, E7) = 1, Outg, ((3A2),) contains

(8.53) hs = (3 5)(4 6).

Considering in (4g), = (a1, a3, a4, a5, ap, a7, ag,ad) ~ Ag, there is an element
w € Wiy, such that

w(ar) = a1, w(az) = as wla) = ag, w(as) = ar, wlag) = aq, wlar) = as.
Then it also follows from (8.50) that
(8.54) ha = (12)(57)(6 8)
is in Out g, ((4A2)0). Calculating the order of the group, we have
(8.55) Outg, ((342)0) = (h1, ha), # Out g, ((342)0) = 6,

(8.56) Outg, ((342),) = (h1, ha, hs), # Outp, ((342),) =12,
(8.57) Out g, ((442)0) = (h, ha, ha), # Outp, ((442),) = 48.
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9. LIST OF IRREDUCIBLE ROOT SYSTEMS

« o «a e Q9 Oy « « «
An 1 2 3 n—2 n—1 n Al 0 1
1 1
S={t(e—¢);1<i<j<n+1}, #EZ=n(n+1),
Qj = €5 — €541 (j=1,...,n)» X0 = €nt1 — €1, #W = (” + 1)!'
a a a ce Qp_9 Qi Qa « « «
Bn 1 2 3 n—2 n—1 n B2:C2 O 2 1
2 2 2 1 2 1

Y={+(e;i—¢;), £lei+€), e 1<i<j<n, 1<k<n}, #X=2n%
J J

— _ _ ! _on
Qj = €5 — €541 (j=1,....n—1), OAn = €n, Qo = —€] — €2, ¢y = —€1, #W =2" - nl
C (67 (6751 Qo ... Op_2 Opn_1 Qp
n —O——O0<—=0
1 2 2 2 2 1

S={%(e —¢), £(ei+¢), 26,31 <i<j<n, 1<k<n}, #X=2n

! n
Qj = € — €511 (j=1,..n—1)5 QOn = 2€,, Qg = —2€1, ap = —€1 — €2, F#W =2"-nl.

- Q3 Qp_2 Qnp_1

Dn
S ={%(e—¢j), (e +¢);1<i<j<n}, #T=2n(n-1),
Qj =€ — €41 (j=1,...,n—1)> Qp = €p—1 + €n,
Qg = —€1 — €9, #W = 2n—1 -nl.
(a5} a3 Qg (0% Qg
E6 O O O O O
1 2 3 2 1
20 Qg
1 (67

Y= {:I:(ei —€;), £(€& +€j), :I:%(eg — €7 — €6 + 22:1(—1)”(k)6k);
1<i<j<5, S,_ v(k)iseven}, #3 =712

a1 = (€1 +es) — 5(e2+ €3+ €4+ €5+ €6 + €7),

ary =¢€1+€, oj=¢_1—€_2 (3<75<6),

ap=—2(e1+e2+est+estes—eg—ertes), #W=27.3".5
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&%) ag 0%} Qg4 Qs (675} ar
. e—0—0—0—0—0—0
1 2 3 3 2 1

14
2 QG2

S = {£(ei — ), £(ei +¢j), t(er —€g), £i(er —es + o (~1)"Pey);
1<i<j<6, S0 v(k)isodd}, #X% =126,
ap = %(61 +e€s) — %(62 +e3+ €4+ €5+ €6+ €r),
ay =€ +€, aj=¢_1—€6_3 (B3<j<T),
Qp = €7 — €3, #W:210'34~5'7.

a3 e%1

aq (075 Qg (0% ag (&7))
Es o oO—O0—O0—0—0—0©
2 5 4 3 2 1

)

)

1 la
30 (2

S={t(e—¢), e +e), 230 (-1)"Pe;1<i<j <8,
S v(k) is even}, #X =240,
o = %(61 +e€s) — %(62 +e3+ €4+ €5+ €6+ €7),
ay=¢€1+€, oj=¢_1—€_o (3<75<8),
ap = —€7 —eg, #H#W =214.35.52.7
&%) (€51 (&%) ag e7]
Fy g O O——=0 O
1 2 3 4 2
= {:I:(ei —¢€;), (€ +¢€;), Lex, :I:%(el teyteztey);
1<i<j<4, 1<k<4}, #%=48

_ _ _ _1
Q] = €3 — €3, (g = €3 — €4, (3 = €4, 044*5(61*62*63*64),

ap = —€1 — €, ah = —e1, #HW =27.32
(&%) aq Q2

G2 oO———C—=0
1 2 3

Y= {:I:(ei —€;), F(2€1 — €2 —€3), F(2e2 — €1 —€3), £(2€3 — €1 —€2);
1<i<j<3}, #¥=12,
a1 = —2€1 + €3+ €3, ag = €1 — €2, g = €1 + € — 2€3, oz6 =€y — €3, #W =12.
Remark 9.1. i) There are natural identifications of root systems
(91) D1 :m, D2 §A1+A17 D32A437 A1 2B1 201, BQ 202
and Weyl groups
&, x (z/22)" = Wg, =We,
w w
(92) (07 (Cl,...,Cn)) = wa’,c (R e ej = <_1)c'760(j) (.7 = 17"'7n’)a
Wp, ={ws.c € W, ; (_1)ch =1},
Wa, , ={wsc€Wp,;c1="--=c, =0}
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ii) For the fundamental system ¥ of an irreducible root system ¥ we have
(03)  #Wo = #Z"  #Wypos
(94) = (#\Ij)' : #{aj € \i’; mj(amaa:) = 1} : H mj(ama:r)~

OtjG\i/

iii) There exist roots «; € U satisfying m;(aymqs) = 1, which are determined by
(2.26). Moreover we have

(9.5) mj(Qmas) = > my(amm)(—(o‘”‘a?)) (aj € D)

o) (vjlevj)

because of (2.22). In particular

(9.6) 2m;(max) = Z My (Qmaz) (a; € U N XL,

oz,,G‘il\{aj}

(ol )#0
Note that these conditions determine the extended Dynkin diagrams with the num-
bers {m;(amax); @j € \if} as in the following proposition, from which the classifi-
cation of the root systems follows.

Definition 9.2. A diagram G consisting of finite vertices and lines and /or arrows is
an affine Dynkin diagram if G satisfies the following conditions. Each line or arrow
links a vertex to another vertex and each arrow has a stem formed by multiple
lines. Moreover each vertex has an attached positive real number with the following
property.

Fix any vertex P in G and let m be the number attached to P. Let L1,...,L,
be the lines and arrows linking P to other vertices. We denote the vertices and
their attached numbers by Q1,...,Q, and mq,...,m,, respectively. Then

(9.7) 2m =kyma + -+ + kpymy
by putting

{1 if L; is an arrow starting from P or a line,
j =

the number (> 2) of lines in L; if L; is an arrow pointing toward P
and the minimal number attached in any connected component of G equals 1.

Then we have the following proposition, which is probably known. Its proof is
elementary and easy and we give it for the completeness.

Proposition 9.3. The connected affine Dynkin diagram G is R with an irre-
ducible root system of type R or one of the following diagrams (cf. Remark 9.4 iii)).

D/ ol A~ R
B bbb bbb G (n>3) 53373 3.8 OBy debsd
—€
190—€1 — €2
[ ol ' Ya o Ya,
Fi b 353 3 4 2 6=34 BCn 423 3 "3 328 BC1 o=23
—€1 €2 — €3 —261

Here R denotes the extended Dynkin diagram of type R with the numbers m;(Qmaz)
attached to a; € ¥, which has been given in this section.

Proof. Fix any vertex P in G and retain the notation in Definition 9.2.

If p > 2 and Q1 = @2, then 2m > 2m; and we similarly have 2m; > 2m and
hence k1 = k3 = 1 and p = 2. This only happens when G = A;.

Now we may assume my > --- > m, and Q; # Q; if ¢ # j.
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Claim: Let Py,. .., P, be vertices in G such that for any j = 2,.../—1, P; is linked
only to both P;_; and i+1 and no arrow points to P;. Then the correbpondlng
attached numbers mi,...,my form an arithmetical progression series.

Since 2m; > m, the relation (9.7) assures > k; < 4.

Note that if 2m; = m, Q; is an end vertex to which no arrow points.

Case ) k; =4: Then m; = --- = m, = 3, Qj are end vertices and there is
no arrow starting from P. We may assume ki > --- > k,. Hence (k1,...,k,) =
(1,1,1,1), (2,1,1), (2,2), (3,1) or (4) and G = Dy, B2, 327 G2 or BC’l, respectively.

Case ) kj =3 and p =1: We have k; = 3 and m = 2m1. Then there exists a
vertex Q" € G\ {P} with the number m' > " such that @’ is linked to Q. Since
2mi > m+m', m' = %ml and @’ is an end vertex. Hence G = Go.

Case ) kj =3, p>2 and m; > m: Note that k; =1 and p =2 or 3. When p =
2, kg =2 and (my,m2) = (m, 3m). When p = 3, ks = k3 = 1 and (my, ma, m3) =
(m, +m, tm). Hence if 2 < j < p, Q; is an end vertex as follows.

s 911ty 5

Q2 P Q2 P G

p=2 o=0.0 p=3
momm m mm
2 2 l
Q3

Denoting P, = P and P, = )1, we choose the maximal sequence of vertices
Py, ..., Py given in the above claim. The numbers attached to these vertices are m.

If an arrow links Pg 1 to Py, it has double lines and points toward the end vertex
Py and hence G = BC’ or B, according to p = 2 or 3, respectively.

Now we may assume that P; is linked to P41 by aline if 1 < j < £. Then P, is
not an end vertex and therefore P, is a branching vertex or there exists an arrow
pointing toward P,. Applying the argument we have done to the vertex P, in place
of P, we conclude the following. If P is a branching vertex, P is linked to two end
vertices together with Py_; by lines and we have C” or D, according to p = 2 or 3,
respectively. If P, is not a branching vertex, an arrow starting from an end vertex
points toward P, and we have accordingly G = C,, or C';L

Case ) k; =3, p>2and m; <m: Fix j with 1 <j <pandlet Py,..., P, be
the maximal sequence given in the claim such that P, = P and P, = @;. The
corresponding attached numbers mj = m,m5y = mj,mj, ... ,m}j form a strictly

decreasing arithmetical progression series and the argument in the preceding case
assures that Py, is not a branching vertex. Moreover P, is not linked to any arrow

=3, (9.7) implies

but it is an end vertex. Therefore m; = e’gl
(9.8) Fre T =1 h>l>10

and hence (¢1, £y, 03) = (3,3,3), (4,4,2) or (6,3,2) and G = Eg, E7 or Fg, respec-
tively. Similarly if p = 2, we have k1 = 2, k2 = 1 and ({1, £2) = (3,3) or (4,2) and
g= F4 or Fy, respectively.

Other cases: Now we may assume that G has no branching vertex and moreover
that if G contains an arrow, the arrow has double lines and points toward an end
vertex. Hence it follows from the claim that G equals B, if G contains an arrow
and A,, (n > 2) if otherwise. O

Remark 9.4. Retain the notation in Proposition 9.3.

i) A; is sometimes denoted by @<:>Q or @:O or é)ié
ii) The proposition is known as the classification of the generahzed Cartan ma-
trices of affine type (cf. [5, Ch. 4]), where R, B!, C!., BC,,, F} and G, are denoted

by R, DS_‘)_I Agi)_l, Agi), E(2) and Dfl ), respectively.
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iii) Suppose R is not simply laced and let o/,  be the maximal root in ¥\ ©F
and put af, = —a,,,- Then the root ¢ correspondb to the vertex in R’ indicated
by @ and we get the Dynkin diagram of type R by deleting the vertex.

If we change the arrows in R by those with the opposite directions, R'is changed
into the extended Dynkin diagram of the dual root system of R.

The root system

(9.9) {x(e; —€;5), (€ +€;5), tex, £26,;1<i<j<n, 1<k<n}

in R™ is the non-reduced root system of type BC,. If we denote the maximal
root of the non-reduced root system of type BC,, by aynaz, the root ag := —maz
corresponds to the vertex in BC,, indicated by e.

Note that for an irreducible root system ¥ with a fundamental system W, the set
{BeX;(¢]f) <0 (Va € U)} is the complete representatives of the orbits under
the action of its Weyl group or equivalently the decomposition of ¥ according to
the length of the roots. The attached numbers in the above diagrams are the
coefficients m;(—ayp) in the expression —ag = Zajeq, mj(—ap)a; for the element
ag in the set. Here we don’t assume X is reduced.

iv) We easily get a realization of G in an Euclidean space as follows. For example,
if G = Eg, we first realize (asg,...,as,a0) ~ Dg as in the standard way given in
this section and then «; is determined by (2.22) and moreover E7; = {ag}* and
Es = {ap,ag}t. If G = Fy, we first realize (v, 1, 2, ai3) ~ By and then ay.

v) The connected diagram G corresponds to an indecomposable finite subset ®
of R™\ {0} with #® = n + 1 such that

(alB)

<|)e{012 3

(9.10) a€ed fedanda# = -2

Here the subset ® of R™ is indecomposable if there exists no non-trivial decompo-
sition ¢ = @1 U (I)Q with (I)l L (I)Q.

vi) The diagram G with arrows is constructed as a quotient under the action of
an automorphism of an extended Dynkin diagram of a simply laced root system.
The arrow between two vertices in the quotient represents the difference of the
numbers of the corresponding original vertices as follows.

N - 11
/ 1 _ 1
Agp—1 = B, (n>2) 0\8 o=0 — [ N

. - — 2 2 1
o~ 2 2 2 2 122 2
Dy = By = BCp_q (n>3) : °><8% 9=6 — 9=0——0=>0 — 0=>>0——0=>0

~ = = 02 2 & L 99 1.2 2 1
Dpy1=C, = Cpy (n>3) SO —0==g = g=0——0<=0 — O0=>0——0<=0

1

3

2 1 1 - — 9
D4 3G/ . o\o—o — 030—0 D, §> BC, : oko N @jo
~ =, Ll 2 3 9 9 1 2.3 2 1 633 1 2.3
Eg = Fj: $5=5—6—0 — o—0=>6—06—0 Bg=Gy: 9—0=6 — 60528
~ ~ L 2 3 4 9 1 2 3 .4 2 -~ 2 4 5 4 3 2 1
E;, = F,: $5—3=06—0 — 0—06—0=0—05 Eg: 6—06—0—3—6—0—6—20
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vii) Allowing a line linking a vertex to the same vertex in G, we have the following
extra ones.

éi%;”%%o %@éfé!;éféo é;s%fg;';%f%()
OO OO
viii) If the assumption of the finiteness of the vertices is dropped in the proposi-

tion, we moreover have the following G, which easily follows from the proof of the
proposition.

(9.11)

Ao 33 A, bbb . Db 33
(9.12) 1
B, bbb O b33 @ =i
10. TABLES

In this section we assume that X is an irreducible and reduced root system. We
will classify the elements of Hom(Z,X) under a suitable isomorphisms for every
root, system Z.

Definition 10.1. For ¢,/ € Hom(E, X) we define that ¢ is weakly equivalent to ¢/
if and only if there exists g € Aut(X) = Hom(X, X) with /(2) = g 0 «(E), that it,
J(Z) f;v’ Z. Then Hom(Z, ¥) is decomposed into the equivalence classes.

In many cases Hom (=, X0) itself is the equivalence class but if it is not so, we will
identify every equivalence class Hom(Z, X), contained in Hom(Z, X) by a suitable
geometric condition.

In the tables in this section we will list up all = with Hom(Z, X) # () and classify
them with some data under the following notation.

Aut(E) := Hom(E, ), Aut(¥) := Hom(X%, ),

Aut'(Z) = H Aut(E;) € Aut(E) for the irreducible decomposition
= sz 448,
# : #(Wx\Hom(E,%),),
#= #(WE\Hom(E, E)O/Aut(E)),
Heor #(WE\Hom(E, Z)O/Aut/(E)),
#x #(Aut(E)\Hom(E,E)O),
o ((E4)* = E and (6.9) is valid),
2 x ((E4)* = E but (6.9) is not valid),
{(EL)L (EH*#8),
#{O©CT; (©) g» =} (if 2 is fundamental),
P g« (L-closure of Z is given by (E*+)%),
— (L—closure of = is given in the right column),
L : L-closure  (if rank(E*)" > rank = and = is not L-closed),

S : S-closure (if Z is not S-closed (cf. Definition 6.6)),
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(G1seeosdm) = (0, 05,) (under the notation in §9),
(\J) = (¥ \{ay}),
For subsystem = C ¥ and a subgroup G of Aut(X) we put

Hom(E,Y), := {¢ € Hom(E,X); «(Z) g =},

O ={06CX; We®O =0 and © L;» =} (cf. Definition 2.8),
O= ::{@CE;W@@:@andGSE},
Ne(B) :={g€G;g(E) =E}.
Then
Of ~ Hom(E, X),/Aut(Z) ~ Aut(X)/Nauyn)(E),

Oz ~ Wy /Nw (E),
(10.1) #02 /#0= = #(W=\Hom(E, X),/Aut(E)) = (#z),
(102)  (#)/(#=) = #(We\Hom(E,5),) / 4 (Ws\Hom(E, 2),/Aut(3))
= #(Out(Z)/Outx(E))

)
_ #(Out(E) / (Nws (8)/(Wz x WEL))),

(10.3) #0z = (#) - #Ws | (#=) - #Out(E) - #W= - #Wz1).

Here (#), (#z), (#=/) and (#yx) are numbers given in the columns indicated by #,
#=, #= and #x in the table below, respectively. Since 1 < (#z) < (#=/), (#=)
may not be written if (#=z/) = 1. If Out(X) is trivial, (#x) = (#) and therefore
(#sx) may not be written.

Note that (9.3) corresponds to the special case of (10.3) with Z = {£a}.

Remark 10.2. We obtain the answers to the questions in the introduction from the
table in this section as follows.

Answers to Q1 and Q2 are given by the table.

The number in Q3 is given by (10.3) with the table.

The answer to Q4 is yes if and only if (#=z) = (#) (cf. Remark 8.2 iii), Re-
mark 10.7 iii) and §8.2).

The answer to Q5 is yes if and only if (#=z/) = (#).

The answer to Q6 is yes if and only if (#=z) =1 (cf. Remark 8.1 ii)).

The answer to the first question of Q7 is given by Remark 8.3 and the number
in Q7 is obtained from the column P in the table.

10.1. Classical type. (X : A, B,, C,, D,)
= : Irreducible

> = [ # | #=#= [E Ch P
An A1 1 1 1 An_g X n
A, (1<m<n—2) A, 2 1 1 A1 X n—m-+1
A, (n>3) A, 2] 11 [0 > 2
A (no2) A, |21 [ 1[0 > 1
Sn=b) |5 |#|#=|#= =T =1t P
Dn A1 1 1 1 Dn_g + Al X n
Dn A2 1 1 1 an?) A3 n—1
Dn A3 1 1 1 Dn_4 D4 n—2
(D3) [T 1T [ 1 |Dusmgn o 1
Dy (n=17)
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Then h € Aut(D,,) defined by h(e;) =
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Dy (a<i<n—3) | Ak 1] 1 1 | Dpg D11 n—k+1
D, Ana | 1] 1 110 b 3
Dn (n:odd) An—l 2 1 1 @ Y 2
D, (n:even) 2 2 1
D, Dy 3 1 3 D,_4 (n>6) | 2 1
0 (n=s) X
Dy, (a<k<n-2) | Dk 111 1 | Dns O (k#n—4) 1
X (k=n—4

D, (n>6) Do |11 1] 1 |0 Y : : 1
D, D, 211 1|0 by 1
Y (n>2) = ¥ #= | #5 | 21 =11 P
B, Al 11 1] 1 |By2+A4F]o n—1

A1 1| 1 |[Bug ° 1
Bn (n>3) AQ 1 1 1 Bn_3 Bg n—2
Bn (n>4) A3 1 1 1 Bn,4 B4 n—3
Bn (n>3) (D3) 1 1 1 B, _3 Bs —
Bn (4<m<n) Am 1 1 1 Bn—m—l Bm+1 n—m
B, (n>4) Dy 3 1 3 B,_4 By —
Bn 4<m<n Dm 1 1 1 Bn—m Bm —
B, Ezgm;n; Bm L] 1| 1 |Brm o 1
b)) (n Z 2) = # #E #E’ El Ell P
Cn A7 1| 1] 1 [ChatAf |0 n—1

AT 1| 1 |Coy ° i
Cn (n>3) A2 1 1 1 On_g 03 n—2
Cn (n>4) A3 1 1 1 Cn,4 04 n—3
Cn (n>3) (D3) 1 1 1 Ch_3 Cs +— S:C5
Cn (4<m<n) Am 1 1 1 Cn—m—l Cm+1 n—m
Cn (n>4) Dy 3 1 3 Cn_4 04 «— S 04
Cn (4<m<n) D,, 1 1 1 Chem Ch «— S:Cp
Cn (2<m<mn) Cm 1 1 1 Cn—m O 1

The symbol (Ds3) is the above table corresponds to Ds in (10.4). The subsystems
A% and A7 of B, in the above table correspond to A; and By in (10.4), respectively.
Applying Remark 3.1 iii) to the table for ¥ = B,,, we have the table for ¥ = C,,.
Suppose n > 4. Then #Hom(A,_1,D,) = 2 and the non-trivial element g €
Out(D,,) maps its element to the other. Let A,_; C D, by the notation in §10.
—€; (j = 1,...,n) induces the non-trivial
element of Out(A4,_1). Here h is not an element of Wp_ if and only if n is odd.

Hence # (Hom(A,_1, Dy,)/Out(A,_1)) = 1 if and only if n is odd.

$=D,
S| E [#|#=|#= [#=|EL[EH]P
D4 Al 1 1 1 1 3 1 X 4
Dy| A | 1 1 1 1 0 X 3
Dy| A3 | 3| 3 3 1 0 by 3
Dy| Dy | 6 1 1 1 0 by 1
Dy | 2A1 | 3 3 3 1 24, o 3
D4 3A1 6 1 6 1 A1 X 1
Dy 4A; |6 ] 1 6 1 1] Y |«
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>: not of type D,

We still assume that ¥ is irreducible and of classical type. We will examine
Hom(Z,Y) when = may not be irreducible. It is not difficult because the root
system and its Weyl group are easy to describe. The subsystems of ¥ can be
imbedded in the root space By with a sufficiently large N. We should distinguish
two subsystems which are isomorphic as root systems but they are not equivalent

Under the notation in §9 they are the followings:

A1 = {:I:(61 - 62)},

B1 = {:I:el} ~ Al,
(10.4) Dy = (€1 — €2, €1 + €2) = 24y,

Az = (e1 — €2,62 — €3, €3 — €4),

D3 = (€1 — €9,€9 — €3,€2 + €3) =~ A3.
Let {e1,...,en} be an orthonormal basis of RY with a sufficiently large positive
integer N. Let o be an element of O(N) defined by o(e;) = €j41 for 1 < j < N
and o(ey) = €1. Let A,, B,, C, and D,, denote the corresponding root spaces
given in §9 and we identify them with finite subsets of RY and put Q¢ := o*(Q,)
for @ = A, B, C and D. For example

A} = (€4 — €5,65 — €6, €7 — €5, €5 — €9) C RY

For m = (ml,m2,...), k= (kl,kQ,...), n-= (’I’Ll,’l’bg,...) S NN with

(105) kl =0 and Z |mj —+ kj +’ﬂ]| < 0
j=1
define
kj—1 -
—_ -+ v+ 771 (i+1)m;
Zm = U Agj ) > 1+ Dm :ijAj7
i>1 v=0 i>1
M(m) = (] + 1)m]7
Jj=1
ki—1
Emk =EmU U U D )+ ik with Dy = (€1 — €2, €1 + €2),
§>2 v=0
M (m, k) —I—ijj,
j>2
pD(m7 k) = ((ml + 2k27m27 mg + k37m4a .. ')a (0707()’ k47 k5a .. ))7
ki—1
Em,k,n == Zm k U U U B mk)+]u+z =t lk with Bl < >
7>1 v=0
s ijAl +2_kiDj+ > _niB;,
]>l j>2 j>1
M(m,k,n) := M(m,k) + Y jn; =Y (G +Dm; + > j(k; +ny),
Jj=1 Jj=1 Jj=1
pB(m7 k7 1'1) = ((ml + ni + 2k2am27m3 + k3am4, .. ')7 (Oa Oa 0) k4a k57 .. ')7
(O,ng,ng,...)).

Suppose n > M (m, k, n). Then Ep, k,n is naturally a subsystem of B,, and
(10.6) m kn N Bn = k1A1 + By p(mkn)
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and if there exists w € Aut(B,,) = Wp,, such that

= — =
—m,k,n — w(\—'m’,k’,n’)u

then (m,k,n) = (m’ k’,n’). B o
Fix elements m = (m1,ms,...), k = (ki,k2,...) and i = (A, Na,...) in NN
satisfying

(10.7) ki = ko =ksz=mn; =0.
Proposition 10.3 (type B, (n > 2)). Let

(108) Em,f{,ﬁ = ijAj + Z Eij + Zﬁij.

jz1 jz4 Jj>2
Then
(10.9) Hom(Erh,l_(,ﬁ’ B,) = H Hom(Em,E,m Bpn) (mxn)
B (m,k,n):(ﬁ),l_(,ﬁ)
M (m,k,n)<n

Hom(Eﬁ],Rﬁ, By)mn) = {t € Hom(Z4 g s B,,); there exists
w € Wg, such that w(Emxn) = (Emknl)
and
(10.10) Hom(EmJ-(,mBn)(myk’n) )
< pp(m,k,n) = (m,k,n) and M(m,k,n) <n.
Assume Hom(Zg, g 5y Bn)(mkn) 7# 0. Then

3k4 . (ml + ny —+ 2k2)' . (m3 —+ k?g)'

(10.11) #(WB”\Hom(Em’R’ﬁ’ Bn)(m’k’n)) - 2k2 iyl ng! kol - mg! ksl
(10.12) #(Ws,\Hom(Z, & as Bn) (mkn)/Aut(En ka)) = 1,

(10.13) Emcn N B = m1A1 + By yi(mkon)

(10.14) Emk’n =Emkn & Meg=mg=---=ky=ky3=---=0, ijlnj <1,
(10.15) Emk,n 5 fundamental & ky=ks=---=0 and ijl n; < 1.

The S-closure of Zm k,n €quals Zm k (s - . Here ) n;B; changes into By~ ng
ERt) AN DI} J

‘n-)u
mg
The L-closure of Emxn equals the fundamental subsystem Ep o, (s,

Here Y k;D; + > n;B; changes into By iky4n;) -

Xy atkgang))e

Considering the dual root systems, we have the proposition for C,,:

Proposition 10.4 (type C,, (n > 3)). Let
(10.16) Emin = Y_MmijA;j+ > kiDj+Y n;C;.
j=1 j=>4 j>2

Then the statements in Proposition 10.3 with replacing By, and By, _pr(mkn) by Cn
and Cy,_pf(m k,n), Tespectively, are valid except for the last statement on S-closure.

The S-closure of this Emxn 8 ZEm,0,(n1,ke+no,ks+ns,...)s Which is obtained by
replacing y_ k;D; by > k;C;.

We have the following propositions when ¥ is of type D,, or of type A,.

Proposition 10.5 (type D,, (n > 5)). Let

(10.17) Emk = miAj+ Y k;Dj.

Jj=1 j=4
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Then
(10.18) Hom(Zg, ¢, Dy) = 11 Hom(Z, kv Do) (o)
pp (m,k)=(m,k)
M(mk)<n

D,,); there exists w € Wp,,

L( rh,R)}v

(10.19)  Hom(Zg, &, Dn)(mx) # 0 < pp(m,k) = (m, k) and M(m, k) < n.
When Hom(Zy, g, Dn)(mx) 7 0,

Hom(EﬁLf{, Dn)(m’k) ={ce Hom(EﬁLf{

[ -

~—
I

such that w(Em k

3ka . (m1 + ng)! . (m3 + k‘3)'

(10.20) #(Wp,\Hom(Eg, & Dn)(mx)) = €1 Syl Fl gl Tl
(10.21) #(Wp,\Hom(Ey, i, Dn) (mx) /AUt (Em i) = €2,

(10.22) #(Aut(Dn) \Hom(Z &, Do) g/ At B ) = 1,

(10.23) Emk ~ MAL+ Dy pi(mok)

(10.24) Emk=Zmk & ko=kz=--=0 and M(m,k) #n—1,
(10.25) Emk @8 fundamental < 37,5, kj <1 & Emx s L-closed.
Here

)2 if M(mk)=n,
T if M(m,k) <n,

2 if M(m,k)=nandmsg, =k,;1 =0 (¥v=1,2,...),
5‘ =
2 1 otherwise.

The L-closure of ZEm x is obtained by replacing ijz k;jD; by DZj>2jkj-

Proposition 10.6 (type A,). Let Em = -, mjA;. Then

(10.26) Hom(Em, Ap) #0 & M(m)<n-+1
and if M(m) <n+ 1, we have
(10.27) #Hom(Eg, A,) = 225229
(10.28) # (Hom(Zpm, A,)/Out(Em)) =1,
- 1 _om; =0),
(10.29) #(Out(A,)\Hom(Zpm, 4,)) = {2(21_22””)1 %jzzmj N oi,
(10.30) Em N Ay~ Ay vr(m)s
(10.31) Em =Em © X ;5 my <1 and M(m) # n.

Any subsystem of A, is fundamental and hence L-closed.

10.2. Exceptional type. (X : Eg, Er, Es, Fy, G2)

2 = # |#e | #s [T B p

Eﬁ A1 1 1 1 A5 X 6

EG A2 1 1 1 2A2 X 5

E6 A3 1 1 1 2A1 O 5

o A, 21 1 | 1|4 A 4

E6 A5 2 1 1 A1 X 1 <\2>

Eq D, 1] 1 110 b3} 1

e Ds 51 1] 1|0 2 2 [ (\L), (\6)
Eg Es 211 110 b3 1
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EG 2A1 1 1 1 A3 o 10
o 34, T 114 A; 5
EG 4A1 1 1 1 (Z) by — | L: D4
Es Ay + Ay 21 1 | 1 |4 24, 10
E6 AQ + 2A1 2 1 1 (Z) by 5 C 342
E6 2A2 4 1 2 A2 X 1
Eg| 2A2+A; |41 2|0 ) T [ (\4) csas
Eq 34, 8| 1] 410 s < [§8.25
o A + A, 21 1 | 1 |4 As 1
FEs Az + 24, 2 1 110 » — | §8.2.1, L : D5
Es| Ast A, |2 1] 10 5 2 1 0\3), (\5)
FEs As + Ay 2 1 1 0 by —
= = # [ #= [#= | = ELL__ [P
E7 A1 1 1 1 D6 X 7
E7 AQ 1 1 1 A5 o 6
E7 Ag 1 1 1 A3 + Al o 6
Er A4 1 1 1 Ag A5 5
E7 A5 ]H 1 1 1 A2 o 1 <2,4,5,6,7>
I T 114 Ds 2 [(3,4,5,6,7)
E; Ag T[1]1]0 Y 1102
Ey Az 1 1 1 0 % —
E7 D4 1 1 1 3A1 e} 1
E, Ds 11114 Ds 2
Er DG 2 1 1 A1 X 1 <\1>
E; FEg 1 1] 110 by 1| (\7)
E, E; T 1110 > 1
E7 2A1 1 1 1 D4 + A1 X 15
Er 34, |7 | 1| 1 | 1 | Dy o 1 [(2,5,7)
' [T 1| 1 [44; x 10 [ (3,5,7)
E7 4A1 ]N 4 1 4 3A1 X 2 <2, 3, 5, 7>
' T 1 1|34 D, -
E, 64, 30 1 |30 A, Ds < | §82.3
Ey TA; 30 1 (300 by +— | §8.2.3
E; As + Ay 1] 1 1 | As Az + A |18
E. | A, + 24, T 1] 14 Ds 12
Er As + 344 1] 1 110 by 1
E, 24, o1 11 |A As 1
FE; 245 + Ay 2 1 1 0 b 3 | c34,
E; 34, A1 1110 5 = [ §8.25, L : Eq
B, As+A 7 [ 1] 1| 1 |4 ° 2 [(2,5,6,7)
T[T 1|24 Di+ A1 | 9 |(3,5,6,7)
E7 A3 + 2A1 ]/, 2 1 2 A1 D6 3 3(Az 4+ At = A3
1111 1 V(A3 + A1)t =24,
— | cpbs+Ds L : Djg
E7 A3 + 3A1 3 1 3 @ b)) C 2A3 + Ay
— | L: D5 + A1
E7 A3 + AQ 2 1 1 A1 DG 3 C 2A3 + Ay
E7 A3 + A2 -|— A1 2 ]. ]. (Z) E 1 <\4> C 2A3 + Ay
Er 2A3 2 1 1 Ay Dg — | €243+ Ay
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E. | 245t A, 51 1] 110 > < [§8.2.1
Er | A+ A 11110 5 5
E; Ag+ Ag 1] 1] 1|0 ) 1 | (\b)
E; As + A ]H 1 1 110 by 1 | af = a,, <\3>

" 1] 1 110 3 — | at =4y, L: Eg
Er | As t A, 21 1 | 110 5 < 5821
E7 D4 + Al 3 1 1 2A1 X 1
E7 D4 + 2A1 6 1 1 A1 D5 —
E.| Dst4, | L[ 1] 10 5 T (\6)
Er D¢ + Ay 2 1 1 0 % —
by S # | #= [#= [EF B P
Es Al 1 1 1 E7 O 8
ES A2 1 1 1 E(; O 7
Eg As 1 1 1 | Ds o 7
Es A4 1 1 1 A4 o 6
FEg Asg 1 1 1 As + Ay o 4
Fs Ag T 114 Er 3
FEg A7 ]// 1 1 1 A1 Er —

I 1] 1] 110 by 1 [(\2)
Eyg Ag 1 1 1 0 by —
Eg D4 1 1 1 D4 o 1
Eg D5 1 1 1 A3 o 2
Eg D6 1 1 1 2A1 O 1
Es D 1110 5 1| (\D)
Eg Dy 2 1 1 0 by —
Eg Eg 1 1 1 | As o 1
Eg E7 1 1 1 A1 O 1 <\8>
Eg Eg 1 1 1[0 by 1
Fs 24, T 11D 5 21
Eg 3A; 1 1 1 Dys+ A | o 21
ES 4A1 ]N 1 1 1 D4 D4 —
roT 11 44 5 7 1 (2,3,6,8)

Eg 5A1 5 1 5 3A1 D4 + A1 — §823
Fx TA, 30 1 |30 | 4, E; 5823
Eg 8A; 300 1 |30 |0 b +— | §8.2.3
Eg A2 + Al 1 1 1 A5 o 28
Eg As + 244 1 1 1 | As Dy 28
Es | A, t 34, T 1] 14 Er 7
FEg Ay 4+ 44, 1 1 110 % — | L:Ay+ Dy
Es 2A2 1 1 1 2A2 o 8
Ey 245+ A4 2 1 1 | As Eg 9
By 245 + 24, 2 1 110 X 2 | caa,
FEyg 3142 4 1 1 A2 FEg —
ES 3A2+A1 4 1 1 @ by — C4A2L:E6+A1
Eg As + Ay 1 1 1 |A3+A; |o 20
Eg A3 + 2141 ]” 1 1 1 A3 Dy —

PIT T 124, De 10 | (2,3,4,6,8)
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Eg A3 + 3A1 3 1 3 A1 Er — | L: D5+ Aq
Eg A3+4A1 3 1 3 (Z) by — CA3+D5LID7
Fs A3+ Ay T 1124, De 10
Eg A3 + A+ Ay 2 1 1 Ay Er 4
Eg A3 + Ag + 2A1 2 1 1 (Z) by C Dg +2A;
— | L:Ds+ A2
FEg 2A3 ]” 1 1 1 2A1 Dg —
P [T 110 5 2 [(2,3,4,6,7,8)
Eyg 2A3 + Ay 2 1 1 Ay E; —
FEg 2A3 + 2A1 2 1 1 0 DM < | C Dg +24;
Fs Ay + A, T 1] 1 A4 Es 12
Es | A, + 24, T 1110 5 5
FExg As+ Ay 2 1 1 Aq FEr 4
ES A4 + A2 + A1 2 1 1 @ by 1 <\4> C 2A,4
FEg Ag+ As 2 1 1 0 % 1 <\5> C 244
FEg 244 2 1 110 X +— | §8.2.1
FEg As + Aq ]” 1 1 1 | Ay FEs —
P T[T 4 Jo 3 [ (1,4,5,6,7,8)
Eg A5+2A1 2 1 2 @ E C As + A2 + Ay
— | L:Eg+ Ay
ES A5 + A2 2 1 1 A1 E7 —
FEs | As+As+ Ay | 2 1 110 » +— | §8.2.1
Bs| Aot A, | L[ 1] 10 5 1103
FEg A7 + Ay 1 1 1 0 » —
ES D4 + A1 1 1 1 3A1 e} 2
FEg Dy + 2A1 3 1 1 2A1 Dg —
ES D4 + 3A1 6 1 1 A1 E7 —
Es | Di+ A T 1110 > 1
Eg Dy + Aj 3 1 1 0 % — | cepny, L: Dy
Fs 2D, 61 1 110 5 (5324
Eg Ds + Ay 1 1 1 Aq Er 3
Eg D5 + 2A1 1 1 1 0 by — | L: D7
Eg D5 + A2 2 1 1 @ % 1 <\6> C D5 + A3
Eg D5 + Ag 2 1 1 0 by — §821
ES D6 + Al 2 1 1 A1 E7 —
Eg D¢ + 2A1 2 1 1 0 b — §821
Bs| BotA | L[ 1] 10 > T O
FExg E¢ + A, 2 1 110 b +— | §8.2.1
Eg E7 + A1 1 1 1 0 % —
D = # | #e#= | = =1 [P
Iy AL 1] 1 1 | Csq o 2
A5 T 11 B o D)
5 AL 111 A 5 1
A3 T 1 1AL 5 I
A5 T 1|10 5 =L, S:Cs
5 DF T 1110 5 pn
DY T 110 5 P S O
F4 BQ 1 1 1 BQ o} 1
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Fy Bs 1] 1] 1]A7 o 1] (\4)
Fy Cs 1] 1] 1]AF o 1 [\
Fy B, 1 1 1 0 % —
Fy C4 1 1 1 0 b «— | S: Fy
Iy Iy 1] 1 110 3 1
F4 QA{J 1 1 1 32 B2 —
QA% 1 1 1 By By «— | S: By
A + AY 1] 1] 1 [AF+A7] x 4
Fy 3AL 1] 1] 1AF Cs —
A7 +2AT 1] 1] 1[A7 Bs —
2AT + AL T 1] 1/[AF Cs — [ S: By + AT
Fy 4AF 111110 by —
4A7 1111110 by — | S:F,
2A7 + 2AF 1711110 by — [ S: By +2AT
Fy AL+ A7 11110 by 1| (\3)
A5 + AT 11170 by 1 [(\2)
i By + AF 1] 1 1 | AP Cs —
By + Al 1 1 1 Ais Bsg «— | S: Bs
Fy By + 2A1 1 1 1 0 b “—
By +2A7 1111110 by — | S:B,
F4 2Bg 1 1 1 @ b)) «— | S: B4
Fy AS + AT 111710 ¥ — [ S:Cs+ Al
Fy Cs + Af 1 1] 1]0 by —
F4 B3 —+ A‘ls 1 1 1 @ > — | S: B4
G> Af 1] 1|1 ]A47 o 1] (\2)
A3 1] 1 ][ 1AL o T [(\D)
AS T 1T [1]0 ) — [ S:G,
Ga Go 1] 1 110 by 1
G A7 + AT 1 1] 1]0 by —

We explain some symbols used in the above table.

Remark 10.7. i) In the table we use following notation.

st={aeZ;|pl<lal (V8eD)},
AS ~ AL~ A, AL cxl A nxl =4,
DS ~DE ~D,, DEcxt DSnxE=0.

ii) The symbols ] and ]” in the column X.
Suppose ¥ is irreducible and of exceptional type. Then #Hom(Z,%)/Out(Z) < 2.
When #Hom(Z,%)/Out(Z) = 2, ¥ is of type E7 or Fg and then the symbols [Z]’
and [E]” are used in [4] to distinguish the equivalence classes of the imbeddings
= C X. Then [E]' means that there is a representative Z in the equivalence class
such that

(10.32) ECA, CYX=E,
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with n = 7 or 8. For example, #Hom(4A4;, F7)/Out(44;) = 2 and the symbols
[4A1])" and [4A;]"” are used in [4], which are expressed by ]’ and ]’ respectively
in the column ¥ in our table (cf. (7.6)).

In [4] the distinction of the elements of Out(X)\Hom(Z, ¥)/Out(Z) such as |’
and ]” is not discussed but it is stated there that the distinction is due to actual
calculation.

iii) The structure of Outs(=).

If (#) = # Out(E) or (#) = 1 in the table, it follows from (10.2) that # Outx(Z) =
1 or Outx(Z) = Out(Z), respectively. In the column P in the table, a reference

—_

such as §8.2.3 gives the description of Outy (=) for other non-trivial cases.
If===+% C 2 = =1+ Ef‘ C ¥ and Out(E) & Out(El) X Out(Eg) and
=1 = (), we have

(10.33) Outs(E) ~ Naugy,(z)(Z2)/We.

The symbol “C = is indicated in the column P if Outy(Z) is easily obtained
by this relation. For example, Outg, (D5 + As) is isomorphic to Outg, (D5 + As)
through the imbedding D5 + A; C D5 + A3 C Es.

REFERENCES

[1] H. Aslaksen, M.L. Lang, Extending m-systems to bases of root systems, J. Algebra,
287(2005), 496-500.

[2] A. Borel, J. de Siebenthal, Les sous-groupes fermés de rang maximum des groupes de Lie
clos, Comment. Math. Helv. 23(1949), 200-221.

[3] N. Bourbaki, Groupes et algébres de Lie, Chapitres 4, 5 et 6, Hermann, Paris, 1968.

[4] E.B. Dynkin, Semisimple subalgebras of semisimple Lie algebras, Mat. Sbornik. N.S.
32(72)(1952), 349-462(Russian), English translation in A. M. S. transl. 6(1957), 111-244.

[5] V.G. Kac, Infinite Dimensional Lie Algebras, Third edition, Cambridge University Press,
1990.

[6] H. Oda, T. Oshima, Minimal polynomials and annihilators of generalized Verma modules
of the scalar type, J. Lie Theory, 16(2006), 155-219.

[7] H. Rubenthaler, Les paires duales dans les algébres de Lie réductives, Asterisque 219(1994),
121pp.

[8] N. Wallach, On mazimal subsystems of root systems, Canad. J. Math. 20(1968), 555-574.

GRADUATE SCHOOL OF MATHEMATICAL SCIENCES, UNIVERSITY OF TOKYO, 3-8-1, KOMABA,
MEGURO-KU, TOKYO 153-8914, JAPAN
E-mail address: oshima@ms.u-tokyo.ac.jp



