STABLE HYPERPLANE ARRANGEMENTS

TOSHIO OSHIMA

Abstract. We classify complex hyperplane arrangements A whose in-
tersection posets L(A) satisfy L(A) = m; ' o m;(L(A)) for i = 1,...,n.
Here 7; denotes the projection from C™ onto C™ ! that forgets the co-
ordinate z; of (z1,...,2n) € C", and m(L(A)) = {m:(S) | S € L(A)}.
We show that such arrangements A arise as pullbacks of the mirror hy-
perplanes of complex reflection groups of type A or B.

1. INTRODUCTION

Let A be a hyperplane arrangement in V' = C™. That is, A is a finite union of
hyperplanes :

A>3 H :={fu(x) =0]|x € V} where each fy(z) is a polynomial of degree 1.
If 0 € H for every H € A, we say that A is homogeneous.
Definition 1.1. We denote by L(A), or simply by £, the set or poset of affine

subspaces of V' obtained as intersections of hyperplanes in A

L‘:L(A)::{ﬂ H#A0|BcC A
HeB
and put

LB = (AW .= (S e L(A) | codimS =k}, L£O ={v}, £V =A
For affine subspaces S, S’ € £, we define

L% = L¥(A) = {T e ™ | T C 5},
L% = L% (A) = {T e ™ |T > 5},
Ag:=L8, ={He A|H> S}
For a non-zero vector v € V and S, S’ € L, we define

(v, Sy :={tv+y|teC,yeS}, N
A, ={He A|(v,H)y=V},
AS = A\ A,,
me, A:= AU {(v,8) | codim(v,S) =1, S € L(A)P}. H
We call mc,, A the convolution of A by v.

H,y

Remark 1.2. (1) When we fix a coordinate x = (x1, ..., x,) on C”, the i-th standard

basis e; := (0,...,0, I, 0,...,0) will occasionally be denoted by x; for brevity.
(ii) Let S = HN H' € £® with H, H' € A. Suppose
H={xeC"|cri+ - +cpxn+c=0} and H = {zx € C" | dyz1+ - -+, x,+c = 0}.
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Then H € A,, if and only if ¢; # 0.

If H, H' € AS , then (x;,5) = S.

If He A, and H' € A5, then (x;,5) = H'.

If H, H € A,,, then

(;,S) ={z € C" | ci(crx1 + -+ + cpp +¢) = ci(chwr + - + iz + )}

Definition 1.3. A non-zero vector v € V is said to be parallel to S € L(A), or
equivalently that S is called v-closed if and only if (v,S) = S. If (v,S) # 5, v is
transversal to S.

A is called v-closed if and only if (v, S) € L(A) for every S € L(A)®.

If there exist n linearly independent vectors vq,...,v, € C™ such that A is v;-

closed for each i, we say that A is stable. Equivalently, in the coordinate system
defined by {v;} we have

mc,, A=A (it=1,...,n).
Example 1.4. (i) The braid arrangement
A= U {(z1,...,2,) €C" | z; = )}
1<i<j<n

is a stable hyperplane arrangement, which corresponds to mirror hyperplanes of
the reflection group of type A, _1.

(ii) The arrangement of mirror hyperplanes of the reflection group of type D,,
A={z;==xz;|1<i<j<n} (n>4)
is not stable, which is contained in the stable hyperplane arrangement of type B,

A=AU{z; =0|1<i<n}.

(iii) Under the coordinate system (x,y) of C2, .

A={{z =y}, {z+y=1}, {z+y=2}} CC?

£ ={(3.1), 1,1}, ] p
1 0 1 2

mCmA:AU{{yzi}’ {y:l}} Ty :r+y:1m+y:2

There exists no stable arrangement A satisfying A A

The purpose of this paper is to give a classification of stable hyperplane arrange-
ments. Moreover, in §4, we determine the vectors v for which a stable hyperplane
arrangement A is v-closed. We note that the definition of stable arrangements
shares features with that of fibre-type arrangements (cf. [1]).

Lastly in this introduction, we explain the motivation for this paper.

A Pfaffian system with logarithmic singularities along hypersurface arrangement
A is given by
(1.1) M:du=Qu, Q=Y Apdlogfy (Q2AQ=0)

HeA

where Ay are constant square matrices of size N and u is a vector of N unknown
functions Each Ay is called the residue matriz of M along H, and the condition
QA Q = 0 is the integrability condition of M. Then the convolution of M with
respect to the variable x; and a parameter y € C produces a new Pfaffian system

(1.2) M =fieg, M :di=Qa, Q= Y Agdlog fr.
Heme,; A
The middle convolution me,, ,, M of M is defined (see [3]) as an irreducible quotient

of M , and the corresponding transformation of solutions is realized by a Riemann-
Liouville integral. Here the middle convolution of M generalizes the operation
introduced for ordinary differential equations in [4, 2]. An addition of M is the
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transformation induced by the gauge change u — (H HeA f;‘IH )u with parameters
Ag € C. A wide class of systems can be generated from a given system by successive
additions and middle convolutions. For example, any Fuchsian ordinary differential
equation without an accessory parameter can be obtained from the trivial equation
u’ = 0 (cf. [4]). In particular, applying convolution to an addition of the trivial
system (with Ay = 0), for generic parameters Ay, v, and u, yields an irreducible
Pfaffian system whose singular locus equals mc,, A. If A is stable, these transforma-
tions may be analyzed while keeping the singular locus fixed. When A is the braid
arrangement, the system is of K Z-type and the corresponding transformations were
studied by [5]. The non-stable case will be treated in [6].

2. CLASSIFICATION OF STABLE HYPERPLANE ARRANGEMENTS

We first examine the property of being “v-closed,” defined in the previous section,
which will be used in [6].

Lemma 2.1. (i) Let S € £ and T, T' € £9"™ 5" with T # T'. Then Ap N
Apr = Ag.

(ii) The arrangement mc, A is v-closed.

(iii) For S € L, the subspace S is v-closed if and only if As C AS.

(iv) Let He A, and S € L. If S is v-closed, then HNS # 0, and

(2.1) Anns N A, = As.

(v) Assume that A is v-closed and that S € L is not v-closed. Let H € AgN.AS.
Then

(2.2) S=HnN(v,S) and (v,8)= ()| H.
H'e AgnAg

In particular, the poset L is v-closed.

Proof. Let T, T' € E(chdlm ST f there exists H € (ArNAp)\ Ag, then T, T' C
HNS G S, which implies T'=T" = HN S. This proves (i).

Let H, H' € mc,, A with codim{v, HNH') =1. If H ¢ A, then (v, HNH') = H,
which proves (ii).

Let H € A. For any y € H, we have v+ y € H if and only if H € AS. Hence
S € L is v-closed if and only if Ag C AS, which establishes (iii).

Suppose that H € A, and S € L is v-closed. Since (v, H) = C™ and (v,S) = S,
it follows that H NS # 0. Let H' € (Agns NAS) \ As. Then H' NS = HNS and
Amns C AS, which contradicts the assumption that H € Agns. This completes
the proof of (iv).

Under the assumption of (v), let S € £*) with k& > 2, and suppose S = H N
HyN---NHy. Set H} := (v, HNH;) € A. Then HNH; = HNH} for j =2,..., k.
Hence S=HNH);N---NHj, and (v,S) = H,N---N Hj, which proves (v). O

Remark 2.2. Under the projection
. -1
i C" = C" (T, T 1, T T 1, - Tn) B (T i1, Tig e, X)),

we have
L(me,, A) = LA U [ =" (m(9)).
S€EL(A)

Hence A is stable if and only if
L(A) = ;' (mi(L(A))) foralli=1,...,n.
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We now study the condition under which A is z;-closed. Throughout this section,

a coordinate transformation of (x1,...,x,) will usually mean a transformation of
the form
(2.3) T a;regy+b; (j=1,...,n),

where a;, b; € C, a; # 0, and o is a permutation of the indices. Such transforma-
tions preserve stability.

Lemma 2.3. Suppose that A is stable. Then there exists a decomposition of the
set of indices

(2.4) ﬂP”JﬁZLJQ

such that
Az, N Ay, #0 if and only if there exists I; with i, i’ € I;.

Proof. Suppose that A, N Ay, # 0, Ay, N Az # 0, and Ay, N Az, N Az, = 0.
Then

{:ZEQ =cCc1x1 + h1($4, - ,I’n)}, {IQ = c323 + h3(£€47. . ,l‘n)} cA

for some non-zero constants ci, c¢3 and suitable functions h; and hs. Since A is
ro-closed, we have

Az, ﬂAmg_ > {011'1 + hy 203x3+h3} e A
Thus, if Ay, N Az, # 0 and A, N A, # 0, then A, N A, # 0. This proves the

lemma. O

According to the decomposition (2.4), the arrangement A can be written as
A= U U =,
(2.5) 1<j<m HEA;
;i C" — C*li,  (xq,...,2,) — (Tv)ver;s
where each A; is a stable hyperplane arrangement in C#%i. Conversely, for a given
decomposition (2.4), the arrangement A defined by (2.5) is stable if and only if

each A; is a stable hyperplane arrangement in C#li
To classify stable arrangements, we may assume that A is indecomposable; namely,

(2.6) Ae, N A, #0 (1<i<j<n).

We will give representatives of such arrangements under suitable coordinate trans-
formations of the form (2.3).

Note that the following lemma is straightforward.
Lemma 2.4. Let a,b € C with a # 0, and define
7:C" = C" ', (21, T2, Tne1, ) > (B0, B0, 1 + b2y,).

Then, for a hyperplane arrangement A’ in C"~', the inverse image 7~ (A’) is a
stable hyperplane arrangement in C" if and only if A’ is stable.

Definition 2.5. A hyperplane arrangement A in C" is said to be reducible if
A =n"A") for some arrangement A’ in C"~! as in Lemma 2.4, under a suitable
coordinate system (z1,...,x,). If A is not reducible, we say that A is reduced.

It is clear that an arrangement A given by the decomposition (2.5) is reduced if
and only if each A; is reduced.
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Remark 2.6 (Trivial case). Assume that #£2) = 1. Let £ = {S}. Then it
follows from the following Lemma 2.7 that

A:=mc,, meg, - -mey, A= AU {(z;,S) | codim(z;, S) =1, i=1,...,n}
is stable, and moreover L (A4) = {S}.

Lemma 2.7. Suppose that L) = {S}. Then S C H for every H € mc, A and
every non-zero vector v € V.

Proof. Let H € A. Since £ # (), there exists H' € A with HN H' # 0, and so
the assumption implies S = H N H', and hence S C (v,S) N H. O

Example 2.8. The hyperplane arragements
A={z;==41|i=1,..., 4y U{x; =240 |i=1,2} CCY
A = {{z1 +x9 + 25 =0}, {z; = £1}, {25 + 23 = £1}} C C3,
A" = {{z1 + 29+ 23 =0}, {o1 = 22}, {201 + 23 = 0}, {225 + 23 = 0}} C C?
are stable. But A is decomposable, A’ is reducible and #L(?(A") = 1.
We now state the main result of this note.

Theorem 2.1. Let A be a stable, reduced, and indecomposable hyperplane arrange-
ment in C™. Assume that #L£32 > 1, namely, A is non-trivial. Then, under a suit-

able coordinate system (x1,...,x,), there exist a positive integer m, a non-negative
integer v, and non-zero complexr numbers aq, ..., a, such that A has the following
form. Set

Q= {(3%;/771 |k:1,...,m},

Ac={{z;=wa;} lweQ, i=1,....,n, j=1,...,r},
Ao = {{z; =0} [1<i<n}.
Ifn=2, thenr > 1 and
A={{z1 =wz} lwe W} UAUA), whereleQ CQ.
If n > 3, then
A=A withm=1andn>3,or A=AUA. UA,
A= {{z; =wz;} lweQ, 1<i<j<n}

Remark 2.9. (i) When n = 2 in Theorem 2.1 and Q' = {wq,...,wr}, we may
assume that
Q={w" Wi | k..., kL € Zxo}
(ii) Examples of stable arrangements in C? with coordinates (,y):
T=1y r=Yy =0

z+y=0
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3. PROOF OF THEOREM 2.1

Proof of Theorem 2.1 for n. = 2. Choose (a,b) € L. Since A is z;-closed, we have
{z1 = a}, {x2 = b} € A. By the assumption of the theorem, we may therefore
assume that, under a suitable coordinate system (z,y) of C2,

{I:O}, {y:()}, {SC:].}, {y:1}7 {:E:y}G.A
In this case, the condition {z = ¢} € A equals {y = ¢} € A.

If #(Az, N A,,) =1, then the theorem follows immediately with m = 1.

Hereafter we assume #( Ay, NAg,) > 1.

Now suppose {y = = + ¢} € A for some ¢ # 0. If {x = d} € A, then {y =
c+d} € A and hence {z = ¢+ d} € A. By iteration, we obtain {x = nc+d} € A
for n =0,1,2,..., which would imply #.A = oo. Thus, under a suitable coordinate
transformation, we may instead assume that {y = ayz} € A with oy # 0, 1.

Hence we assume that

H ={y=z}, Hy={y=aiz}, H3={y=axr+tas}, Hi={z=1}c A
Here we do not necessarily assume Hsz # Hy or Hz # Hs.

If {x = z} € A for some z € C, then {x = 2z} N Hy = {(z,a12)} € L, so
{y = a1z} € A and therefore {z = ayz} € A. Similarly, {z = z} € A implies {x =
asz + az} € A. The desired conclusion then follows directly from Lemma 3.1. O
Lemma 3.1. Let oj € C (j = 1,2, 3) satisfy cnas(ar — 1) # 0, and define

Tl(z) =z,
To(z) = asz + as.
Suppose there exists a finite set F C C such that 0 # z € F and Th(F) = Tx(F) =

F. Then az =0, and there exists an integer m > 2 such that

(3.1) o' =a3'=1 and FD{e%kfﬂk:l,...,m}.

Proof. Let a € F be such that |a| > |p| for all p € F. Note that at least one of
a or Ti(a) is not a fixed point of Tz. Since #F < oo, there exists m € Z~; such

that " = o = 1. For k = 1,2,...,m, we then have |a}¥asa + az| < |a|, hence
la + ar®aytas| < a|. Since a; # 1 and af* = 1, this inequality holds only when
ag = 0, which proves (3.1). O

We next prepare a lemma that reduces the proof of the theorem to lower-
dimensional cases.

Lemma 3.2. Let A be a hyperplane arrangement in C™ with coordinates (x1, s, ..., xy,)
and n > 3. Fiz an integer m with 1 < m < n and a point p € C*~™. Define
Vii={(x1,...,20) | (®ms1,---70) =D},
and call
A ={HNV'|He A} \ {0, V'}
a specialization of A. Fori =1,...,m, A is x;-closed whenever A is x;-closed.
Moreover, if A is reduced, then so is A’.
Proof. For Hy,Hy € A, set H} := H; NV’ for j = 1,2. Assume H} # ) and
H} # V' for j = 1,2, and further that Hy # Hj but Hy N Hj # (. Write
Hj={(2',2") e C"| f;(a') = g;(2")}, Hj={a" € C™| f;(a') = g;(p)},
where f;(z') and g;j(z”) are affine linear polynomials in 2’ = (z1,...,2,,) and
2" = (Tm41,---,%n), respectively, satisfying f;(0) = 0. The assumptions imply
that fi and fs are linearly independent over C. It then follows that

<$i,H{ﬂHé>:<$i,H1 ﬂHQ)ﬂV’ (i:l,...,m),
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which proves the claim of the lemma. Note that dim H ]’ = m — 1 holds precisely
when f; # 0 and f;(0) = 0. O

Remark 3.3. A stable hyperplane arrangement A in Theorem 2.1 with r > 0 and
n > 2 can be viewed as a suitable specialization of a stable homogeneous hyperplane
arrangement. For example, by setting x3 =0 and x4 = 1 in {{z; =z;} C C*| 1
i < j <4}, we obtain the hyperplane arrangement {{z1 = 2}, {z; = 0}, {;
1} |i=1,2} in C%

A

The following lemma is the key step in proving the theorem for the case n > 3.
Lemma 3.4. Under the assumption of Theorem 2.1, we have
A, VA, N Ay, =0 for1<i<j<k<n.

Proof of Theorem 2.1 for n > 3 assuming Lemma 3.4. We know that A,, N A, #
0 while A,, N A, N A, = 0 for distinct indices 4,5,k € {1,...,n}. Hence, we
may assume that {z; = 2,11} € £L® for i = 1,...,n — 1. It then follows that
{z; =2;} € L® forall 1 <i < j < n. Applying Lemma 3.2 together with the case
n = 2, we obtain the theorem.

Indeed, if #(A;, NA,,) = 1, then the result corresponds to the case m = 1. If
there exist two hyperplanes Hy, Hs € A,, N A.,, we may assume Hy N Hy C {x; =
xz9 = 0}, and the theorem follows immediately. Note that if {z1 = asxs}, {22 =
azrs} € A, then {z7 = agazzs} and {x; = asazxs} € A, and therefore 4 D A’
with m > 1. O

Now we prove Lemma 3.4, starting with the case n = 3.

Lemma 3.5. Let A be a stable hyperplane arrangement in C3. Suppose A,, N
Az, N A, # 0.

(i) Then {{z1 =c1}, {z2 =c2}} ¢ A for any ¢y, ¢z € C.

(ii) Moreover, if {x1 = c¢1} C A or #L3) > 1, then A is reducible.

Proof. We may assume H := {x; + o + 23 = 0} € A. Suppose {z1 = ¢1}, {22 =
ca} € A. Then, by translation, we may further assume ¢; = co = 0. Since
(x1 + T2 + x3) — 1 = T3 + x3, we have {z3 +x3 =0} € A If {nzy =22} € A
(which holds for n = 0), then the relations

(x1+za+x3)+(ne1—22) = (n+1)x1+23, (N+1)zi4+a3—(ra+x3) = (n+1)21—22,
imply {(n + 1)z1 = 22} € A, contradicting #.4 < co. Thus we have (i).

If {xz1 = c1} C A, then {23 + 23 = —c1} C A, and (i) implies that A is
reducible. In fact, if H := {a121 + a2z + azzs = ap} € A with as # as, then
(x1, HN H") = {(az2 — a1)z2 + (a3 — a1)x3 = ao} € A, and moreover {z2 = c2},
{z3 = c3} € A with suitable ¢ and cs.

Now suppose #£2) > 2. Since A is stable, we have #A;, > 1fori=1,2,3.
Assume #AS = 1 for i = 1,2,3 and write A% = {{H;}}. Then for S € £,
we have S C H; for all i = 1,2,3. Since A5 N A5 NAS, = 0, it follows that
S = H; N Hy N Hs, hence £2) = {Hy N HyN H3} and #£2) = 1. Thus we may
assume #AG5 > 2.

Write

Al ={{m1+azs=¢}|i=1,2,...},
where a # 0 and ¢; # ¢g. Since {1 +x2+x3 = 0} C A, it follows from Lemma 3.2,
Lemma 3.5 (i), and the theorem for n = 2 that @ = 1, and hence A is reducible. O

Lemma 3.6. Let A be a reduced hyperplane arrangement in C™ with n > 4. Put
T=x1, Y==x9, 2 =23, W=1=u4, ¥ = (T5,...,Tp). If

{t+y+z=ho}, {w=h}, {y+az+w=hs}
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belong to A, then A is not stable. Here h; are affine linear polynomials in x'.

Proof. 1If a = 0, then it follows from Lemma 3.5 with the specialization x4 = --- =
» = 0 that A is not stable. If a = 1, then {& — w = hg — ha} € A because A is
y-closed, and A is not stable as in the case a = 0.
Thus we may assume a # 0,1. Then, from the relations

ar+(a—N)y—w=alz+y+2z2)— (y+az+w) z-closed),
w

z+(1l—-a)z—w=(x+y+2z) —(y+az+w) y-closed),
z+(1—a)z= (1-a)z—w)+w w-closed),

ar+ (a—1)y
(a—1Dy+(a®>—a)z—w=(az+ (a — )y —w) —alz+ (1 —a)z) z-closed),

z +
ax+(a—a2)z+w— azx + (a — 1)y)—((a—1)y+(a2—a)z—w) y-closed),
20z + (a — 1)y + (a — a*)z = (az + 2z+w)+(ax+(a71)y7w)
ar+(a—a®)z+(1—a)w=(1- )(y+az+w)+(am+(a—l)y)

(1—a)(y + az + 2w) = 2(az + ( (a—a® )z + (1 — a)w)

- (2az + (a — 1)y + (a — a2)z) (z-closed),

(

(

(@ + (
=(az+(a—1)y—w) +w (w-closed),

(

(az + ( (
=( (a— (w-closed),
(

y-closed),

we obtain {y + az + 2w = h3} € A. Hence {y + az + 2"w = hy4o} € A for
n=0,1,2,..., where each h, 2(z') is an affine linear polynomial in z’. O

Proof of Lemma 3.4. Let m be the maximal integer such that there exist indices
i, satisfying 1 <i; <--- <ip <nand Ay, N NA,  # (). We will show that
m = 2.

Assume to the contrary that m > 2. Without loss of generality, we may assume
H={x1+ 42, =0}c A

Suppose m < n. Choose Hy € Az, N Ag, . By the maximality of m, there
exists ¢ with 1 < i < m such that Hy € A5 . We may assume i = 1, and write

Hy = {2+ asws + -+ + am@m + Tng1 + -+ + ann = a0l

Suppose A5 N---NAS  # (, and let H3 € A5, N A5 . We may assume
Hz e A, ... By setting x4 = =z, =0, Lemmas 3.2 and 3.6 imply that A is
not stable, hence AS N---N A;m =0.
x Y =z w
(.’El,$2,l‘3, sy Ty Tmy4-1y - - - 71‘71)

Thus, including the case m = n, we may assume
Hy = {x3+ azzs + - + apr, = ao} € Aj,
Since #L£2) > 1, there exists
Hs = {byxy + bawg + bszg + -+ bpzy, =bp} € A

such that Hz p Hi; N Ho.

If H3 N Hy = (), then by Lemma 3.4 and Lemma 3.2 (with the specialization
x4 = -+ =z, = 0), A is either reducible or not stable. Hence we must have
HsNH, #0.

Since A is xi-closed, we may assume by = 0. Similarly, as H3 N Hy # 0, the
xo-closedness of A implies that we may also assume by = 0. Because A is non-
trivial, there exists some b; # 0 with 3 < i < m; we may take bg # 0. Then,
applying Lemma 3.5 to the restriction x4 = -+ = x,, = 0, we conclude that A is
not stable. O
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4. A RELATED RESULT

In this final section, we determine all vectors v for which a stable hyperplane
arrangement A is v-closed.

Proposition 4.1. Let A be the hyperplane arrangement described in Theorem 2.1,
and assume that #L£32 > 1. Let v be a non-zero vector in C™ such that A is
v-closed.

If r >0 orm > 1, then v is a scalar multiple of one of the coordinate vectors x;.

Ifm=1and A= A"UAy, then v is a scalar multiple of either one of the z; or
of (¢,...,c) € C™ with ¢ # 0.

Ifm=1and A = A, then v is a scalar multiple of one of the x; modulo
C(1,...,1).

Proof. We may assume v = (1, ¢a, c3, . ..) with ¢g # 0.
Suppose Hy = {z1 =0} and Hy = {x3 = a1} are in A. Then

<U,H1 n H2> = {xg = cox1 + 051} c A.
Hence r = 0 and n > 2. Since Hs = {2 = wa3} € A, we also have
<’U7H1 N H3> = {{EQ — Wwry = (62 — w03)x1} e A,

which implies c3 = wecs, and therefore m = 1 and ¢y = c3. By symmetry of the
coordinates (cf. o in (2.3)), we conclude that m =1 and v = (1,...,1).
Thus we may assume

A={{z;=2;}|1<i<j<n} withn>4.
We may further assume v = (1,0, ¢3, ¢4, ... ). Then
({1 — 22 =25 —24}) = {22 — 25 = (¢35 — cg) (11 — 22)} € A,
(v, {1 — T2 = 13 —23}) = {72 — T3 = —C3(T1 —W2)} € A.

Hence ¢ = ¢4 = 0 or 1. By symmetry, it follows that v = (1,0,0,...,0) or
(1,0,1,...,1), which proves the claim. O

Remark 4.2. (i) For m = 1, the expression of the arrangement A = A" U A, in
Theorem 2.1 remains the same under the coordinate system

(.’L’l —Tpye-- 3 Tpn—1 — Tn, _xn)
of C".
(ii) The arrangement A = {z; £ z; =0 | 1 < i < j < 3} is (1, €2, €3)-closed
when €, € {1,—1} for k =1,2,3.
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