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1. Introduction

A homogeneous spaceX = G/H of a connected Lie group G is called a symmetric
homogeneous space if there exists an involution σ of G such that H lies between
the fixed point group Gσ and its identity component Gσ

o .

Example 0. For a connected Lie group G′, put G = G′×G′, σ
(
(g1, g2)

)
= (g2, g1)

and H = Gσ. Then the homogeneous space X = G/H is naturally isomorphic to
G′ by the map (g1, g2) 7→ g1g

−1
2 . Then the action of G on X corresponds to the

left and right translations on G′ by elements of G′. Hence any connected Lie group
is an example of symmetric homogeneous space.

If G′ is the abelian group Rn in Example 0, then the ring D(Rn) of invariant
differential operators on Rn equals the ring of differential operators with constant
coefficients and L2(Rn) is naturally unitary representation space of Rn. The ir-
reducible decomposition of the representation is given by Fourier transformations
and it is also regards as a spectral resolution of D(Rn) or expansions of functions
in L2(Rn) by joint eigenfunctions of D(Rn).

Considering the above, we give a method of Fourier analysis on X when G is
semisimple. Hereafter we assume G is semisimple and first cite more examples.

Example 1. G/K: a Riemannian symmetric space of non-compact type.

Example 2. A Riemannian symmetric space of compact type.

Example 3. G′
c/K

′
c: a complex semisimple symmetric space, where G′

c is a com-
plex semisimple Lie group and K ′

c is a complexification of a maximal compact
subgroup K ′ of a real form G′ of G′

c (for example, SL(n,C)/SO(n,C)).

Example 4. G/Kε: this is defined in [7] (cf. Definition 8). The complexification of
the Lie algebra of Kε coincides with that of K (for example, SL(n,R)/SO(p, n−p),
Sp(n,R)/U(p, n− p), Sp(n,R)/GL(n,R).)

Berger [1] gives a list of irreducible pairs (g, h) of Lie algebras corresponding to
(G,H) under outer automorphism. (Several easy ones are missed in the list.) If
g are of exceptional type, there are 131 inequivalent irreducible pairs (g, h) and
among them 49 ones belong to Example 4 and 36 ones do not belong to any one of
Example 0 ∼ Example 4.

The group G acts by left translations on the space L2(X) of square integrable
functions on X with respect to a G-invariant measure. Then L2(X) is a unitary
representation space of G. In Example 0 an irreducible decomposition of L2(X) is
obtained by Harish-Chandra. One of our purpose is to obtain that of L2(X) in the
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case of general X. Although we have not yet a general formula about it, we want
to mention a method to do it.

Remark 5. Let Ĝr denote the support of Plancherel measure of L2(G). Then

that of L2(G/H) is not necessary contained in Ĝr. In general and if n > 2,
there appears complementary series representations of SOo(n+1, 1) in L2(SOo(n+
1, 1)/SOo(n, 1)).

2. Notation

Let G be a connected real form of a connected complex semisimple Lie group
Gc and g a Lie algebra of G. Let σ be any involutive automorphism of G and H a
subgroup of G lies between Gσ and Gσ

o . Then the homogeneous space X = G/H is
called a semisimple symmetric space. We fix a Cartan involution θ of G commuting
with σ and also denote by σ and θ the corresponding C-linear involutions of Lie
algebra gc of Gc. Let g = k+ p (resp. h+ q) be the decomposition of g into +1 and
−1 eigenspaces for θ (resp. σ). Then we have the direct sum decomposition

g = k ∩ h+ k ∩ q+ p ∩ h+ p ∩ q.

Let a a maximal abelian subspace of p ∩ q, ap a maximal abelian subspace of p

containing a, and j̃ a Cartan subalgebra of g containing both ap and a maximal
abelian subspace of m ∩ q, where m denotes the centralizer of ap in k. Furthermore

we put j = j̃∩ q, t = j∩ k, `′ = dim j and ` = dim a. We call `′ the rank of G/H and
` the split rank of G/H. Thus we have the inclusion relations:

q
∪

⊃ j ⊃
g ⊃ j̃ a ⊂ p ∩ q⊃ ap ⊃

∩
p

For a linear subspace b of g, bc denotes the complexification of b. If b is a subalgebra,
U(b) denotes the universal enveloping algebra of bc. Let Ad (resp. ad) denote the
adjoint representation of Gc (resp. gc) on gc or U(g). For a θ-invariant linear

subspace ã of h̃, ã∗ denotes the dual space of ã and ã∗c the complexification of ã∗c .
Then we put gc(ã;λ) = {X ∈ gc; ad(Y )X = λ(X) for all Y ∈ ã} and g(ã;λ) =
gc(ã;λ) ∩ g for any λ in ã∗c and moreover Σ(ã) = {λ ∈ ã∗c − {0}; gc(ã;λ) 6= {0}}.
By the Killing form 〈 , 〉 of the complex Lie algebra gc, we identify ã∗c and ãc,

and therefore ã∗c is identified with a subspace of j̃∗c . Let K, Ap and A denote the
analytic subgroups of k, ap and a, respectively, and let M (resp. M∗) denote the
centralizer (resp. normalizer) of ap in K. Then the quotient group M∗/M , which
will be denoted by W (ap), is the restricted Weyl group. Under the above notation
we have easily

Lemma 6. i) j is a maximal abelian subspace of q.
ii) Σ(j) and Σ(a) satisfy the axiom of root systems. Let W (j) and W (a) denote the
corresponding Weyl groups.
iii) Put

W (j)θ = {w ∈W (j); w|a = id}, W θ(j) = {w ∈W (j) : w(a) = a},
W (ap)σ = {w ∈W (ap); w|a = id}, W σ(ap) = {w ∈W (ap); w(a) = a},

and W (ap;H) = (M∗ ∩ H)/(M ∩ H). Then W (ap)σ ⊂ W (ap;H) ⊂ W σ(ap) and
the quotient group W θ(j)/W (j)θ and W σ(ap)/W (ap)σ are naturally isomorphic to
W (a).
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iv) We can define compatible systems of positive roots Σ(̃j)+, Σ(j)+, Σ(ap)
+ and

Σ(a)+.

We put ρ = 1
2Σα∈Σ(̃j)+α and n = Σα∈Σ(ap)+g(ap;α) and denote byN the analytic

subgroup of G with Lie algebra n. Then P = MApN is a minimal parabolic
subgroup. We define another parabolic subgroup Pσ =

⋃
w∈W (ap)σ

PwP and its

Langlands decomposition Pσ = MσAσNσ so that MσAσ is the centralizer of a
in G. Let mσ = m(σ) + g(σ) be the direct sum decomposition into ideals of the
Lie algebra mσ of Mσ so that the corresponding analytic subgroup M(σ)o (resp.
G(σ)) of G is compact (resp. semisimple of non-compact type). We put M(σ) =
M(σ)o(K ∩ exp

√
−1ap).

Lemma 7. M(σ) ⊂M , G(σ) ⊂ H and Mσ =M(σ)G(σ).

Let w1, . . . , wr be representatives of the factor set W (ap;H)\W σ(ap), where
r = [W σ(ap) : W (ap;H)]. We choose representatives w̄i of wi in M∗ satisfying

Ad(w̄i)̃j = j̃, Ad(w̄i)j = j and w̄i(Σ(j)
+
θ ) = Σ(j)+θ . Here we put Σ(j)+θ = {α ∈

Σ(j)+; α|a = 0}.
Finally we give a definition of Kε (cf. Example 4).

Definition 8. For any homomorphism of ε of Σ(ap)∪{0} to {±1} (i.e., ε(α+β) =
ε(α) + ε(β) if α, β ∈ Σ(ap) ∩ {0}) we define an involution θε of g so that

θε(X) = ε(α)θ(X) for X ∈ g(ap;α).

Putting kε = {X ∈ g; θε(X) = X}, we define an analytic subgroup (Kε)o of G with
the Lie algebra kε. Then Kε = (Kε)oM .

3. A realization of X

We want to construct a compact real analytic manifold X where our analysis is
laid. For example, if X is SL(2,R)/SO(2), X is naturally identified with an upper
half plane and X is P1

C. In general X has the following properties.

i) The group G acts analytically on X and then X is decomposed into finite number
of G-orbits. An open orbit is isomorphic to G/H and hence we identify X with the
orbit. The set of closed G-orbits contained in the closure of X in X is isomorphic
to {G/Qi; i = 1, . . . , r}, where Qi = (Mσ ∩Hi)AσHσ and Hi = w̄−1

i Hw̄i.

ii) The orbital decomposition is of normal crossing type (i.e., there exists a local
coordinate system (t, x) = (t1, . . . , tm, x1, . . . , xn) around any point in X such that
G(t, x) = G(t′, x′) if and only if sgn t = sgn t′ (∈ {−1, 0, 1}m)).

iii) Any element of the ring D(X) of invariant differential operators on X is ana-
lytically extended to a differential operators on X.

A method of the construction of X is as follows (cf. [5]). Since G = KAH, we
think to compactify A. Paying attention to a Weyl chamber a+ of a, we have the
identification

G×A →̃ G× (0,∞)ℓ ↪→ G× Rℓ

(g, a) 7→ (g, t) =
(
g, (a−α1 , . . . , a−αℓ)

)
where {α1, . . . , αℓ} is the fundamental system of Σ(a)+. We define the equivalence
relation ∼ in G×A such that X ' (G×A)/∼. Using the above identification, this
equivalence relation is naturally extended to that in G×Rℓ, which is also denoted
by ∼. Putting Xo = (G × Rℓ)/∼, we can construct X by patching finite copies of
Xo. (In Example 1, Xo = X because G = K exp a+K with a+ = {X ∈ a; α(Z) ≥
0 for any α ∈ Σ(a)+}.)
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In the above construction, if tj = a−2αj (j = 1, . . . , `) in place of tj = a−αj , we
have a difference X (cf. [7, §2]):

i) X = SL(2,R)/SO(2) and t = a−α.

X = P1
C 3 z 7→ az + b

cz + d
,(

a b
c d

)
∈ G.

X = Xo

t
1

0

−1

SO(2) :
√
−1

isotropies: P : 0

SO(2) : −
√
−1

∞

ii) X = SL(2,R)/SO(2) and t = a−2α.

X =
{(u w

w v

)
; (u, v, w) ∈ (R3 − {0})/R×

+

}
' S2, X =Xo ∪ X0

U 7→ gU tg (g ∈ G). ↓ ↓

isotropies:

t

0

1

−1

−∞

t

−∞

−1

0

1

SO(2) ( 1
1 )

P ( 1
0 )

SO(1, 1)
(

1
−1

)
P

(
0
−1

)
SO(2)

(−1
−1

)

4. Boundary values of joint eigenfunctions of D(X)

For a D in U(g) we define a Dj in U(j) so that D − Dj belongs to U(g)h +∑
α∈Σ(j)+ gc(j;−α)U(g), and we put ι̃(D) = eρ ◦ Dj ◦ e−ρ. Then the identifi-

cation D(X) ' U(g)H/U(g)H ∩ U(g)h (where U(g)H = {D ∈ U(g); Ad(g)D =
D for any g in H}) and the map ι̃ induces the following algebra isomorphism.

Lemma 9. ι : D(X) →̃ I(j),
where I(j) denotes the ring of all W (j)-invariants in U(j).

We fix a ν ∈ j∗c , naturally identify the element of U(j) with a polynomial function
on j∗c and define a system of differential equations on X:

Mν : Du =
(
ι(D)(−ν)

)
u for any D in D(X).

Let B(X;Mν) denote the space of hyperfunction solutions of Mν . Since the system
has regular singularities along the boundaries of X in X, we can define boundary
values of closed G-orbits G/Qi define G-equivariant maps

βi
ν : B(X;Mν) → B(G/Qi;Lν),

where

B(G/Qi;Lν) =
{
f ∈ B(G); f(g) = χM(σ)o

ν (e)

∫
M(σ)o

χM(σ)o
ν (m)f(gm)dm

and f(gm′an) = f(g)a−ν−ρ for amy m′ ∈Mσ ∩Hi, a ∈ Aσ and n ∈ Nσ

}
.
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Here we use the following notation: B(G) denotes the space of hyperfunctions on

G. χ
M(σ)o
ν is the character of an irreducible unitary representation of M(σ)o with

the highest weight (ν + ρ)|t but χM(σ)o
ν = 0 if such representation does not exist.

(Hence B(G/Qi;Lν) = {0} if 〈ν, α〉/〈α, α〉 /∈ {1, 2, 3, . . .} for a suitable α ∈ Σ(j)+θ .)
Furthermore in this note any measure on any compact group is the Haar measure
so normalized that the total measure equals one.

Since M(σ) normalizes G(σ)Nσ and centralizes Aσ, the G-module B(G/Qi;Lν)
is decomposed into finite number of G-invariant subspaces according to the repre-
sentation with respect to the right translations by M(σ). We will explain it in the
next section.

5. Principal series for X

Let J̃ be the Cartan subgroup of G associated with j̃ and Π̃ the set of homoge-
neous of J̃ to the multiplicative group C×. For i = 1, . . . , r we put

Πi = {τ ∈ Π̃; τ(J̃ ∩Hi) = {1} and 〈dτ, α〉 ≥ 0 for any α ∈ Σ(j)+θ }

and Π =
⋃r

i=1 Πi, where dτ (∈ j̃∗c) denotes the differential of τ . Let Π′
i be the

set of equivalent classes of finite dimensional irreducible representations of Pσ with
non-zero (Pσ ∩ Hi)Nσ-fixed vectors. For δ ∈ Π′

i, let (πδ, Vδ) and (dπδ, Vδ) denote
the corresponding representations of Pσ and its Lie algebra, respectively. Let Vσ
be a highest weight vector of the representation (dπδ|mσ+aσ

, Vδ) with respect to

j̃ ∩ (mσ ∩ aσ) and the ordering defined in Lemma 6. Then if

πδ(g)vδ = τ(g)vδ for any g in J̃ ,

we identify a δ ∈ Π′
i and a τ ∈ Πi. This defines a bijection between Π′

i and Πi, so
we identify Π′

i and Πi.
Let τ be an element of Π and (πτ , Vτ ) a corresponding representation of Pσ. The

space Vτ has a Hermitian inner product ( , ) by which πτ |M(σ) is unitary. Let V
∗
τ be

the dual space of Vτ , 〈 , 〉 the canonical bilinear map of Vτ ×Vτ∗ to C and (π∗
τ , V

∗
τ )

the contragredient representation. Then (π∗
τ , V

∗
τ ) is isomorphic to (πτ∗ , Vτ∗) with a

suitable τ∗ ∈ Π. We choose a unit vector uτ in Vτ fixed by the identity component
of Mσ ∩H and define u∗τ in V ∗

τ by

(u, uτ ) = 〈u, u∗τ 〉 for any u in Vτ .

Definition 10. For a τ in Π, the G-module{∑
fj(g)⊗ vj ∈ B(G)⊗ Vτ ;

∑
fj(gman)⊗ vj = a−ρfj(g)⊗ π−1

τ (man)vj

for any m ∈Mσ, a ∈ Aσ and n ∈ Nσ

}
is called the space of (hyperfunction valued sections of non-unitary) principal series
for X and denoted by B(G/Pσ;Vτ ).

We remark that the space

L2(G/Pσ;Vτ ) =
{∑

fj ⊗ vj ∈ B(G/Pσ;Vτ ); fj |K ∈ L2(K)
}

is naturally a unitary representation space of G if dτ |a ∈
√
−1a∗.

We have r = 1 in Example 0, 1, 2 or 3. In particular, in Example 1, Q1 = P ,
Π = {1} and

B(G/Pσ;Vτ ) = {f ∈ B(G); f(gman) = a−dτ−ρf(g)

for any m ∈M, a ∈ Ap and n ∈ N}.
In Example 0, Q1 = {(ma1n1,ma2θ′(n2)); m ∈ M ′, aj ∈ A′

p and nj ∈ N ′} and

Π ' M̂ ′. Then B(G/Pσ;Vτ ) is the space of hyperfunction-valued sections of
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Uλ
δ ⊗ U−w∗λ

w∗δ∗′
, where Uλ

δ is the usual non-unitary principal series parametrized by

δ ∈ M̂ ′ and λ ∈ (a′p)
∗
c , δ

∗ is the contragredient representation and w∗ is the el-

ement of W (a′p) satisfying w∗Σ(a′p)
+ = −Σ(a′p)

+. In Example 4, the space of
principal series equals that in Example 1. On the other hand, for example, if
X = SL(n,R)/SO(p, n− p), r = n!/

(
p!(n− p)!

)
.

Lemma 11. Using the above notation, we have the G-isomorphism for each i:⊕
τ∈Πi

d′τ=ν

B(G/Pσ;Vτ ) ' B(G/Qi;Lν)

(Fτ ) ↔ f =
∑

〈Fτ , u
∗
τ 〉

In the above, d′τ = dτ + ρ|t and Fτ = pτf , where

pτf = χτ (e)

∫
M(σ)

χτ (m)f(gm)dm⊗ uτ

with the character χτ of the representation πτ .

Considering Mwν = Mν for w ∈W (j), we have u = 0 by Holmgren’s theorem if
a function u in B(X;Mν) satisfies β

1
wν(u) = 0 for any w in W (j). Thus we have

Proposition 12. Any irreducible representation of G realized in a subspace of
B(X;Mν) is isomorphic to a subrepresentation of a principal series representation
for X. (Considering unitary representations and their matrix coefficients, we can
prove (cf. Example 0) that any irreducible unitary representation of G is isomorphic
to a subrepresentation of a usual non-unitary principal series of G.)

6. Poisson kernels

In §4 we define an intertwining operator which maps the space of joint eigenfunc-
tion on X to the space of principal series for X. Since G/Pσ is compact, its inverse
map is considered to be an integral transformation by certain kernel function, which
should be a H-invariant section of principal series because of the G-equivariance.

Lemma 13. (cf. [4]) i)
⋃r

i=1Hw̄iPσ is a union of the open subsets Hw̄iPσ and the
union is dense in G.
ii) Hi ∩M(σ)AσNσ =M(σ) ∩Hi.

For i = 1, . . . , r, τ ∈ Πi and g ∈ G we put

hi(τ ; g) =


a−ρ

∫
M(σ)∩Hi

χτ (m
′ma)dm′ if g ∈ Hw̄imaNσ

with m ∈M(σ) and a ∈ Aσ′

0 if g /∈ Hw̄iPσ

and call this a Poisson kernel.

Lemma 14. i) If Re〈dτ − ρ, α〉 > 0 for any α ∈ Σ(a)+, hi(τ ; g) is a continuous
function of g ∈ G. It is meromorphically extended for all τ ∈ Πi as a distribution
on G and defines an H-invariant section of B(G/Qi;Ld′τ∗). By Lemma 11 this
function corresponds to the element hi(τ ; g) ⊗ u∗τ in B(G/Pσ;V

∗
τ ). For simplicity

we will omit ⊗u∗τ .
ii) The function G 3 g 7→ hi(τ ; g−1) belongs to B(X;Md′τ ).

Definition 15. Partial Poisson transformations Pi
τ and Poisson transformations

Pν are G-equivaliant maps defined by

Pi
τ : B(G/Pσ;Vτ ) → B(X;Md′τ )

f 7→ (Pi
τf)(g) =

∫
K

〈f(k), hi(τ ; g−1k)〉dk
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and

Pν :

r⊕
i=1

⊕
τ∈Πi

d′τ=ν

B(G/Pσ;Vτ ) → B(X;Mν)

(fτi ) 7→
∑

Pi
τf

τ
i .

7. Integral representations of eigenfunctions

By a similar argument as in [7] we can prove

Theorem 16. i) For a ν in j∗c , B(X;Mν) 6= {0} if and only if there exists a w in
W (j) and a τ in Π such that wν = d′τ .
ii) For a generic ν in j∗c which satisfies the condition B(X;Mν) 6= {0} (cf. [6] for the
precise assumption) there exists a w in W (j) such that Pwν is an onto isomorphism.
Moreover we have

Pwν

( r⊕
i=1

⊕
τ∈Πi

d′τ=wν

D′(G/Pσ;Vτ )
)
= C′

∗(X;Mν).

Here D′(G/Pσ;Vτ ) denotes the space of distribution sections of the principal series,
C′
∗(X;Mν) = C′

∗(X) ∩ B(X;Mν) and C′
∗(X) is the dual space of the Fréchet space

C∗(X) = {f ∈ C∞(X); sup
(k,Y )∈K×a

|(Df)(k expY )ej⟨Y,Y ⟩
1
2 | <∞

for any j ∈ Z and D ∈ U(g)}.

8. c-function

The map of taking the boundary values and the Poisson transformation are
mutually inverse mappings up to constant multiple. Then we have

Definition 17. For τ ∈ Π we put I(τ) = {i ∈ {1, . . . , r}; τ ∈ Πi} and

c(τ) =
(
pτ ◦ βi

τ ◦ Pj
τ

)
i,j∈I(τ)

.

We call c(τ) the c-function for X, which is a meromorphic function of τ ∈ Π.

For the explicit calculation of the c-function the following i) ∼ iv) are important.

i) c(τ) is given by integral of a product of certain power of polynomial functions
over θ(Nσ).

ii) By the technique due to Harish-Chandra, Gindikin-Karpelevič, Helgason and
Shiffmann (cf. [7, §4]) we can prove that c(τ) is a product of c-function for semisim-
ple symmetric spaces of split rank 1.

By i) and ii) we can reduce the calculation to the integrals
∫
(1 + x2)λdx in

Example 1,
∫
|1± x2|λ±dx in Example 4 (cf. [7, §4]) and

∫
(1+ z2)λ(1+ z̄2)λ+ndzdz̄

in Example 3. For the general cases we prepare the following:
We put

gd = k ∩ h+
√
−1(p ∩ h) +

√
−1(k ∩ q) + p ∩ q,

hd = k ∩ h+
√
−1(k ∩ q),

kd = k ∩ h+
√
−1(p ∩ h),

g(σ)d = [m(σ),m(σ)] ∩ h+
√
−1([m(σ),m(σ)] ∩ q)

and we denoted by Gσ, Hd, Kd and G(σ)d the analytic subgroups of Gc with the
Lie algebras gσ, hd, kd and g(σ)d, respectively. Then Gd/Kd and G(σ)d/G(σ)d∩H
are Riemannian symmetric spaces of non-compact type. Denoting by cRGd (resp.
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cRG(σ)d) the c-function for Gd/Kd (resp. G(σ)d/(G(σ)d ∩ K) with the variables j∗c
(resp. t∗c), we put

cGGd(τ) = cRG(σ)d(d
′τ |t)χτ (e)c

R
Gd(d

′τ)−1c(τ).

We remark that the c-functions for Riemannian symmetric spaces of non-compact
type are well-known.

iii) cGGd(τ) does not depend on the discrete parameter dτ |t.
iv) If the split rank of X equals one, K-invariant eigenfunctions in B(X;Md′τ ) are
expressed by Gauss’ hypergeometric functions.

The facts i) and iii) assure that we have only to consider the cases when dim a = 1
and dτ |t = 0. Then using ii) and iv), we have c(τ) by the connection formula for
Gauss’ hypergeometric functions. Thue cGGd is expressed in terms of trigonometric
functions.

In Example 1, Gd ' G and cGGd = cRG(σ)d = χτ = 1.

In Example 2, cGGd = 1, cRG(σ)d = cRGd and c(τ) = χτ (e).

In Example 3, Gd ' G′ ×G′, cRG(σ)d = χτ = 1, Σ(a) ' Σ(a′p),

cGGd =
∏

α∈Σ(a)+

α
2 /∈Σ(a)+

I
(
−〈d′τ, α̃〉

〈α, α〉
;mα,m2α

)
,

m′
α = dim g′(a′p;α)

and

I(λ;m,n) =
Γ(m+n

2 )Γ(m2 + n+ 1)Γ(n2 + 1) sin π
2λ

Γ(m+ n)Γ(n+ 1)2 cos π
4 (λ+m) sin π

4 (λ+m+ 2n)
,

where each α̃ is a root in Σ(j) satisfying α̃|a = α.
In Example 4, cGGd equals EεA

ε
w∗ which is defined and calculated in [7, §4].

In Example 0, Gd ' G′
C , Σ(a) ' Σ(a′p) and if τ |K∩

√
−1ap

= 1,

cGGd =
∏

α∈Σ(a)+

α
2 /∈Σ(a)+

I
( 〈d′τ, α̃〉

〈α, α〉
;mα,m2α

)−1

,

where we use the same notation as in Example 3.

9. Fourier-Laplace transform and their inverse

Let C∞
o (X) denote the space of C∞-functions on X with compact support. Then

the Fourier-Laplace transform Fψ or ψ̂ of the function ψ in C∞
0 (X) is given by

Definition 18. ψ̂(i, τ ; g) =

∫
X

ψ(xH)hi(τ∗;x−1g)d(xH)

for i = 1, . . . , r, τ ∈ Πi and g ∈ G.

Then ψ̂(i, τ ; ·) belongs to B(G/Pσ;Vτ ). Here the invariant measure d(xH) is
defined so that for φ ∈ C∞

o (X)∫
X

φ(xH)d(xH) =
r

#W (a)

∫
K×a

φ(k expY H)
∏

α∈Σ(a)+

D(α; expY )dkDY,

D(α; a) = |aα + a−α|m
−
α |aα − a−α|m

+
α ,

m−
α = dim g(a;α) ∩

√
−1gd, m+

α = dim g(a;α) ∩ gd

and the Euclid measure on a is determined so that the Fourier inversion formula
between functions on a and a∗ holds without a multiplicative constant.
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We put Πt
i = {τ |J̃∩K ; τ ∈ Πi} and Πt =

⋃r
i=1 Π

t
i. By the bijection τ 7→

(τ |J̃∩K , dτ |a) of Πi onto Πt
i × a∗c we identify Πi and Πt

i × a∗c . When δ = τ |J̃∩K

and λ = dτ |a, we write Pi
δ,λ, I(δ), c(δ, λ), c(δ, λ), ψ̂(i, δ, λ; g), etc. instead of Pi

τ ,

I(τ), c(τ), ψ̂(i, j; g), etc., respectively. Then the inversion formula is expected to
be something like

ψ ∼ IA(ψ) ≡
1

#W (a)

∑
δ∈Πt

Tr

∫
A

(
Pi
δ,
√
−1λ

ψ̂(j, δ,
√
−1λ; g)

)
i,j∈I(δ)

× c(δ,
√
−1λ)−1c(δ,−

√
−1λ)−1dλ,

where Tr denotes the trace of #I(δ)×#I(δ)-matrix.
Rosenberg [8] gives a proof of the Plancherel theorem for G/K. Here we will

review the proof: Since the origin in G/K is K-invariant, we can assume ψ is
K-invariant. For R > 0, let B′

R denote the R-ball about 0 in a and put BR =
K · expB′

R · K. Then a Paley-Wiener theorem says that Ia∗(ψ) has support in
BR if ψ has support in BR (which is proved as follows: Suppose ψ has support in

BR. Then the entire function ψ̂ of λ has some estimate for its growth order when λ
tends to infinity. Rewriting the integrand of Ia∗(ψ) by the use of spherical functions
and changing the path a∗ of the integral in a∗c , we can prove Ia∗(ψ)(x) = 0 by the
estimate if x /∈ BR). Since the map ψ 7→ Ia∗(ψ) does not increase the support,
(Ia∗(ψ))(e) = (Dψ)(e) with a suitable differential operator D. Using an estimate
for norms and the G-equivariance of the map and moreover considering ψ with
support contained in a small neighborhood of the boundary, we can conclude D
should be 1.

We want to apply this method to general cases. For the function ψ in C∞
o (X),

ψ̂ is meromorphic for λ. To have a Paley-Wiener theorem we change the path a∗

of the integral Ia∗(ψ). Since the integrand is meromorphic, there appears poles for
λ and thus by calculating the residues, Ia∗(ψ) should be replaced by

I(ψ) = Ia∗(ψ) +
∑

Res.

If ψ is K-finite with respect to the left translations, I(ψ) is well-defined because the
number of poles are finite. To calculate the residues we use the facts that any K-
finite eigenfunction of D(G/H) is uniquely corresponds to Hd-finite eigenfunction
of D(Gd/Kd) (cf. [2]) and that the latter is known to be expressed by Poisson
integral of its boundary value because Gd/Kd is a Riemannian symmetric space
of non-compact type. Thus we prove a Paley-Wiener theorem by putting BR =
K · expB′

R ·H. Moreover we prove that the map ψ 7→ I(ψ) of the space of K-finite
functions in C∞

o (X) commutes with the left action of g. If we prove that I(ψ) is
well-defined for any ψ ∈ C∞

o (X), (which is reduced to a problem on an analysis on
a compact Lie group,) we can proceed in a similar way as in [8] by the following
lemma.

Lemma 19. The Gσ
o -orbits containing in the K-orbit of the origin eH in X consist

of finite points.

We have not yet succeeded in obtaining a general inversion formula but I believe
the above procedure is possible for general cases.

Here we give inversion formulas for simplest cases.

In Example 1, ψ =

∫
(a∗

p)+

Piλψ̂(iλ)|c(iλ)|−2dλ

and

‖ψ‖2L2(X) =

∫
(a∗

p)+

‖ψ̂(iλ)|K‖2L2(K)

dλ

|c(iλ)|2
.
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In Example 3, ψ =
∑

δ∈ ̂exp ia′
p

∫
(a∗

p)+

Pδ,iλψ̂(δ, iλ)|c(δ, iλ)|−2dλ

and

‖ψ‖2L2(X) =
∑

δ∈ ̂exp ia′
p

∫
(a∗

p)+

‖ψ̂(δ, iλ)‖2L2(G′
c/Pσ ;Vδ,iλ)

dλ

|c(δ, iλ)|2
.

When G′ is complex semisimple, this coincides with the Plancherel theorem for
L2(G′).

If the rank of G/Kε equals one in Example 4, we have

ψ =

r∑
n=1

∫ ∞

o

Pn
iλψ̂(n, iλ)

dλ

|c(iλ)|2
+ 2π

∞∑
j=1

P(j)A
−1
j ψ̂j

and

‖ψ‖2L2(G/Kε)
=

r∑
n=1

∫ ∞

0

‖ψ̂(n, iλ)‖2 dλ

|c(iλ)|2
+ 2π

∞∑
i=1

(ψ̂j |K , A−1
j ψ̂j |K)L2(K)

with

ψ̂j =

∫
X

P(j)(x
−1g)ψ(xH)d(xH),

P(j)φ =

∫
K

〈P(j)(g
−1k), φ(k)〉dk,

P(j) =
(
Res
λ=j

hn(λ; g)c(λ)−1
)
n=1,...,r

,

Aj =
(
A(λ,w∗)Γ

(
−λ
2

)−1
)
λ=j

c(j)−1 Res
λ=j

Γ
(
−λ
2

)(
Aε

w∗(λ)− (−1)
λ
2

)
.

Here by the simple root α in Σ(a)+ we identify λ with −2〈λ, α〉/〈α, α〉. See [7] for
other notation.

An extended result and the precise argument will appear in another paper.
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