
VERSAL UNFOLDING OF IRREGULAR SINGULARITIES

OF A LINEAR DIFFERENTIAL EQUATION

ON THE RIEMANN SPHERE

TOSHIO OSHIMA

Abstract. For a linear differential operator P on P1 with unramified irregular
singular points we examine a realization of P as a confluence of singularities
of a Fuchsian differential operator P̃ having the same index of rigidity as P ,

which we call an unfolding of P . We conjecture that this is always possible.
For example, if P is rigid, this is true and the unfolding helps us to study the

equation Pu = 0.

1. Introduction

Gauss hypergeometric function F (α, β, γ;x) =
∑∞

k=0
(α)k(β)k
(γ)kk!

xk is a solution to

Gauss hypergeometric equation

(1.1) x(1− x)u′′ +
(
γ − (α+ β + 1)x

)
u′ − αβu = 0,

which has regular singularities at 0, 1 and ∞. Here we use the notation (a)k =
(a)(a+1) · · · (a+k− 1). Putting y = βx and taking the limit β → ∞, two singular
points y = β and ∞ converge to a confluent irregular singular point ∞. Then
Gauss hypergeometric function converges to Kummer function:

F (α, β, γ; y
β ) =

Γ(γ)

Γ(α)Γ(γ − α)

∫ 1

0

tα−1(1− t)γ−α−1(1− yt

β
)−βdt

β→∞−−−−→ 1F1(α, γ; y) =

∞∑
k=0

(α)k
(γ)kk!

yk =
Γ(γ)

Γ(α)Γ(γ − α)

∫ 1

0

tα−1(1− t)γ−α−1eytdt.

And the equation (1.1) converges to Kummer equation y d2v
dy2 + (γ − y)dvdy − αv = 0.

Similarly, the confluence of three singular points of Gauss hypergeometric equation
with suitable limits of parameters gives Hermite equation.

For a given linear differential equation

(1.2) Pu = 0

on P1 with irregular singularities, we want to construct a Fuchsian differential equa-
tion P̃ ũ = 0 with singular points as holomorphic parameters such that a confluence
of some singular points gives the original equation. Here we call P̃ an unfolding of
P . Note that the irregular singularity is more difficult to analyze it than the reg-
ular singularity and if it is a confluent singularity, the procedure of the confluence
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helps to analyze the equation. In the case of Gauss hypergeometric family, a versal
unfolding exists, which we call versal Gauss equation. As is given in §6, it is

(1.3) (1− t1x)(1− t2x)ũ
′′ + (λ̄1 + λ̄2x)ũ

′ + µ̄
(
λ̄2 − t1t2(µ̄+ 1)

)
ũ = 0,

which has the Riemann scheme (6.1). Put t1 = 1 and y = x− 1. Then (1.3) gives
Gauss hypergeometric equation or Kummer equation according to t2 = 1

2 or 0,
respectively. When t1 = t2 = 0, (1.3) gives Hermite equation.

We will assume that the irregular singularities of (1.2) are unramified (cf. §2). In
§3 we define a generalized Riemann scheme, a spectral type and the index of rigidity
for the equation as in the case of Fuchsian differential equations (cf. [13, Chapter 4]).
In §4 we define a versal unfolding of the Riemann scheme attached to the spectral
type, which is a generalized Riemann scheme of a Fuchsian differential equation
having singular points as parameters and the same index of rigidity. Using the versal
addition and the middle convolution of the element of the Weyl algebra, which are
defined in [13], in §5 we examine the construction of the versal unfolding P̃ of P
with this generalized Riemann scheme which has singular points as holomorphic
parameters such that special values of parameters give the original equation.

Since Katz [11] introduced two operations of linear differential equations, namely,
the middle convolution and the addition, the study of Fuchsian differential equa-
tions on P1 has been greatly developed. For example, there are an interpretation
of these operations in Schlesinger systems by [4], an answer to additive Deligne-
Simpson problem by [3] which gives a correspondence between the spectral types
of Fuchsian equations and the roots of a Kac-Moody root system and an analysis
of the solution to the single equation Pu = 0 by [13] which constructs the uni-
versal model with a given spectral type and studies the irreducibility condition of
the equation, connection coefficients of the solutions etc. and gives many explicit
formulas when the equation is rigid.

Assume the equation Pu = 0 has no ramified irregular singularity. Then these
operations are still quite useful. They keep the index of rigidity. There are classified
into only finite types under these operations for any fixed index of rigidity (cf. [8]).
In particular, if the equation is rigid, it is constructed by successive applications of
these operations from the trivial equation and for example, the local monodromy
around an irregular singularity is explicitly calculated (cf. [14]).

This paper will give a link between the study of Fuchsian differential equations
and that of equations allowing unramified irregular singularities. The main result
in this paper was announced by the author’s invited lecture on the annual meeting
of Mathematical society of Japan held in March, 2012.

2. Preriminary Results

We explain the notation used in this paper. We denote by Z, Q and C the set of
integers, the sets of rational numbers and the set complex numbers, respectively.
Then we put Z>0 := {k ∈ Z | k > 0}, Z≥0 := {k ∈ Z | k ≥ 0}, Z≤0 := {k ∈ Z | k ≤
0} etc. We denote by C[x] the ring of polynomials of one variable x with coefficients
in C, by C(x) the quotient filed of C[x], by C[[x]] the ring of formal power series of
x and by C((x)) the quotient field of C[[x]]. The ring of convergent power series at
x = c is denoted by Oc. Note that C[x] ⊂ O0 ⊂ C[[x]] ⊂ C((x)).

In this section we review on elementary results on singularities of the equation
Pu = 0. We denote by W [x] the Weyl algebra of one variable x with coefficients
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in C, which is generated by x and d
dx . Namely, the element of W [x] is a linear

ordinary differential operator with polynomial coefficients. We put ∂ = d
dx and

ϑ = x∂ for simplicity. Then [∂, x] = 1 is the fundamental relation of W [x]. We
define W (x) := C(x)⊗W [x] and W ((x)) := C((x))⊗W [x].

The degree of a polynomial a(x) is denoted by degx a(x) or deg a(x). The order
of a linear ordinary differential operator

(2.1) P = an(x) ∂
n + · · ·+ a1(x) ∂+a0(x)

with an ̸= 0 is n and denoted by ordP . In this paper we study the equation Pu = 0
in the cases when P ∈W [x], W (x) or W ((x)).

For a function φ(x) we put

Ad(φ)P := φ(x) ◦ P ◦ φ(x)−1

if this expression has a meaning. In particular

Ad(φ) ∂ = ∂−∂(φ)
φ and Ad

(
exp(φ)

)
∂ = ∂− ∂(φ).

Note that if u(x) satisfies Pu(x) = 0, then v(x) = φ(x)u(x) satisfies Ad(φ)(P )v(x) =

0. If ∂(φ)
φ ∈ C(x), Ad(φ) defines an automorphism of W (x), which we call an ad-

dition.
Let P ∈W ((x)) be

(2.2) P = ∂n +an−1(x) ∂
n−1 + · · ·+ a0(x) (aj(x) ∈ C((x))).

Here

aj(x) =

∞∑
ν=mj

aj,νx
ν (aj,ν ∈ C, aj,mj ̸= 0)

with mj ∈ Z ∪ {∞}. We assume that the origin is a singular point of P , namely,
there exists j satisfying mj < 0. Then the number

PrkP := max

{
− mj

n− j
, 1

∣∣∣ j = 1, . . . , n− 1

}
− 1 ∈ Q≥0

is called the Poincaré rank of P . We also define Prk P̃ = PrkP for P̃ = ϕ(x)P
with ϕ(x) ∈ C((x)) \ {0}. The singularity is regular or irregular according to the

condition Prk P̃ = 0 or Prk P̃ > 0, respectively. Then

(2.3) ν − (PrkP + 1)j ≥ −(PrkP + 1)n if aj,ν ̸= 0 (ν ≥ mj , j = 0, . . . , n− 1)

and if PrkP > 0 and n > 0, there exists (j, ν) = (j0,m0) such that the equality

holds in (2.3). For r ∈ Q≥0 and P̃ =
∑
cj,νx

ν ∂j ∈W ((x)) \ {0}, we put

wtr(P̃ ) := min{ν − (r + 1)j | cj,ν ≠ 0},

σ(r)(P̃ ) :=


∑

ν−(r+1)j=wtr(P̃ )

cj,νs
j (r > 0),

∑
ν−(r+1)j=wtr(P̃ )

cj,νs(s− 1) · · · (s− j + 1) (r = 0).

Then we have easily the following lemma.
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Lemma 2.1. For P, Q ∈W ((x)), ϕ ∈ C((x)) \ {0}, k ∈ Z, λ ∈ C and r ∈ Q≥0

σ(r)(ϕP ) = σ(r)(P ), σ(r)(Px
k)(s) =

{
σ(r)(P )(s) (r > 0),

σ(r)(P )(s− k) (r = 0),

wtr(PQ) = wtr(P ) + wtr(Q), σ(r)(PQ) = σ(r)(P ) · σ(r)(Q),

σ(r)
(
Ad(e−

λ
rxr )P

)
(s) = σ(r)(P )(s− λ) (r > 0),

σ(0)
(
Ad(xλ)P

)
(s) = σ(0)(P )(s− λ).

By this lemma we have the decomposition theorem (for example, see [16]).

Theorem 2.2. Let P ∈W ((x)) with the expression (2.2). Put r = PrkP . Then

(2.4) P =
(
∂ − x−r−1φn(x

1
p )
)
· · ·

(
∂ − x−r−1φ1(x

1
p )
)

with suitable p ∈ Z>0 and φj(x) ∈ C[[x]] satisfying pr ∈ Z.

Proof. We can prove the theorem by the induction on ordP . We may assume
ordP > 1.

Suppose r = 0. Then the origin is a regular singular point of P and the theorem
is well known. Let λ be one of the solutions to σ(0)(P )(s) = 0 such that Reλ

is maximal1. Put P̃ = Ad(x−λ)P . Then σ0(P̃ )(0) = 0 and σ(0)(P̃ )(j) ̸= 0 for

j = 1, 2, . . . and we easily obtain ψ(x) ∈ C[[x]] satisfying P̃ψ = 0. Then P̃ =

Q(∂− ∂(ψ)) + g(x) with g(x) ∈ C[[x]] (cf. [13, §1.4.1]). Since P̃ (ψ) = 0, we have
g = 0, PrkQ = 0, ordQ = ordP − 1 and P = Ad(xλ)(Q) ·Ad(xλ)(∂− ∂(ψ)). Thus
we have the theorem by the induction.

Suppose r > 0. Note that the polynomial

σ(r)(P )(s) = sn +
∑

mj+(n−j)(r+1)=0
0≤j≤n−1

aj,mj
sj

has a non-zero root.
If r ̸∈ Z, the coefficient of sn−1 of this polynomial equals 0 and therefore the

polynomial has at least two different roots. Putting x = yq, PrkP in the coordinate
y is the q times of that in the coordinate x. Under the coordinate y, we may assume
PrkP is a positive integer and σ(r)(P )(s) has different roots.

Suppose r ∈ Z>0 and σ(r)(P )(s) = 0 has only one root λ with multiplicity

n. Then P ′ = Ad(e
λ

rxr )(P ) satisfies σ(r)(P
′) = sn, which means PrkP ′ < r.

Repeating this process, we may assume PrkP = 0 or PrkP ̸∈ Z or σ(r)(P )(s) = 0
has different roots.

Thus we may assume r ∈ Z>0 and moreover that σ(r)(P )(s) = 0 has a root λ

with multiplicity m such that 1 ≤ m ≤ n− 1. By the transformation Ad(e
λ

rxr ) we
have

σ(r)(P ) = sn + an−1,0s
n−1 + · · ·+ am,0s

m (aj,0 ∈ C, am,0 ̸= 0).

Then we have a decomposition

xn(r+1)P = QR,

σ(r)(Q) = sn−m + an−1,0s
n−m−1 + · · ·+ am,0, σ(r)(R) = sm,

(2.5)

1The ordering of λj(x) given by (2.11) follows this choice of λ.
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which is proved as follows. Denoting ϑr = xr+1∂, we put

xn(r+1)P = ϑnr + an−1(x)ϑ
n−1
r + · · ·+ a0(x),

Q = ϑn−m
r + qn−m−1(x)ϑ

n−m−1
r + · · ·+ q0(x),

R = ϑmr + rm−1(x)ϑ
m−1
r + · · ·+ r0(x),

aj(x) =

∞∑
ν=0

aj,νx
ν , qj(x) =

∞∑
ν=0

qj,νx
ν , rj(x) =

∞∑
ν=0

rj,νx
ν ,

aj,0 = 0 (0 ≤ j ≤ m− 1), am,0 ̸= 0,

qj,0 = aj+m,0 (0 ≤ j ≤ n−m− 1), rj,0 = 0 (0 ≤ j ≤ m− 1).

For S =
∑
cj,νx

νϑjr ∈ W ((x)) and N ∈ Z≥0, we put SN =
∑

j≤N cj,νx
νϑjr. Since

wtr(RS − RNSN ) > N , we inductively define {rj,N , qj′,N | 0 ≤ j ≤ m − 1, 0 ≤
j′ ≤ n −m − 1} for N = 1, 2, . . . so that wtr(x

r(n+1)P − QNRN ) > N , which is
possible because the system

(ϑn−m
r + an−1,0ϑ

n−m−1
r + · · ·+ am,0)(rm−1,Nϑ

m−1
r + · · ·+ r0,N )

+ (qn−m−1,Nϑ
n−m−1
r + · · ·+ q0,N )ϑmr =

n−1∑
j=0

cj,Nϑ
j
r

(2.6)

is solved for any given cj,N . In fact we can determine r0,N , . . . , rm−1,N , q0,N , . . . ,
qn−m−1,N in this order by the coefficients of ϑjr for j = 0, . . . , n− 1. Here cj,N are
determined by RN−1, QN−1 and PN . Thus we have the theorem by the hypothesis
of the induction. □

Remark 2.3. Retain the notation in Theorem 2.2. When r = 0, the origin is a
non-singular point or a regular singular point of P and we can choose p = 1. When
r < 0, then the origin is called an irregular singular point of P . If r < 0 and we
can choose p = 1, the origin is called an unramified irregular singular point of P .

By Theorem 2.2 we may assume

(2.7) xnP =
(
ϑ− ϕn(x

1
p )
)
· · ·

(
ϑ− ϕ1(x

1
p )
)

(ϕj ∈ C((x))).

We define λ̃j(x) ∈ C[x
1
p ], deg λ̃j(x) and λj(x) so that

λ̃j(
1
x )− ϕj(x

1
p ) ∈ x

1
pC[[x

1
p ]] (j = 1, . . . , n),(2.8)

deg λ̃j(x) =

{
1
p degy λ̃j(y

p) (λ̃j ̸= 0),

0 (λ̃j = 0),
(2.9)

λj(x) = λ̃j(x) +

j−1∑
ν=1

deg
(
λ̃j(x)− λ̃ν(x)

)
.(2.10)

We may assume

λi(x)− λj(x) ∈ C and i < j ⇒ λi(x)− λν(x) ∈ C (i < ∀ν < j),

λi(x)− λj(x) ∈ Z and i < j ⇒ λi′(x)− λj′(x) ∈ Z≥0 (i ≤ ∀i′ < ∀j′ ≤ j).

(2.11)

We call {λ1(x), . . . , λn(x)} the set of characteristic exponents of P at the origin.
Let

µ(x) = µ0 + µ1x
r1 + · · ·+ µmx

rm (0 < r1 < · · · < rm)
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be a characteristic exponent. Here µj ∈ C. We define the characteristic function
eµ(x) with the exponent µ(x) by

eµ(x) := x−µ0 exp(−µ1
xr1

r1
− · · · − µm

xrm

rm
)

and put ěµ(x) := eµ(
1
x ) = xµ0 exp(− µ1

r1xr1
− · · · − µm

rmxrm ). Then(
ϑ+ µ(x)

)
eµ(x) = 0, Ad

(
eµ(x)

)
ϑ = ϑ+ µ(x), eµ(x)eλ(x) = eµ+λ(x),(

ϑ− µ( 1x )
)
ěµ(x) = 0, Ad

(
ěµ(x)

)
ϑ = ϑ− µ( 1x ).

We examine the solution to Pu = 0. We may assume that the singularity is

unramified by the transformation x 7→ x
1
p . Because of the decomposition (2.4) we

have only to study the equation

(2.12) (ϑ− ϕ(x))u(x) = f(x)

for ϕ ∈ C((x)). Let µ(x) ∈ C[x] such that

(2.13) ϕ̄(x) := ϕ(x)− µ( 1x ) =

∞∑
ν=1

cνx
ν ∈ xC[[x]].

Define ∫
x−1ϕ̄(x)dx :=

∞∑
ν=1

cν
ν
xν ,

exp(
∫
x−1ϕ(x)dx) := exp(

∫
x−1ϕ̄(x)dx)ěµ(x) ∈ C[[x]]ěµ(x).

Then we have
(
ϑ− ϕ(x)

)
exp(

∫
x−1ϕ(x)dx) = 0.

Put

C[[x]](m) :=

m⊕
j=0

C[[x]] logj x (0 ≤ m ≤ ∞).

For a non-zero element

u(x) =

m∑
j=0

∞∑
ν=0

cj,νx
ν logj x · ěµ(x) ∈ C[[x]](m)ěµ(x),

we define
σ(u) := cjo,νo

xνo logjo x · ěµ(x)
and put σ(0) = 0. Here (jo, νo) is defined by the condition that cjo,νo

̸= 0, cj,νo
= 0

for j > jo and cj,ν = 0 for ν < νo. Note that σ(e
∫
x−1ϕ(x)dx) = ěµ(x).

We want to solve (2.12) for

(2.14) f(x) ∈ C[[x]](m)ěλ(x) with σ(f) = logm x · ěλ(x).

Put ϕ̃(x) = exp(
∫
x−1ϕ(x)dx), ũ(x) = ϕ̃(x)−1u(x) and f̃(x) = ϕ̃(x)−1f(x).

Then the equation (2.12) becomes

(2.15) ϑũ(x) = f̃(x)
(
f̃ ∈ C[[x]](m)ěλ−µ(x), σ(f̃) = logm x · ěλ−µ(x)

)
.

Putting r = deg(λ− µ), we have

σ
(
ϑ(xν logm x · ěλ−µ+r(x))

)
=

{
Crxν logm x · ěλ−µ(x) (r > 0),

(λ− µ+ ν)xν logm x · ěλ−µ(x) (r = 0, λ− µ /∈ Z≤0)

for ν ∈ Z≥0. Here C is the coefficient of the top term of the polynomial λ− µ.
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Hence if λ − µ /∈ Z≤0, there exists um(x) ∈ C[[x]] logm x · ěµ−λ+r(x) such that
f(x) − ϑum(x) ∈ C[[x]](m−1)ěλ−µ+r(x). Then we have ũ(x) ∈ C[[x]](m)ěλ−µ+r(x)

satisfying ϑũ = f̃ by the induction on m. Here σ(ũ) = C̃xrσ(f̃) with C̃ ∈ C \ {0}.
Suppose λ − µ ∈ Z≤0. Since ϑ(logm+1 x) = (m + 1) logm x, we have ũ(x) ∈

C[[x]] logm x · ěλ−µ(x)⊕ C logm+1 x satisfying ϑũ(x) = f̃(x).
Thus we solve (2.12) as follows. If λ− µ /∈ Z≤0,

u(x) ∈ C[[x]](m)ěλ+r(x),

σ(u(x)) = C logm x · ěλ+r(x).
(2.16)

If λ− µ ∈ Z≤0,

u(x) ∈ C[[x]](m+1)ěλ(x),

σ(u) =

{
C logm x · ěλ(x) (λ ̸= µ),

C logm+1 x · ěλ(x) (λ = µ)

(2.17)

with a non-zero constant C. Thus we have the following theorem (for example, see
[16]).

Theorem 2.4. Retain the notation (2.7)–(2.10). Then we have linearly indepen-
dent solutions u1(x), . . . , un(x) to (1.2) such that

uj(x) ∈ C[[x]](mj)ěλj
(x), mj = #{ν | λj − λν ∈ Z≤0, 1 ≤ ν < j},

σ(uj) = logm̄j x · ěλj
(x), m̄j = #{ν | λj = λν , 1 ≤ ν < j}.

Proof. Put u
(j)
j (x) = exp(

∫
x−1ϕj(x)dx) ∈ C[[x]]ěλ̃j

(x) with σ(u
(j)
j ) = ěλ̃j

(x). We

have u
(j−ν)
j (x) satisfying (ϑ − ϕj−ν)u

(j−ν)
j = u

(j−ν+1)
j for ν = 1, . . . , j. Then

Pu
(0)
j = 0 and the theorem follows from the argument just before the theorem

(cf. (2.10), (2.12)–(2.17)). □

We have the following important theorem related to these formal solutions uj(x).

Theorem 2.5 ([9, 10]). Retain the notation above. Suppose there exists k ∈ Z≥0

such that xkai(x) ∈ Oo for i = 0, . . . , n in (2.1). Then for any θ0 ∈ R, there exist
θ1 > 0, L > 0 and holomorphic solutions ũj(x) of (1.2) such that the following
asymptotic expansion holds.

ũj(x) ∼ uj(x) (Vθ0,θ1,L ∋ x→ 0, j = 1, . . . , n),(2.18)

Vθ0,θ1,L := {reiθ ∈ C | θ ∈ [θ0 − θ1, θ0 + θ1], 0 < r < L}.(2.19)

3. Riemann scheme

In this section we study the equation (1.2) with P ∈ W [x]. Let {c0, . . . , cp}
(⊂ C∪{∞}) be the set of singular points of the equation and let {λj,ν | ν = 1, . . . , n}
be the set of the characteristic exponents of P at x = cj . Note that λj,ν ∈ C[x

1
q ]

with a certain positive integer q. We put c0 = ∞. Sometimes we allow that some of
cj ’s are not singular points of P . Here the characteristic exponents are defined when
cj = 0 in the previous section and in general they are given under the coordinate y

(3.1) y =

{
x− c (c ̸= ∞),
1
x (c = ∞)
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for a singular point c. Then the table

(3.2)


x = c0 = ∞ · · · x = cp

λ0,1 · · · λp,1
...

...
...

λ0,n · · · λp,n


is called the Riemann scheme of P (or the equation (1.2)).

Theorem 3.1 ([1, 2]). We have Fuchs-Hukuhara relation

(3.3)

p∑
j=0

n∑
i=1

(
λj,i(0)−

i−1∑
ν=1

deg(λj,i − λj,ν)
)
=

(p− 1)(n− 1)n

2

for the Riemann scheme (3.2) of P ∈W [x].

Proof. We may assume

P = ∂n +bn−1(x) ∂
n−1 + · · ·+ b0(x),

xnP = ϑn + an−1(x)ϑ
n−1 + · · ·+ a0(x)

with aν(x) ∈ C(x). We examine the residue of an−1(x) at x = cj for 1 ≤ j ≤ p.
We may assume cj = 0 by the coordinate transformation x 7→ x − cj . Under

the notation (2.7)–(2.10) the residue of x−1an−1(x) at x = cj equals −λ̃j,1(0) −
· · ·− λ̃j,n(0), which equals −

∑n
i=1

(
λj,i(0)−

∑i−1
ν=1 deg(λj,i−λj,ν)

)
. Since ord(ϑn−

xn ∂n −n(n−1)
2 xn−1 ∂n−1) < n − 1, we have xbn−1(x) = an−1(x) +

n(n−1)
2 and the

residue of bn−1(x) at x = cj equals

n(n− 1)

2
−

n∑
i=1

(
λj,i(0)−

i−1∑
ν=1

deg(λj,i − λj,ν)
)
.

Putting y = 1
x and ϑy = y d

dy , we have ϑ = −ϑy and (−1)nxnP = ϑny−an−1(
1
y )ϑ

n−1
y +

· · ·+ (−1)na0(
1
y ). Hence the residue of y−1an−1(

1
y ) at y = 0 equals

n∑
i=1

(
λ0,i(0)−

i−1∑
ν=1

deg(λ0,i − λ0,ν)
)
.

Note that y−1an−1(
1
y ) = y−2bn−1(

1
y )−

n(n−1)
2y and the sum of the residues of bn−1(x)

at x = c1, . . . , cp equals the residue of y−2bn−1(
1
y ) at y = 0 by Cauchy’s integral

formula. Hence we have the theorem. □

Hereafter in this paper we assume that any singularity of the equation (1.2) is a
regular singularity or an unramified irregular singularity. We define a generalized
Riemann scheme, which we denote by GRS in this paper, and a spectral type as in
the case of Fuchsian differential equations defined by [13].

Definition 3.2. Let x = c be a singularity of the equation (1.2). For a polynomial
λ ∈ C[x] and a positive integer m the equation has a generalized characteristic
exponent [λ](m) if the equation has formal solutions

uν(y) = ěλ+ν(y) + ψj(y)ěλ+m(y) (ν = 0, . . . ,m− 1)

with ψj ∈ C[[x]](∞). Here y is given by (3.1).
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A generalized Riemann scheme, GRS in short, is the table

(3.4)


x = c0 = ∞ · · · x = cp
[λ0,1](m0,1) · · · [λp,1](mp,1)

...
...

...
[λ0,n1 ](m0,n1

) · · · [λp,np ](mp,np )

 .

Here
n = mj,1 + · · ·+mj,nj

(j = 0, . . . , p)

are (p + 1) tuples of partitions of n. The Riemann scheme corresponding to (3.4)
is given by putting

(3.5) [λ](m) :=


λ

λ+ 1
...

λ+m− 1

 and [λ]m :=


λ
λ
...
λ

.
Suppose

(3.6) λj,ν′ − λj,ν /∈ {0, 1, . . . ,mj,ν − 1} (1 ≤ ν < ν′ ≤ nj , j = 0, . . . , p).

Then we define that P has GRS (3.4) if [λj,ν ](mj,ν) (ν = 1, . . . , nj) are generalized
characteristic exponents at x = cj for j = 0, . . . , p. (See the definition of GRS in
[13] when (3.6) is not valid.)

Remark 3.3. Suppose

(3.7) deg(λj,ν − λj,ν′) > 0 or λj,ν − λj,ν′ /∈ Z (1 ≤ ν < ν′ ≤ nj , j = 0, . . . , p).

Then P has GRS (3.4) if and only if P has the Riemann scheme corresponding
to (3.4) and (1.2) has linearly independent solutions of the form ψ(y)ěλ(y) with
ψ(x) ∈ C[[x]], namely, they have not any log y term. Here y is given by (3.1) with
c = cj .

Let
{
[λj,1](mj,1), . . . , [λj,nj

](mj,nj
)

}
be the set of generalized exponents of P at

the singular point cj . Then n = mj,1 + · · ·+mj,nj be a partition of n = ordP . For
r ∈ Z≥0 we define equivalence relations ∼

j,r
between the elements of In := {1, . . . , n}

as follows. For i ∈ In, we put νj,i ∈ {1, . . . , nj} by

mj,1 + · · ·+mj,νj,i−1 < i ≤ mj,1 + · · ·+mj,νj,i

and define

(3.8) i ∼
j,r
i′ ⇐⇒

{
νj,i = νj,i′ (r = 0),

deg
(
λj,νj,i

(x)− λj,νj,i′ (x)
)
< r (r ≥ 1).

Let nj,r be the number of equivalence classes under ∼
j,r

and let Rj be the Poincaré

rank of P at the singular point cj . Then

nj,0 = nj ≥ nj,1 ≥ · · · ≥ nj,Rj ≥ nj,Rj+1 = 1.

By a suitable permutation of the indices ν ∈ {1, . . . , nj} of mj,ν we may assume

i ≤ i′′ ≤ i′, i ∼
j,r
i′ ⇒ i ∼

j,r
i′′.

Let

(3.9) n = m
(r)
j,1 + · · ·+m

(r)
j,nj,r
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be the corresponding partition of n such that m
(0)
j,ν = mj,ν and for ν = 1, . . . , nj,r

(3.10) I
(r)
j,ν := {ν ∈ Z≥0 | m(r)

j,1 + · · ·+m
(r)
j,ν−1 < ν ≤ m

(r)
j,1 + · · ·+m

(r)
j,ν}

give the equivalence classes under ∼
j,r
. Note that {I(r)j,ν | ν = 1, . . . , nj,r} is a refine-

ment of {I(r+1)
j,ν | ν = 1, . . . , nj,r+1}. Then we define that the (R0+ · · ·+Rp+p+1)

tuples of partitions m =
(
m

(r)
j

)
r=0,...,Rj

j=0,...,p

=
(
m

(r)
j,ν

)
ν=1,...,nj,r

r=0,...,Rj

j=0,...,p

of n is the spectral type

of P and that of GRS (3.4). Then the number of full parameters of GRS (3.4) with

the spectral type
(
m

(r)
j,ν

)
ν=1,...,nj,r

r=0,...,Rj

j=0,...,p

equals R =

p∑
j=0

Rj∑
r=0

nj,r − 1. Here we note that

we always impose Fuchs-Hukuhara condition on GRS.
As in the case of Fuchsian differential equation, this spectral type is expressed by

writing the numbers m
(r)
j,ν . The numbers are separated by “ , ” indicating different

singular points and by “ | ” indicating different levels of the equivalence relations:

m
(0)
0,1m

(0)
0,2 · · ·m

(0)
0,n0,0

| · · · |m(R1)
0,1 · · ·m(R1)

0,n0,R1
,m

(0)
1,1 · · · , · · ·m(Rp)

p,np,Rp

Remark 3.4. Note that for any (j, r, k) ∈ Z3 with 0 ≤ j ≤ p, 1 ≤ r ≤ Rj and
1 ≤ k ≤ nj there exists ℓ ∈ Z such that

(3.11) m
(r)
j,1 + · · ·+m

(r)
j,k = m

(r−1)
j,1 + · · ·+m

(r−1)
j,ℓ .

The index of the rigidity of GRS (3.4) is defined by that of the tuples of the

partitions
(
m

(r)
j,ν

)
(cf. [11, 13]):

(3.12) idx{λm} := idxm = idx
(
m

(r)
j,ν

)
= 2n2 −

p∑
j=0

Rj∑
r=0

(
n2 −

nj,r∑
ν=1

(
m

(r)
j,ν

)2)
.

Lemma 3.5. i) The index of the rigidity satisfies

idx m = 2n2 −
p∑

j=0

(
n2 −

nj∑
ν=1

m2
j,ν

)
−

p∑
j=0

nj∑
ν=1

nj∑
ν′=1

mj,νmj,ν′ deg
(
λj,ν(x)− λj,ν′(x)

)
.

ii) Put ordm = mj,1 + · · · + mj,nj = n. As in the Fuchsian case (cf. [13,
Definition 4.17]), Fuchs-Hukuhara relation is given by

(3.13)

p∑
j=0

nj∑
ν=1

mj,νλj,ν(0) = ordm− 1
2 idxm.

Proof. Since

n2 −
nj,r∑
ν=1

(
m

(r)
j,ν

)2
= 2

∑
1≤ν<ν′≤nj,r

m
(r)
j,νm

(r)
j,ν′ =

∑
deg(λj,ν−λj,ν′ )≥r, ν ̸=ν′

mj,νmj,ν′ ,

we have

idxm = 2n2 −
p∑

j=0

Rj∑
r=0

(
n2 −

nj,r∑
ν=1

(
m

(r)
j,ν

)2)
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= 2n2 −
p∑

j=0

(
n2 −

nj∑
ν=1

(
m

(0)
j,ν

)2)−
p∑

j=0

Rj∑
r=1

∑
deg(λj,ν−λj,ν′ )≥r

ν, ν′∈{1,...,nj,r}

mj,νmj,ν′

= 2n2 −
p∑

j=0

(
n2 −

nj∑
ν=1

m2
j,ν

)
−

p∑
j=0

nj∑
ν=1

nj∑
ν′=1

mj,νmj,ν′ deg
(
λj,ν − λj,ν′

)
.

In the case of GRS (3.4), Fuchs-Hukuhara relation (3.3) says

p∑
j=0

nj∑
i=1

mj,i−1∑
ν=0

(
λj,i(0) + ν −

i−1∑
ν=1

mj,ν deg(λj,i − λj,ν)
)
=

(p− 1)(n− 1)n

2
,

which means

p∑
j=0

nj∑
i=1

mj,iλj,i(0) = −
p∑

j=0

nj∑
i=1

(mj,i − 1)mj,i

2
+

p∑
j=0

p∑
i=0

i−1∑
ν=1

mj,νmj,i deg(λj,i − λj,ν)

+
(p− 1)(n− 1)n

2

= − idx m

2
+ n2 − (p+ 1)(n− 1)n

2
+

(p− 1)(n− 1)n

2
= n− idx m

2
. □

Example 3.6. Suppose that the left scheme below is the generalized Riemann
scheme of P , which may be written as the right scheme below (cf. (3.5)):

x = ∞ x = 0
[a0 + a1x+ a2x

2](2) [c1](2)
b0 + b1x c2
c0 + b1x c3

 =


x = ∞ (1) (2) x = 0
[a0](2) [a1]2 [a2]2 [c1](2)
b0 [b1]2 [0]2 c2
c0 c3

 .

Then the spectral type is 211|22|22, 211, which equals m
(0)
0 |m(1)

0 |m(2)
0 ,m

(0)
1 and the

Fuchs-Hukuhara relation is 2a0 + b0 + c0 + 2c1 + c2 + c3 = 6.
Here we assume that the complex numbers ai, bj , ck are generic under the Fuchs-

Hukuhara relation. The spectral type is kept invariant even if we replace b0 + b1x
and c0 + b1x by b0 + b1x + b2x

2 and c0 + b1x + b2x
2, respectively. If c0 + b1x is

replaced by c0 + b2x, the spectral type changes into 211|211|22, 211 and

idx(211|22|22, 211) = −4 and idx(211|211|22, 211) = −6.

Note that (1.2) has solutions u(x) with the asymptotic behavior

u(x) ∼ x−a0(1 + o(x−1))e−a1x− 1
2a2x

2

, x−a0−1e−a1x− 1
2a2x

2

(x→ +∞),

∼ x−b0e−b1x, x−c0e−b1x (x→ +∞),

∼ (1 + o(x))xc1 , xc1+1, xc2 , xc3 (x→ +0).

4. Unfolding of Riemann scheme

Let m be a positive integer. Consider the equation

(4.1)
( m∏
i=0

(x− ci)
)
u′ = λu
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with holomorphic parameters c0, . . . , cm, which has a solution exp(
∫ x

∞
λds∏

0≤i≤m(s−ci)
).

If ci ̸= cj for 0 ≤ i < j ≤ m, the equation is Fuchsian and the Riemann scheme
equals

(4.2)

{
x = ci (i = 0, . . . ,m)

λ∏
0≤ν≤m, ν ̸=i(ci−cν)

}
.

The Riemann scheme of the confluence limit for ∀ci → c equals

(4.3)

{
x = c
λxm

}
=

{
x = c (1) · · · (m− 1) (m)

0 0 · · · 0 λ

}
.

We say that the Riemann scheme (4.2) is an unfolding of (4.3).
Recall the versal additions for m ∈ Z>0 introduced by [13, §2.3]:

AdV0
(c0,...,cm)(λ0, . . . , λm) := Ad

(
(x− c0)

λ0 exp
(∫ x

∞

m∑
k=1

λkds∏k
ν=0(s− cν)

))

= Ad

( m∏
i=0

(x− ci)
∑m

k=i

λk∏
1≤ν≤k, ν ̸=i(ci−cν )

)
,

(4.4)

AdV0
(c0,...,cm)(λ0, . . . , λm)(∂) = ∂−

m∑
k=0

λk∏
0≤ν≤k(x− cν)

,(4.5)

m∑
k=0

λk∏
0≤ν≤k(x− cν)

=

m∑
i=0

( m∑
k=i

λk∏
1≤ν≤k, ν ̸=i(ci − cν)

) 1

x− ci
,(4.6)

AdV( 1
c1

,..., 1
cm

)(λ1, . . . , λm) := Ad

(
exp

(
−

m∑
k=1

∫ x

0

λks
k−1ds∏

1≤i≤k(1− cis)

))
,

= Ad

( m∏
i=1

(1− cix)
∑m

k=i
λi

ci
∏

1≤ν≤k ν ̸=i(ci−cν )

)
,

(4.7)

AdV( 1
c1

,..., 1
cm

)(λ1, . . . , λm)(∂) = ∂+

m∑
k=1

λkx
k−1∏k

i=1(1− cix)
,(4.8)

m∑
k=1

λkx
k−1∏k

i=1(1− cix)
= −

m∑
i=1

( m∑
k=i

λk
ci
∏

1≤ν≤k, ν ̸=i(ci − cν)

) 1

x− 1
ci

.(4.9)

Here (λ0, . . . , λm), (c0, . . . , cm) ∈ Cm+1. Summing up the residues of the equality
(4.6) and putting c0 = 0, we have the identities

k∑
i=0

1∏
0≤ν≤k, ν ̸=i(ci − cν)

= 0 (1 ≤ k ≤ m),

(−1)k∏k
ν=1 cν

+

k∑
i=1

1

ci
∏

1≤ν≤k, ν ̸=i(ci − cν)
= 0 (1 ≤ k ≤ m).

Definition 4.1 (Unfolding of generalized Riemann scheme). Let

(4.10) λj,ν(x) = λj,ν,0 + λj,ν,1x+ · · ·+ λj,ν,Rj
xRj ∈ C[x]
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be the generalized characteristic exponents λj,ν of GRS (3.4). Put

cj,r =


1

t0.0
= ∞ (j = r = 0, t0,0 = 0),

1
t0,r

(j = 0, 1 ≤ r ≤ Rj),

cj + tj,r (1 ≤ j ≤ p, 0 ≤ r ≤ Rj).

For j = 0, . . . , p and r = 0, . . . , Rj and ν = 1, . . . , nr,j , we choose ℓj,r,ν by

m
(r)
j,1 + · · ·+m

(r)
j,ν = mj,1 + · · ·+mj,ℓj,r,ν

(cf. (3.11)) and define

(4.11) λ
(r)
j,ν(t) :=

Rj∑
k=1

λ̃j,ℓj,r,ν ,k(t)∏
0≤s≤k
s̸=r

(tj,r − tj,s)
(0 ≤ j ≤ p, 0 ≤ r ≤ Rj , 1 ≤ ν ≤ nj,r).

Here λ̃j,ν,k = λj,ν,k or in general, λ̃j,ν,k may be depent on t, namely, λ̃j,ν = λ̃j,ν,0 +

λ̃j,ν,1x + · · · + λ̃j,ν,Rj
xRj and λ̃j,ν,k are holomorphic functions of (tj,0, . . . , tj,Rj

)
satisfying

(4.12) λ̃j,ν,k(0) = λj,ν,k and

p∑
j=0

nj∑
ν=1

mj,ν λ̃j,ν,0(t) = n− 1
2 idx m.

Then the unfolding of RS (3.4) is a generalized Riemann scheme

(4.13)



x = cj,r (0 ≤ r ≤ Rj , 0 ≤ j ≤ p)

[λ
(r)
j,1 ](m(r)

j,1)

...

[λ
(r)
j,nj,r

]
(m

(r)
j,nj,r

)


of a Fuchsian differential equation with (R0 + · · · + Rp + p + 1) regular singular
points and GRS (3.4) is called the confluence of GRS (4.13) when ∀tj,ν → 0. We
sometimes fix tj,0 = 0 for j = 0, . . . , p.

This definition implies the following theorem (cf. (3.12), (3.13)).

Theorem 4.2. The index of rigidity and Fuchs-Hukuhara relation of GRS are kept
invariant by the above unfolding.

Remark 4.3. i) Let P = a1(x) ∂−a0(x) ∈ W [x]. If a1(0) ̸= 0, there exist m ∈
Z≥0, c1, . . . , cm, λ1, . . . , λm ∈ C such that P = a0(x)AdV( 1

c1
,..., 1

cm
)(λ1, . . . , λm) ∂.

ii) The unfolding of GRS is essentially unique because of the following result.
The equality (4.6) gives a one-to-one correspondence between the set of holo-

morphic functions {λ0, . . . , λm} of c = (c0, . . . , cm) and the holomorphic function
Λ(c, x) of c valued in C(x) such that

Λ(c, x) ∈
m∑
r=0

C
1

x− cr
for any fixed c satisfying ck ̸= cℓ (0 ≤ k < ℓ ≤ m).

See [12, Lemma 6.3] for a removable singularity of meromorphic parameters.
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Example 4.4. Putting t0,0 = t1,0 = 0, t0,1 = t1, t0,2 = t2, we have an unfolding
x = ∞ x = 1

t1
x = 1

t2
x = 0

[a0 − a1

t1
+ a2

t1t2
](2) [a1

t1
+ a2

t1(t1−t2)
](2) [ a2

t2(t2−t1)
](2) [c1](2)

b0 − b1
t1

[ b1t1 ](2) [0](2) c2
c0 − b1

t1
c3


of GRS in Example 3.6.

Definition 4.5. The spectral type m =
(
m

(r)
j

)
r=0,...,Rj

j=0,...,p

=
(
m

(r)
j,ν

)
ν=1,...,nj,r

r=0,...,Rj

j=0,...,p

of GRS

(3.4) is irreducibly realizable if there exist an irreducible equation (1.2) with GRS
(3.4) for a generic value of parameters. The spectral type m is versally realizable if
there exists an irreducible Fuchsian differential equation Pu = 0 with GRS (4.13)
which has holomorphic parameters tj,r ∈ C in a neighborhood of 0 and (1− 1

2 idxm)
accessory parameters and moreover the confluence limit P0 of P at ∀tj,ν = 0 has
GRS (1.2) when the parameters λj,ν are generic. In this case P is called the versal
operator with the spectral type m, which is a generalization of the universal model
in [13, §6.4] when m is of Fuchsian type.

Conjecture. We conjecture that the following three conditions are equivalent.
1. The spectral type m is irreducibly realizable.
2. The spectral type m is versally realizable.

3. The spectral type
(
m

(r)
j,ν

)
of the unfolding is irreducibly realizable as a Fuchsian

differential equation.

Note that [13, §6] gives the necessary and sufficient condition for
(
m

(r)
j,ν

)
to be

irreducibly realizable as a Fuchsian differential equation and moreover an algorithm
to construct the Fuchsian differential operator P with a given generalized Riemann
scheme, which is implemented as a computer program in [15]. Hence the key to
solve the conjecture is to show that the operator P with GRS (4.13) has not a pole
along any hyperplane defined by tj,ν = tj,ν′ (ν ̸= ν′). Thus we can check that the
conjecture is affirmative if idxm ≥ −2 and m is indivisible, which will be explained
in the following section as in Remark 5.7.

5. Middle convolution

Let u(x) be a solution to the equation (1.2) which has a singularity at the origin.
Then for µ ∈ C, the middle convolution mcµ(P ) of P ∈ W [x] is characterized by
the equation mcµ(P )Iµ(u) = 0 satisfied by the Riemann-Liouville integral

(Iµ(u))(x) :=
1

Γ(µ)

∫ x

0

u(t)(x− t)µ−1dt

of u(x). Assume that the coefficients aν(x) ∈ C[x] (ν = 0, . . . , n) of P ∈ W [x]
given in (2.1) has no non-trivial common factor. Let N be an integer satisfying
N ≥ deg aν(x) for ν = 0, . . . , n. Put

(5.1) P =

n∑
j=0

N∑
i=0

cijx
i ∂j
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with cij ∈ C. Then in [13, §1.3] the middle convolution mcµ(P ) of P is defined by

mcµ(P ) := ∂−L
n∑

j=0

( N∑
i=0

cij ∂
N−i(ϑ+ 1− µ)i ∂

j
)
∈W [x].(5.2)

Here L is the maximal integer under the condition mcµ(P ) ∈ W [x]. We note that

∂NP =
∑n

j=0

∑N
i=0 cij ∂

Nxi ∂j =
∑n

j=0

∑N
i=0 cij ∂

N−i(ϑ+ 1)i ∂
j .

For P ∈ W (x), we put mcµ(P ) = mcµ(ϕP ) with a non-zero suitable function
ϕ ∈ C(x) so that ϕP satisfies the above assumption. In this case mcµ(P ) is defined
up to a constant multiple.

We have the following lemma which can be applied to the solution to (1.2).

Lemma 5.1. Let u(x) be a holomorphic function on the domain Vθ0,θ1,L given by
(2.19). Suppose

u(x) =
( k∑
ν=0

cνx
ν + o(xk)

)
xλ exp

(
−

K∑
j=0

Cj

xmj

)
(Vθ0,θ1,L ∋ x→ 0).

Here k ∈ Z≥0, K ∈ Z>0, cν , Cj ∈ C, mj ∈ Z and m0 > m1 > · · · > mK > 0.

Suppose moreover Re C0

xm0
> 0 for x ∈ Vθ0,θ1,L and Reµ > 1. Then

Iµ(u)(x) =
( k∑
ν=0

c′νx
ν + o(xk)

)
xλ+(m0+1)µ exp

(
−

K∑
j=0

Cj

xmj

)
(Vθ0,θ1,L ∋ x→ 0)

with c′ν ∈ C satisfying c′0 = (m0C0)
−µc0.

Proof. We may assume c0 = 1 and θ0 = 0 and the positive numbers L and θ1
are sufficiently small for the proof. For simplicity put C = C0, m = m0, v(x) =

x−λ exp(
∑K

j=0 Cjx
−mj )u(x). Then limVθ0,θ1,L∋x→0 v(x) = 1.

I :=

∫ x

0

tλ+1e−
C
tm −

Cj
tm1 −···(x− t)µ−1u(t)dtt

= xλ+µ

∫ ∞

1

s−λ−µe−
Csm

xm −
Cjs

m1

xm1 −···(s− 1)µ−1v(xs )
ds
s (s = x

t )

= xλ+µe−
C

xm −
Cj

xm1 −···
∫ ∞

0

e−Cy(1+
Cj((x

my+1)

m1
m −1)

Cxm1y
+··· )(xmy + 1)−

λ+µ
m −1

( (xmy + 1)
1
m − 1

(x
my
m )

)µ−1(xmy
m

)µ−1

v
(
x(xmy + 1)−

1
m

)
xm

dy

m
(y = sm−1

xm ).

Here we note that

(s+ 1)r − 1

s
=

∞∑
ν=0

(
r

ν + 1

)
sν = r +

r(r − 1)

2
s+ · · · (|s| < 1),

∣∣∣ (s+ 1)r − 1

s

∣∣∣ ≤ min
{
r,

3

|s|1−r

}
(0 ≤ r ≤ 1, Re s ≥ 0).
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Then putting

z = y
(
1 +

K∑
j=1

Cj((x
my + 1)

mj
m − 1)

Cxmy
xm−mj

)
,

I = xλ+(m+1)µm−µe
−

∑K
j=0

Cj

x
mj

∫ ∞

0

e−Cz
(Cz
C

)µ

· ṽ(x, z)dz
z
.

Here

ṽ(x, z) =

k∑
j=0

( ∞∑
i=0

c̃ijx
i
)
zj + o(zk) (R+ ∋ z → 0, x ∈ Vθ0,θ1,L),

|ṽ(x, z)| ≤M(1 + |z|)M (z ≥ r, x ∈ Vθ0,θ1,L)

with certain complex numbers c̃ij , r and M are suitable positive numbers and
c̃00 = c0. Thus we have easily the lemma (by Watson’s lemma). □

Remark 5.2. i) Since Iµ is defined for µ ∈ C by the analytic continuation, the
assumption Reµ > 1 is not necessary in Lemma 5.1. Similarly, we have

Iµx
λ =

Γ(λ)

Γ(λ+ µ)
xλ+µ (x > 0).

ii) Replacing Vθ1,θ1,L by V ′
θ0,θ1,L

:= { 1
x | x ∈ V−θ0,θ1,

1
L
} in the previous lemma, we

have

1

Γ(µ)

∫ x

∞eiθ0
u(t)(t− x)µ−1dt =

( k∑
ν=0

c′νx
−ν + o(x−k)

)
x−λ+(m0+1)µ exp

(
−

K∑
j=0

Cjx
mj

)
(V ′

θ0,θ1,L ∋ x→ ∞)

with c′0 = (m0C0)
−µc0 if a holomorphic function on V ′

θ0,θ1,L
satisfies

u(x) =
( k∑
ν=0

cνx
−ν + o(x−k)

)
x−λ exp

(
−

K∑
j=0

Cjx
mj

)
(V ′

θ0,θ1,L ∋ x→ ∞)

and ReC0x
m0 > 0 for x ∈ V ′

θ0,θ1,L
.

The generalized Riemann scheme of mcµ(P ) is given by the following theorem.

Theorem 5.3 ([13, Theorem 5.2], [5, Theorem 3.2]). Suppose P ∈ W [x] has the
generalized Riemann scheme

{
[λj,ν ](mj,ν)

}
ν=1,...,nj

j=0,...,p
given in (3.4) and it is irre-

ducible in W (x). We may assume λj,1 = 0 for j = 1, . . . , p and µ = λ0,1 − 1. Here
some mj,1 are allowed to be zero. If {λj,ν} and µ are generic (cf. [13, 5]) under
this assumption, mcµ(P ) has GRS

{
[λ′j,ν ](m′

j,ν)

}
ν=1,...,nj

j=0,...,p
given by

d(m) := 2n−
p∑

j=0

Rj∑
r=0

(
n−m

(r)
j,1

)
,

m′
j,ν = mj,ν − δν,1 · d(m) (1 ≤ ν ≤ nj , 0 ≤ j ≤ p),

λ′j,0 = δj,0 · (1− µ) (j = 0, . . . , p),

λ′j,ν = λj,ν + (−1)δj,0(1 + deg λj,ν) · µ (1 ≤ ν ≤ nj , 0 ≤ j ≤ p)

and the index of rigidity and the irreducibility of P are kept under mcµ.
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Remark 5.4. i) Theorem 5.3 is proved by [13] when P has only regular singulari-
ties. It is extended by [5] in the case when P has unramified irregular singularities
together with regular singularities.

ii) Note that

d(m) = 2n−
p∑

j=0

(
n−mj,1

)
−

p∑
j=0

Rj∑
r=1

nj∑
ν=1

∑
deg(λj,ν−λj,1)≥r

mj,ν

= 2n−
p∑

j=0

(
n−mj,1

)
−

p∑
j=0

nj∑
ν=1

deg
(
λj,ν − λj,1

)
mj,ν .

Hence if

(5.3)

Rj∑
r=0

m
(r)
j,1 ≥

Rj∑
r=0

m
(r)
j,ν (1 ≤ ν ≤ nj , j = 0, . . . , p),

we have

mj,1 −
nj∑

ν′=1

deg(λj,ν′ − λj,1)mj,ν′ ≥ mj,ν −
nj∑

ν′=1

deg(λj,ν′ − λj,ν)mj,ν′

and

0 ≤
p∑

j=0

nj∑
ν=1

(
mj,1 −

nj∑
ν′=1

deg(λj,ν′ − λj,1)mj,ν′

)
mj,ν

−
( p∑
j=0

nj∑
ν=1

m2
j,ν −

p∑
j=0

nj∑
ν=1

nj∑
ν′=1

deg(λj,ν′ − λj,ν)mj,ν′mj,ν

)
= n · d(m)− idxm,

which implies d(m) > 0 when idxm > 0 in Theorem 5.3.

Suppose m =
(
m

(r)
j,ν

)
is a realizable spectral type and let P ∈ W [x] be the

versal operator with GRS (3.4) and (4.13). We may assume (5.3) by suitable
permutations of indices ν ∈ {1, . . . , nj} of mj,ν . Applying suitable versal additions

to P corresponding to −λ̃j,1, we may assume λ̃j,1 = 0 for j = 1, . . . , p and deg λ̃0,1 =
0 for any t. Then we apply mcµ in Theorem 5.3 to P and we have mcµ(P ) with the
spectral type m′ satisfying ordm′ = ordm′ − d(m). Here we note that since L in
(5.2) is determined for generic values of holomorphic parameters tj,ν corresponding
to the unfolding GRS (4.13), the integer L in (5.2) is invariant for generic values
of parameters and tj,ν are holomorphic parameters of mcµ(P ). Then mcµ(P ) is a
versal operator with the spectral typem′ (cf. Definition 4.1). Since mc−µ◦mcµ = id,
the spectral type m is versally realizable if and only if so is m′. In the same way
it is proved that m is irreducibly realizable if and only if so is m′. We call this
procedure Katz’s reduction of m (cf. [11]).

We put m′ = ∂m according to the above procedure, namely, suitable permuta-
tions of indices, versal additions and a middle convolution. Let K be the minimal
non-negative integer such that one of the following holds

1. ord ∂i−1m > ord ∂im for i = 1, . . . ,K and ∂K m =
(
m̃

(r)
j,ν

)
is not tuples of

partitions, namely, there exists m̃
(r)
j,ν with m̃

(r)
j,ν < 0.

2. ord ∂i−1m > ord ∂im for i = 1, . . . ,K and ∂K m is a trivial tuples of parti-
tions with ord ∂Km = 1.

3. ord ∂K−1m ≤ ord ∂Km.
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Dividing into these three cases, we can conclude the following in each case:
1. m is not irreducibly realizable.
2. idxm = 2 and m is versally realizable.
3. idxm ≤ 0. We conjecture that m is versally realizable if and only if idxm ̸= 0

or m is indivisible, namely, the greatest common divisor of {m(r)
j,ν} equals 1.

Remark 5.5. In the case of Schlesinger systems the above conjecture is proved by
[6] if we replace “versally realizable” by “irreducibly realizable”.

Example 5.6. We give some examples of the above procedure. The number d(m)
is indicated upon the arrow corresponding to the procedure (cf. [13, Example 5.11]),
which equals 2×(the sum of numbers in one block) − (the sum of numbers without
an underline).

1111|22|22 2·4−7=1−−−−−→ 111|21|21 2·3−4=2−−−−−→ (−1)11|1|1 (not irreducibly realizable)

11|11|11 2·2−3=1−−−−−→ 1|1|1 (versally realizable and rigid, versal Gauss hypergeometric)

21121|2113|43 2·7−13=1−−−−−−→ 11121|1113|33⇝ 21111|3111|33 2·6−10=2−−−−−−→ 1111|1111|13

⇝ 1111|1111|31 2·4−7=1−−−−−→ 111|111|21 2·3−5=1−−−−−→ 11|11|11 2·2−3=1−−−−−→ 1|1|1 (rigid)

111|21|21|21 2·3−5=1−−−−−→ 11|11|11|11 2·2−4=0−−−−−→ 11|11|11|11 (basic, versally realizable)

An irreducibly realizable spectral type m is called rigid if idxm = 2. Suppose
the spectral type m satisfies ord ∂m ≥ ordm. If idxm ̸= 0 or m is indivisible, m
is called basic. Then the basic spectral type is not rigid (cf. Remark 5.4 ii)).

We show in [8] that there are only finite number of indivisible basic spectral types
with the same index of rigidity. For example, there are the following 15 indivisible
basic spectral types m with idxm = 0:

D̃4 : 11|11|11|11 11|11|11, 11 11|11, 11|11 11|11, 11, 11 11, 11, 11, 11

Ẽ6 : 111|111|111 111|111, 111 111, 111, 111

Ẽ7 : 1111|1111|22 1111|1111, 22 1111, 1111|22 1111, 1111, 22

Ẽ8 : 111111|2222, 33 111111|33, 222 111111, 222, 33

The versal operator for the spectral type 11|11|11|11 contains the operator with the
spectral type 11|11|11, 11 as special values of parameters (cf. §6). The basic spectral
type which is not obtained as special values of parameters of a versal operator with
another spectral type is called basic confluent spectral type. Then there are 5
indivisible basic confluent spectral types with the rigidity of index 0. They are

11|11|11|11 111|111|111 1111|1111|22 111111|222, 33 111111|33, 222.

Remark 5.7. A list of basic confluent spectral types m with idxm ≥ −2 are given
in [8] and we can construct versal operators with these spectral types. In fact the
Fuchsian differential operator with given singular points and a GRS is given by [15]
and we can easily check its confluent limit. Hence the conjecture in this paper is
valid for m if idxm ≥ −2 and m is indivisible. In this case the basic confluent
spectral types are confluent spectral types of basic Fuchsian spectral types. But
in general there exists a basic confluent spectral type which is not any confluent
spectral type of a basic Fuchsian spectral type as is given in [8, Remark 3.33].
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The conjecture is also formulated for Schlesinger systems. It follows from [5,
6] that the condition 3 implies the condition 1 in the conjecture for Schlesinger
systems. Note that [7] gives the versal unfolding of Schlesinger systems with basic
confluent spectral type m satisfying idxm ≥ −2. The middle convolution of versal
unfolding of Shlesinger systems and its generalization to Knizhnik-Zamolodchikov
equations will be given in another paper.

6. Examples

As is shown in the previous section, there is one-to-one correspondence between
the rigid spectral type of the equation (1.2) with regular or unramified irregular
singularities and the rigid Fuchsian spectral type with a suitable confluence which
corresponds to the condition stated in Remark 3.4. A simple and classical example
is 11|11|11 with the following Riemann scheme and the versal Riemann scheme. x = ∞

1− µ
µ+ λ1x+ λ2x

2

 and


x = ∞ x = 1

t1
x = 1

t2
1− µ̃ 0 0

µ̃− λ̃1

t1
+ λ̃2

t1t2
λ̃1

t1
+ λ̃2

t1(t1−t2)
λ̃2

t2(t2−t1)

 .

Inverting Katz’s reduction in Example 5.6, we have the versal operator

P̃ = mcµ′ ◦AdV( 1
t1

, 1
t2

)(λ
′
1, λ

′
2) ∂

= mcµ′

(
∂+

λ′1
1− t1x

+
λ′2x

(1− t1x)(1− t2x)

)
= mcµ′

(
∂(1− t1x)(1− t2x) ∂+ ∂

(
λ′1(1− t2x) + λ′2x

))
=

(
(1− t1x) ∂+t1(µ

′ − 1)
)(
(1− t2x) ∂+t2µ

′)
+ λ′1 ∂+(λ′2 − λ′1t2)(x ∂+1− µ′)

= (1− t1x)(1− t2x)∂
2 + (λ̄1 + λ̄2x)∂ + µ̄

(
λ̄2 − t1t2(µ̄+ 1)

)
,(

λ′1 = λ̄1 + (t1 + t2)µ̄, λ′2 = λ̄2 + λ̄1t2 − (t1 − t2)t2µ̄, µ′ = 1− µ̄
)

with the Riemann scheme
x = ∞ x = 1

t1
x = 1

t2
µ̄ 0 0

λ̄2

t1t2
− µ̄− 1 λ̄2+t1λ̄1

t1(t1−t2)
+ 1 λ̄2+t2λ̄1

t2(t2−t1)
+ 1

 (
t1t2(t1 − t2) ̸= 0

)
,(6.1)

which we call versal Gauss hypergeometric operator (see [13, §2.4]). Here we have

λ̃1 = λ̄1 + t1 + t2, λ̃2 = λ̄2 + t2(λ̄1 − t1 + t2) and µ̃ = 1− µ̄.

Special values of parameters corresponding to the confluence of (6.1) give
x = ∞ x = 1

t1
µ̄ 0

− λ̄2

t1
x− λ̄2

t21
− λ̄1

t1
− µ̄ λ̄2

t21
+ λ̄1

t1
+ 1

 (t1 ̸= 0, t2 = 0),


x = ∞ x = 1

t1
µ̄ 0

λ̄2

t21
− µ̄− 1 ( λ̄2

t1
+ λ̄1)x− λ̄2

t21
+ 2

 (t1 = t2 ̸= 0),
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µ̄

1− µ̄+ λ̄1x+ λ̄2x
2

 =

x = ∞ (1) (2)
µ̄ 0 0

1− µ̄ λ̄1 λ̄2

 (t1 = t2 = 0).

According to (4.8), we have a solution to P̃ u = 0 with an integral representation∫ x

1
t1

exp

(
−
∫ t

0

( λ′1
1− t1s

+
λ′2s

(1− t1s)(1− t2s)

)
ds

)(
t− x

)µ′−1
dt.

In the same way as above we have solutions∫ x

c

∫ t

c

exp
(
−
∫ s

0

λ1(1− t2u) + λ′1u

(1− t1u)(1− t2u)
du

)(
t− s

)µ1−1(
1− t1t

)λ2
t1
(
x− t

)µ2−1
ds dt

of a versal equation P̃ u = 0 for the spectral type 111|111|21. Here c = 1
t1

or 1
t2

or ∞ and P̃ = mcµ2
◦ AdV( 1

t1
)(λ2) ◦ mcµ1

◦ AdV( 1
t1

, 1
t2

)(λ1, λ
′
1) ∂. When t1 = 0,

(1 − t1t)
λ2
t1 = e−λ2t. Note that 111, 111, 21 is the spectral type of the equation

satisfied by the generalized hypergeometric function 3F2 (cf. [13, §13.5]).

The spectral type m =

p+1 copies of 11︷ ︸︸ ︷
11|11| · · · |11 corresponds to the second order operator

P which has only one unramified irregular singularity with Poincaré rank p. In this
case idxm = 6− 2p and we have the versal operator

P̃ =

p∏
j=1

(
1− tjx

)
∂2 +

( p∑
j=1

λjx
j−1

)
∂+µ

(
λp − (−1)p(µ+1)

p−1∏
j=1

tj

)
xp−2 +

p−3∑
j=0

rjx
j

for the spectral type m. The generalized Riemann scheme of P̃ equals
x = ∞ x = 1

tj
(j = 1, . . . , p)

µ 0
(−1)pλp

t1···tp − µ− 1
∑p

i=1 tp−i
j λi

tj
∏

1≤i≤p, i ̸=j(tj−ti)
+ 1

 .

Here r0, . . . , rp−3 are accessory parameters and P is the operator with the Riemann
scheme x = ∞

µ
p− 1− µ+ λ1x+ · · ·+ λpx

p

 =

 x = ∞ (1) · · · (p)
µ 0 · · · 0

p− 1− µ λ1 · · · λp

 .

When p = 3, P̃ gives the confluent equations of Huen’s equation whose spectral
types are 11|11|11|11, 11|11|11, 11, 11|11, 11|11 and 11|11, 11, 11.

A versal Jordan-Pochhammer operator P̃ is an unfolding of the operator with

the rigid spectral type

p+1 copies of 1(p−1)︷ ︸︸ ︷
1(p− 1)|1(p− 1)| · · · |1(p− 1), which is give in [13, §2.4],
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namely

P̃ = mcµ ◦AdV( 1
t1

,..., 1
tp

)(λ1, . . . , λp) ∂ =

p∑
k=0

pk(x) ∂
p−k,

p0(x) =

p∏
j=1

(1− tjx), q(x) =

p∑
k=1

λkx
k−1

p∏
j=k+1

(1− tjx),

pk(x) =

(
−µ+ p− 1

k

)
p
(k)
0 (x) +

(
−µ+ p− 1

k − 1

)
q(k−1)(x).

The equation P̃ u = 0 has GRS
x = ∞ x = 1

ti
(i = 1, . . . , p)

[1− µ](p−1) [0](p−1)
p∑

i=1

(−1)iλi∏
1≤ν≤i cν

− µ

p∑
k=i

λk
ci
∏

1≤ν≤k
ν≠i

(ci − cν)
+ µ

 ,


x = ∞

[1− µ](p−1)

(p− 1)µ+

p∑
i=1

λix
i

 (∀ti = 0)

and a solution∫ x

c

exp
(
−

p∑
k=1

∫ t

0

λks
k−1ds∏

1≤i≤k(1− tis)

)
(x− t)µ−1dt (c = 1

ti
or ∞).

Let L be an integer satisfying 0 < L < m. Put tL+1 = · · · = tm = 0 for the equation

P̃ u = 0. Then the point x = ∞ is an irregular singular point with Poincaré rank
m − L. The last example in [14] calculates the local monodromy of the space of
local solutions at this singular point. Note that [14] gives an algorithm calculating
the local monodromy of any irregular singular point of the rigid equation Pu = 0
on P1 which has no ramified irregular singular point. The algorithm is implemented
in [15].
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