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Abstract. For a smooth formal scheme X over the Witt vectors W of a perfect field k,
we construct a functor Dcrys from the category of prismatic F -crystals (E, φE) (or prismatic
F -gauges) on X to the category of filtered F -crystals on X. We show that Dcrys(E, φE) enjoys
strong properties (e.g., strong divisibility in the sense of Faltings) when (E, φE) is what we call
locally filtered free (lff). Most significantly, we show that Dcrys actually induces an equivalence
between the category of prismatic F -gauges on X with Hodge–Tate weights in [0, p− 2] and the
category of Fontaine–Laffaille modules on X. Finally, we use our functor Dcrys to enhance the
study of prismatic Dieduonné theory of p-divisible groups (as initiated by Anschütz–Le Bras)
allowing one to recover the filtered crystalline Dieudonné crystal from the prismatic Dieudonné
crystal. This in turn allows us to clarify the relationship between prismatic Dieudonné theory
and the work of Kim on classifying p-divisible groups using Breuil–Kisin modules.
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Introduction

Let k be a perfect extension of Fp, and X be a smooth formal scheme over W :=W (k) with
generic fiber X. A question of central importance in p-adic Hodge theory is when a Qp-local
system V on X should admit ‘good reduction’ relative to the model X. The operative property
singled out by Fontaine in this regard is that V is crystalline. In this case, one may associate to
V a filtered F -isocrystal Dcrys(V) on X which one may think of as the ‘model’ of V over X.

But, for arithmetic applications, for example to the study of Shimura varieties (e.g., see
[IKY25]), it is important to have an integral analogue of this picture. Namely, if L ⊆ V is a
Zp-lattice, the collection of which (as V varies) we denote LoccrysZp

(X), then one would like to
make sense of when L admits good reduction relative to X. The question of what sort of object
models L is subtle, and there now exist several approaches.
Crystalline approach ([Fal89]): This utilizes the category VectFφ,div(Xcrys) of strongly divisible
filtered F -crystals. This theory is best behaved when the filtration is supported in the Fontaine–
Laffaille range [0, p− 2], where they are called Fontaine–Laffaille modules (cf. Proposition 2.5).
In particular, in [Fal89] there is constructed a fully faithful functor

Tcrys : VectFφ,div[0,p−2](Xcrys)→ LoccrysZp,[0,p−2](X),

where the target consists of those L with Hodge–Tate weights in [0, p− 2].
Prismatic approach ([BS23]): This makes use of the category Vectφ(X∆) of prismatic F -crystals
on X. The relationship to local systems is given by the functor

Tét : Vectφ(X∆)→ LoccrysZp
(X),

(constructed in op. cit.), which was shown to be fully faithful in [GR24] or [DLMS24].
Syntomic approach ([Dri24], [Bha23]): This utilizes the category Vect(Xsyn) of prismatic
F -gauges. By results in [GL23], this also admits a fully faithful functor

Tét : Vect(Xsyn)→ LoccrysZp
(X),

It is natural to ask what the precise relationship is between these three approaches. The latter
two are directly related by a forgetful functor

RX : Vect(Xsyn)→ Vectφ(X∆),

which is shown in [GL23] and [IKY25] to be fully faithful with essential image the subcategory
Vectφ,lff(X∆) of so-called locally filtered free (lff) prismatic F -crystals (see op. cit.).

The goal of this paper is to complete the comparisons of these three approaches by relating the
crystalline approach to the prismatic and syntomic ones by defining integral analogues of Dcrys

Dcrys : Vectφ(X∆)→ VectWFφ(Xcrys), Dcrys : Vect(Xsyn)→ VectFφ,div(Xcrys)

(see §2.1 for the definition of VectWFφ(Xcrys)). In the rest of the introduction, we discuss the
various good properties Dcrys enjoys, which not only provide the desired bridge between these
various approaches, but help clarify the structure of the categories Vectφ(X∆) and Vect(Xsyn).

But, we immediately state that the tightest possible connection holds, namely equivalence, in
the Fontaine–Laffaille range, which clarifies the well-behavedness of Faltings’s theory in this range.
(See [DLMS24, Definition 3.16] and §3.1 for the definitions of the categories Vectφ[0,p−2](X∆) and
Vect[0,p−2](X

syn), respectively.)

Theorem A (see Theorem 3.1). Suppose that X is a smooth formal W -scheme and that p > 2.
Then, the following diagram is commutative and all arrows are Zp-linear equivalences

Vectφ,lff[0,p−2](X∆) Vect[0,p−2](X
syn)

Vectφ[0,p−2](X∆) Loccrys[0,p−2](X) Vectφ,div[0,p−2](Xcrys)

Dcrys

RX

Dcrys

Tét Tcrys
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Remark 1. We comment on the relationship of Theorem 3.1 to other literature:
• In [Hok24], Hokaj obtains the equivalence of the arrow Tcrys as in Theorem 3.1. Our proof

is independent of his results, but our proof of the crucial Proposition 3.3 is inspired by
(although simpler than) techniques in op. cit.
• In [Wür23], Würthen constructs an equivalence between Vectφ[0,p−2](X∆) and a certain

modified category of Fontaine–Laffaille modules. The relationship to our work is unclear.
• In [TVX24], for a perfect field k of chararacteristic p the authors construct an equivalence

of ∞-categories (with notation as in op. cit):

ΦMaz : Dqc,[0,p−2](W (k)syn)→ DMF big
[0,p−2](W (k)).

which is a derived analogue of Dcrys for X = Spf(W (k)) in the Fontaine–Laffaille range.
Moreover, the authors mention in op. cit. they intend to generalize their work to arbitrary
smooth formal W -schemes.

We note that in all cases above these constructions do not address objects outside the
Fontaine–Laffaille range, unlike our functor Dcrys.

In the rest of the introduction, we discuss other aspects of the functor Dcrys and its applications
to prismatic F -crystals, prismatic F -gauges, and the theory of p-divisible groups.

Construction of Dcrys and applications of prismatic F -crystals/gauges. Fix a smooth
formal W -scheme X.1 Our construction of the Zp-linear ⊗-functor, the integral analogue of Dcrys,

Dcrys : Vectφ(X∆)→ VectWFφ,div(Xcrys)

is achieved in a surprisingly pleasant way. Namely, we observe that for an object (E, φE) of
Vectφ(X∆) there is always a canonical crystalline-de Rham comparison.

Theorem B (see Theorem 1.19). Let X be a smooth formal W -scheme, and (E, φE) a prismatic
F -crystal on X. Then there exists a canonical isomorphism

ιX : Dcrys(E, φE)|XZar

∼−→ DdR(E, φE)

of vector bundles on X.

Here we are using the following notation:
• Dcrys(E, φE), the crystalline realization, denotes the F -crystal Ecrys associated to E|Xk

,
• and DdR(E, φE), the de Rham realization, denotes the vector bundle on X given by pullback

along the de Rham point ρ∆
dR,X : X→ X∆ as in Definition 1.11 (see Proposition 1.15 for a

more down-to-earth description).
Then, Dcrys(E, φE) has underlying F -crystal Dcrys(E, φE) and obtains a filtration on its restric-

tion to XZar via the crystalline-de Rham comparison, and the Nygaard filtration on ϕ∗E.

Remark 2. In the case when X = Spf(Zp) this is essentially contained in [BL22a] (see
Proposition 3.6.6 of op. cit.). A more novel aspect of our study is a concrete reinterpretation of
this comparison using Breuil and Breuil–Kisin prisms, see Construction 1.20 and Proposition
1.21, which is central to our study of Dcrys.

Remark 3. In the case when X = Spf(W ), one may view the crystalline-de Rham isomorphism
as an integral refinement of [Kis06, §1.2.7] (cf. Remark 1.22).

As indicated by our choice of terminology, Dcrys forms a functorial lattice in Dcrys in a way
made precise by the following theorem.

Theorem C (see Theorem 2.10). There is a canonical identification

Dcrys[1/p]
∼−→ Dcrys ◦ Tét.

1Although most of these results apply for a base formal W -scheme X in the sense of [IKY24, §1.1.5].
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The functor Dcrys enjoys even more favorable properties when restricted to the full subcategory
Vectφ,lff(X∆) of lff prismatic F -crystals and, in fact, can be used to detect lffness.

Proposition A (see Proposition 2.13). Suppose that X is a smooth formal W -scheme. Then, a
prismatic F -crystal (E, φE) on X is lff if and only if Dcrys(E, φE) belongs to VectFφ,div(Xcrys).

Combining Proposition A with the forgetful functor

RX : Vect(Xsyn) ∼−→ Vectφ,lff(Xsyn)

(see [Bha23, Remark 6.3.4] and [IKY25, Proposition 1.28]), we obtain a functor

Dcrys ◦ RX : Vect(Xsyn)→ Vectφ,div(Xcrys), (1)

which we also denote Dcrys. Using ideas of Faltings, we may show that (1) is exact. Using this,
we obtain the following result of independent of interest (and of great importance in [IKY25]).

Proposition B (see Proposition 2.17). The equivalence

RX : Vect(Xsyn) ∼−→ Vectφ,lff(X∆)

given by the forgetful functor is bi-exact.

We finally observe that our study of Dcrys gives rise to the following syntomic refinement of
cohomological results obtained in [Fal89].

Proposition C (see Proposition 3.12). Let f : X → Spec(W ) be smooth and proper. Then, for
an object V of Vect[0,a](X̂

syn) and b in N with a+ b < p− 2, there is a canonical isomorphism

Hb
ét

(
XK , Tét(V)

alg/pn
) ∼−→ Tét

(
Rbf∗V/p

n
)
,

of Galois representations, for any n in N ∪ {∞}.

Applications to p-divisible groups. We finally describe the ways in which the functor Dcrys

can be used to clarify the relationship between p-divisible groups and various types of Dieudonné
theory when p > 2. To this end, let us fix X to be a base formal W -scheme (see [IKY24, §1.1.5]).

Denote by BTp(X) the category of p-divisible groups over X. There are then several approaches
to use p-adic Hodge theory to classify objects of BTp(X) via various ‘Dieudonné theories’:
(1) the filtered crystalline Dieudonné functor of Grothendieck–Messing

D : BTp(X)→ VectFφ,div[0,1] (Xcrys),

which is an (anti-)equivalence by results of Grothendieck, Messing, and de Jong (see [dJ95]),
(2) the Breuil–Kisin–Kim Dieudonné functor (see [Kim15])

M : BTp(X)→ Vectφ[0,1](SR,∇0)

when X = Spf(R) for a formally framed W -algebra R (see [IKY24, §1.1.5] for the definition
of framed algebra, and Definition 4.11 for the definition of the target category), which is an
(anti-)equivalence by [Kim15],

(3) the prismatic Dieudonné functor of Anschütz–Le Bras

M∆ : BTp(X)
∼−→ Vectφ[0,1](X∆),

which is an (anti-)equivalence by [ALB23] (cf. Theorem 4.2).
The relationship between these various Dieudonné theories is important to establish the

connection between historical results and modern methods (e.g., as is needed in the study of
Shimura varieties in [IKY25]). That said, this relationship is far from clear given the different
ways in which these functors are constructed.

In [ALB23, Theorem 4.44], it is demonstrated that there is a canonical identification

D(H) ≃ Dcrys(M∆(H)),
4



in Vectφ(Xcrys), for an object H of BTp(X). Here, recall, Dcrys(M∆(H)) is the underlying
F -crystal of Dcrys(M∆(H)). We further denote by D(H) is the underlying F -crystal of D(H). In
particular, this identification ignores filtrations, which is equivalent (by Grothendieck–Messing
theory) to only remembering the the special fiber Hk of the p-divisible group H. Thus, it is
desirable to upgrade this to a filtered identification.

Theorem D (see Theorem 4.8). There is an identification of functors BTp(X)→ VectFφ,div[0,1] (Xcrys)

D ≃ Dcrys ◦M∆.

With respect to the Breuil–Kisin–Kim Dieudonné functor, when R =W , it is shown in [ALB23,
Proposition 5.18] that there is an identification of functors BTp(R)→ Vectφ[0,1](SR)

M ≃ evSR
◦M∆,

where evSR
is the functor given by evaluation on the Breuil–Kisin prism (SR, (E)). But for

applications, it is desirable to have versions of this identification for arbitrary R, which then
necessitates the consideration of connections.

Using Theorem D, and an intermediate study of Breuil’s Dieudonné functor (see §4.3.1), we
are able to make such an identification.

Proposition D (see Proposition 4.16). For any formally framed W -algebra R, there is a canonical
identification of functors BTp(R)→ Vectφ[0,1](SR,∇0)

M ≃ evKSR
◦M∆.

Here evKSR
(M∆(H)) is the evaluation of M∆(H) on (SR, (E)) equipped with the connection

on ϕ∗M∆(SR, (E))/E coming from the identification of this with Dcrys(H) (via Theorem D).
As an application of this result and work of Kim, we obtain the following strengthening of a

result of Ito (cf. [Ito23, Theorem 6.1.3]).

Corollary A (Corollary 4.18). Let R be a formally framed W -algebra. Then, there are equiva-
lences of categories

Vect[0,1](R
syn) Vectφ[0,1](R∆) Vectφ[0,1](SR,∇0),

RX

∼ ∼
evKSR

is an equivalence of categories. If R =W Jt1, . . . , tdK for some d ⩾ 0, then there are equivalences

Vect[0,1](R
syn) Vectφ[0,1](R∆) Vectφ[0,1](SR).

RX

∼ ∼
evSR
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Max Planck Institute for Mathematics in Bonn, Germany (report numbers MPIM-Bonn-2022,
MPIM-Bonn-2023, MPIM-Bonn-2024).

Notation and terminology. Throughout this article we make use of the following notation
and terminology, which is largely standard (or self-evident), and so the reader is encouraged to
only refer back when necessary.

Fix the following (we refer the reader to [IKY24, §1.1.5] for undefined terminology):
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⋄ k a perfect extension of Fp,
⋄ W :=W (k) and K0 := Frac(W ),
⋄ K is a finite totally ramified extension of K0,
⋄ OK the valuation ring of K,
⋄ π a uniformizer of OK and k = OK/π,
⋄ e = [K : K0],
⋄ E ∈W [u] the minimal polynomial for π,
⋄ R a formally framed base OK-algebra,

⋄ (SR, (E)) the Breuil–Kisin prism,
⋄ (SR, (p)) the Breuil prism,
⋄ W the p-typical Witt vector scheme,
⋄ F : W→ W the Frobenius,
⋄ V : W→ W the Verschiebung,
⋄ [−] : A1 → W the Teichmüller lift,
⋄ X a base formal OK-scheme,
⋄ X = Xη the rigid generic fiber.

We refer the reader to [IKY24, §2.3.1] for our notation and terminology concerning the
crystalline site and (iso)crystals and F -(iso)crystals.

We further refer the reader to [IKY24, §1.1.3] for our notation and terminology concerning the
quasi-syntomic and qrsp sites Yqsyn and Yqrsp.

We lastly refer the reader to [IKY25, §1] for our notation and terminology concerning
⋄ the formal stacks Y∆ (with its Frobenius FY : Y∆ → Y∆), YN, and Ysyn over Zp and for the

site Y∆ (which we abbreviate to S∆, SN, Ssyn, and S∆ when Y = Spf(S)),
⋄ the categories Vectφ(X∆), Vectφ,lff(X∆), Vectφ,an(X∆), and Vect(Xsyn), of prismatic F -

crystals, locally filtered free (lff) prismatic F -crystals, analytic prismatic F -crystals and prismatic
F -gauges, respectively.
⋄ the étale realization functor Tét : Vectan,φφ(X∆)→ LoccrysZp

(X) and the induced étale realization
functors on Vectφ(X∆), Vectφ,lff(X∆), and Vect(Xsyn),
⋄ RX : Vect(Xsyn) ∼−→ Vectφ,lff(X∆) the forgetful functor,
⋄ notation for filtered rings and modules and, in particular, the Rees algebra Rees(A,Fil•) and

completed Rees stack R̂(A,Fil•) of a filtered ring.
Finally, we freely use the notion of quasi-ideals d : I → A (which we sometimes write as [I → A]
for clarity) and their quotients Cone(d) as in [Dri21].

1. The crystalline-de Rham comparison

The definition of Dcrys relies on a comparison isomorphism between the crystalline and de Rham
realizations of a prismatic F -crystal that we formulate and prove in this subsection. Throughout
we use notation and terminology from Notation and terminology without comment.

1.1. The crystalline realization functor. We now expand on the notion of the crystalline
realization functor Dcrys : Vectφ(X∆)→ Vectφ(Xcrys) as discussed in [BS23, Example 4.12].

1.1.1. Prismatic F -crystals on quasi-syntomic Fp-schemes. Fix Z to be a quasi-syntomic
k-scheme. As in [BS23, Example 4.7], there is an equivalence of categories

(−)crys : Vect(Z∆,O∆)
∼−→ Vect(Zcrys), F 7→ Fcrys,

defined as follows. Recall (e.g., see [IKY24, Example 1.8 and Example 2.15]) that for a qrsp
k-algebra R, the categories R∆ and (R/W )crys have initial objects (Acrys(R), (p), ñat.) and
Acrys(R) ↠ R, respectively. Thus, by evaluation, we have functorial equivalences

Vect(R∆,O∆)
∼−→ Vect(Acrys(R))

∼←− Vect(Rcrys).

Passing to the limit, and using [IKY24, Proposition 1.31 and Proposition 2.16], we deduce the
existence of a diagram of equivalences

Vect(Z∆,O∆)
∼−→ 2-lim

R∈Zqrsp

Vect(R∆,O∆)
∼−→ 2-lim

R∈Zqrsp

Vect(Rcrys)
∼←− Vect(Zcrys).

Define (−)crys to be the obvious equivalence derived from this diagram.
For an object V of Vect(Z∆,O∆), one has that (ϕ∗V)crys is naturally identified with ϕ∗(Vcrys).

Indeed, by construction it suffices to observe that for a qrsp k-algebra R over Z

ϕ∗(Vcrys)(Acrys(R) ↠ R) = ϕ∗RV(Acrys(R) ↠ R) = ϕ∗RV(Acrys(R), (p)) = (ϕ∗V)(Acrys(R), (p)),
6



where the first equality follows from [IKY24, Remark 2.18] and the second and third by definition.
From this observation, one may upgrade (−)crys to an equivalence

(−)crys : Vectφ(Z∆)
∼−→ Vectφ(Zcrys),

which is functorial in Z in the obvious way.

1.1.2. The crystalline realization functor. From the above discussion, we obtain a natural
functor (−)crys : Vect(X∆) → Vect((Xk)crys) given by sending E to Ecrys := (E|(Xk)∆

)crys. The
crystal Ecrys enjoys a concrete description when evaluated on base OK-algebras.

For the notion of formal framing (usually denoted t, not w, in op. cit.) and the notations ϕw
and R(ϕw)

0 used in the following, we refer the reader to [IKY24, §1.1.5].

Proposition 1.1. Let R = R0 ⊗W OK be a base OK-algebra and w a formal framing. For F in
Vect((Rk)∆) there is a canonical isomorphism

ϑw = ϑR,w : (ϕ
∗F)(R

(ϕw)
0 , (p)) ∼−→ Fcrys(R0).

If F carries a Frobenius structure, then ϑw is Frobenius-equivariant.

Suppose A is a quasi-syntomic p-adically complete ring. As Spf(A) has a cover in Spf(A)fl
whose entire Čech cover is qrsp, we see by p-adic faithfully flat descent that the natural map

M → lim←−
B∈Aqrsp

(M ⊗A B), (1.1.1)

is an isomorphism for any p-adically complete A-module M .

Proof of Proposition 1.1. For any object T of (Rk)qrsp, there exists a canonical identification of
modules F(Acrys(T ), (p))

∼−→ Fcrys(Acrys(T ) ↠ T ) by the definition of (−)crys. For each object
S of Rqrsp, let w♭i in S♭ be compatible sequences of pth-power roots of wi in S/p. We then
have maps βw♭ = β : R0 → Acrys(S) as in [IKY24, §1.1.5]. The map β induces morphisms
(R0 ↠ Rk)→ (Acrys(S) ↠ Sk) and (R0, (p), FRk

◦ q)→ (Acrys(S), (p), ñat.) in (Rk)crys and R∆,
respectively, where ñat. is as in [IKY24, Example 1.8], and q : R→ R/π = R0/p is the natural
map. Thus, from the crystal property and [IKY24, Remark 1.19], we obtain isomorphisms

(ϕ∗F)(R0, (p))⊗R0 S
∼−→ F(Acrys(S), (p))⊗Acrys(S),θ S,

Fcrys(R0)⊗R0 S
∼−→ Fcrys(Acrys(S) ↠ Sk)⊗Acrys(S),θ S,

compatible in S. Then by the isomorphism in (1.1.1), we get canonical isomorphisms

(ϕ∗F)(R0, (p))
∼−→ lim←−

S∈Rqrsp

F(Acrys(S), (p))⊗Acrys(S),θ S

∼−→ lim←−
S∈Rqrsp

Fcrys(Acrys(S) ↠ Sk)⊗Acrys(S),θ S

∼−→ Fcrys(R0),

which proves the assertion. The second claim follows from the first, via the natural identification
of (ϕ∗E)crys and ϕ∗(Ecrys) for an object E of Vect(X∆). □

We now define the crystalline realization functor

Dcrys : Vectφ(X∆)→ Vectφ(Xcrys), (E, φE) 7→ (Ecrys, φEcrys).

While Dcrys is far from full, it is faithful.

Proposition 1.2. The following functors are faithful:

(−)crys : Vect(X∆)→ Vect(Xcrys), Dcrys : Vectφ(X∆)→ Vectφ(Xcrys).
7



Proof. It suffices to prove the first claim. As passing to a cover is a faithful operation, we see by
[IKY24, Proposition 1.11] that it is sufficient to show the following: if R is a perfectoid ring, then
the base change functor Vect(Ainf(R))→ Vect(Acrys(R)) given by M 7→M ⊗Ainf(R) Acrys(R) is
faithful. As M is flat over Ainf(R), and Ainf(R)→ Acrys(R) is injective (see [IKY24, Example
1.9]), the map M →M ⊗Ainf(R) Acrys(R) is injective, from where the claim follows. □

Lastly, we give a calculation of Dcrys in terms of Breuil–Kisin modules.

Proposition 1.3. Let R = R0 ⊗W OK be a formally framed base OK-algebra. Then, there is a
canonical Frobenius-equivariant isomorphism

Dcrys(E, φE)(R0)
∼−→ (ϕ∗E)(SR, (E))/u.

Proof. As E is an Eisenstein polynomial, the map SR → R0 sending u to 0 defines a morphism
(SR, (E))→ (R0, (p)) in R∆. The desired isomorphism then follows from applying the crystal
property in conjunction with Proposition 1.1. □

Remark 1.4. The Frobenius structure on (ϕ∗E)(SR, (E))/u in Proposition 1.3 is taken in
the sense of [IKY24, Remark 1.19] (either before or after quotienting by (u)).

Example 1.5. For R = OK we abuse notation and define the exact Zp-linear ⊗-functor

Dcrys : Repcrys
Zp

(Gal(K/K))→ Vectφ(kcrys) = Vectφ(W, (p)),

to be Dcrys ◦ T−1ét . Then, there is a natural identification between Dcrys(Λ) and the Frobenius
module ϕ∗M(Λ)/u over W , where M is the functor from [Kis06]. Indeed, this follows from
Proposition 1.3 and [BS23, Remark 7.11].

1.1.3. Dcrys in terms of stacks. We now explain how the crystalline realization functor Dcrys

can be understood stack-theoretically.
To begin, recall that for a quasi-syntomic k-scheme Z there is constructed in [Bha23, Remark

2.5.12] the formal stack (Z/W )crys over W associating to a p-nilpotent W -algebra S

(Z/W )crys(S) := Mapk(Spec(G
dR
a (S)), Z),

where GdR
a is as in [Bha23, Definition 2.5.1] and GdR

a (S) has k-structure as in [Bha23, Corollary
2.5.10]. The absolute Frobenius FZ induces a morphism FZ : (Z/W )crys → (Z/W )crys of formal
stacks over W lying over the Frobenius map ϕW : W →W . In particular, it induces a morphism

FZ : ϕ
∗
W (Z/W )crys → (Z/W )crys

of formal stacks over W .

Lemma 1.6 ([Bha23, Corollary 2.6.8]). There exists a natural Frobenius-equivariant isomorphism
of formal stacks over W

(Z/W )crys ∼−→ ϕ∗W (Z∆). (1.1.2)

Proof. By [Bha23, Corollary 2.6.8], we have an isomorphism of W -algebra schemes

GdR
a
∼−→ F∗W/p. (1.1.3)

That said, for a p-nilpotent W -algebra S

ϕ∗W (Z∆)(S) = Mapk(Spec(W((ϕW )∗S)/p), Z),

where (ϕW )∗S is S viewed as a W -algebra via restriction along ϕW . But, it is easy to see that
F∗W(S)/p is canonically isomorphic to W((ϕW )∗(S))/p as a k-algebra. The claim follows given
the identification of Z∆ with Mapk(W/p, Z) as explained in [Bha23, Example 5.1.12]. □

Observe that there is a natural functor

ΨZ : QCoh((Z/W )crys)→ Crys((Z/W )crys).
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Namely, by definition of GdR
a , given an object (Z ← U ↪→ T ) of (Z/W )crys one obtains a map

ρ(Z←U↪→T ) : T → (Z/W )crys. (1.1.4)

More precisely, if T = Spec(B) and J = ker(OT (T ) → OU (U)), then we have a natural map
[J → B]→ [G♯a(B)→ B] of quasi-ideals. Set

ΨZ(F)(Z ← U ↪→ T ) := (π(Z←U↪→T ))
∗(F)(T ).

This is a crystal by the quasi-coherence of F.

Proposition 1.7. We have a 2-commutative Frobenius-equivariant equivalences

Vect((Z/W )crys) Vect((Z/W )crys)

Vect(ϕ∗W (Z∆)).

ΨZ

(1.1.2) (−)crys◦(ϕ∗W )−1

Proof. To show that ΨZ is a Frobenius-equivariant equivalence, it suffices to show this diagram
2-commutes. It further suffices to assume Z = Spf(R) with R qrsp. But, for an object F of
Vect(ϕ∗W (Z∆)), applying (1.1.2) and then ΨZ gives the value F(Acrys(R) ↠ R), with twisted
W -structure map, on Acrys(R) ↠ R. But, this is the same as ((ϕ∗W )−1(F))crys(Acrys(R) ↠ R). □

Assume now that OK =W . Then, our base formal W -scheme X determines a natural map

iX := ρ
(Xk

id←−Xk↪→X)
: X→ (Xk/W )crys,

with notation as in (1.1.4).

Definition 1.8. The (relative) crystalline point of X is the morphism ρcrys,X : X → X∆ of
formal stacks over W obtained as the composition

X
iX−→ (Xk/W )crys ∼−→ ϕ∗W (X∆

k)
FXk−−→ X∆

k → X∆.

The 2-commutativity in Proposition 1.7 implies the following.

Proposition 1.9. For any prismatic crystal E on X, there exists a natural identification

ρ∗crys,X(E) ≃ Ecrys|XZar
.

Remark 1.10. Suppose that X = Spf(R) and that w is a formal framing. Consider the
following diagram where ρ(R(ϕw),(p)) is as in [BL22b, Construction 3.10]

R∆

Spf(R) Spf(R).

ρcrys,X

ϕw

ρ
(R(ϕw),(p))

This diagram naturally 2-commutes as for any p-nilpotent R-algebra S, both compositions
result in the Cartier–Witt divisor W(S)

p−→ W(S) with the structure map corresponding to

R→ R/p
FR/p−−−→ R/p→ W(S)/p.

This gives an isomorphism ρ∗crys,X(E) ≃ (ϕ∗E)(R(ϕw), (p)) which combined with Proposition 1.9
recovers ϑR,w from Proposition 1.1.
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1.2. The de Rham realization functor. We now discuss the notion of a de Rham realization
functor DdR : Vectφ(X∆)→ Vect(X). We will take a stack-theoretic approach, but the reader
should consult Proposition 1.15 for a more down-to-earth interpretation in coordinates. In the
following there are no restrictions on OK .

Definition 1.11 (cf. [GM24, §6.7]). Let Y be a quasi-syntomic p-adic formal scheme.
• The (relative) Nygaard de Rham point over Y is the morphism of formal A1/Gm-stacks
ρN

dR,Y : Y × (A1/Gm) → YN over Zp associating to a morphism f : Spec(S) → Y and
generalized Cartier divisor α : L→ OSpec(S) the filtered Cartier–Witt divisor

F∗(W)⊕ V (L)♯
d=(V,α♯)−−−−−→ W

where (−)♯ is as in [Bha23, Variant 2.4.3], and where the map Spec(Cone(d))→ Y is induced
by precomposition with f from the natural map

S = W(S)/V (W(S))→ Cone(d)(S).

• The (relative) prismatic de Rham point over Y is the morphism ρ∆
dR,Y : Y→ Y∆ obtained

by restricting to ρN

dR,Y to Y = Y× (Gm/Gm).
• The (relative) syntomic de Rham point over Y is ρsyndR,Y := jN ◦ ρN

dR,Y : Y× (A1/Gm)→ Ysyn.

For a perfect complex V over Y∆, let us write VdR := (ρ∆
dR)
∗V. Given the identification of

Perf(Y × (A1/Gm)) with the ∞-category PerfF(Y) of filtered perfect complexes over Y (see
[Bha23, Proposition 2.2.6]), we observe that for any perfect complex V on YN we have

(ρN

dR,Y)
∗(V) ≃

(
VdR,Fil•(VdR)

)
, (1.2.1)

for some filtration Fil•
(
VdR

)
of VdR.

Definition 1.12. The de Rham realization functor (resp. filtered de Rham realization functor)

DdR : Vectφ(X∆)→ Vect(X),

(
resp. D+

dR : Vectφ(X∆)→ PerfF(X)

)
is defined to be (ρ∆

dR,X)
∗ (resp. (ρsyndR,X)

∗ ◦ΠX, where ΠX is as in [GL23, Theorem 2.31]).2

As RX(ΠX(E, φE)) ≃ (E, φE) (by [GL23, Theorem 2.31 (1)]), one sees from (1.2.1) that one
may write

D+
dR(E, φE) ≃ (DdR(E, φE),Fil

•
DdR

(DdR(E, φE)))

for some filtration Fil•DdR(DdR(E, φE)) on DdR(E, φE).
The following construction will help to understand D+

dR more concretely. Before we describe it,
let us recall (e.g., see [IKY25, Definition 1.23]) that for a prismatic F -crystal (E, φE) on X the
Nygaard filtration on ϕ∗E is given as follows:

Fil•Nyg(ϕ
∗E) := {x ∈ ϕ∗E : φE(x) ∈ I•∆ · E} ,

which produces a filtered module over (O∆, I∆). For any object (A, I) of X∆ there is an induced
filtration Fil•Nyg(ϕ

∗
AE(A, I)), a filtered module over (A, I).

Remark 1.13. Let us remark that the terminology ‘Nygaard filtration’ is potentially confusing
when E is cohomological, i.e., E = Rif∗O∆ for some morphism f : Y→ X. Indeed, in this case
one may equip E with the filtration given by pushing forward the Nygaard filtration on O∆,
which is also called the Nygaard filtration in [BS22]. These two filtration need not agree in
general, even after Frobenius pullback, but always agree rationally and do agree integrally in
certain cases (see [LL25, §7.2]).

2Observe that, by definition, DdR(E, φE) = EdR.
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Construction 1.14. Let R = R0 ⊗W OK , with formal framing w. Set(
Vw(E, φE),Fil

•(Vw(E, φE))

)
:=

(
ϕ∗wE(S

(ϕw)
R , (E))/E,Fil

•
Nyg

)
where

Fil
•
Nyg := im

(
Fil•Nyg(ϕ

∗
wE(S

(ϕw)
R , (E)))→ ϕ∗wE(S

(ϕw)
R , (E))/E

)
.

This construction commutes with base change along étale maps of framed algebras R→ R′.

Proposition 1.15. For an open subset Spf(R) ⊆ X with R = R0 ⊗W OK and formal framing w,
there is a canonical isomorphism in the filtered derived category of quasi-coherent sheaves on Y,

ψR,w : (Vw(E, φE),Fil
•(Vw(E, φE)))

∼−→ D+
dR(E, φE)|Spf(R). (1.2.2)

To prove Proposition 1.15 we first set up some notation. First, observe we can interpret the
Nygaard filtration using the filtered prismatization YN as follows. Consider, for any object (A, I)
of Y∆ with structure map s : Spf(A/I)→ Y, the map over A1/Gm

ρ+(A,I) : R̂(Fil
•
I(A))→ YN,

defined as in [Bha23, Remark 5.5.19]. Note that over Gm/Gm, this recovers the composition

Spf(A)
ρ(A,I)−−−→ Y∆ FY−−→ Y∆, (1.2.3)

where ρ(A,I) is the map from [BL22b, Construction 3.10]. In fact, for a p-nilpotent ring S and
map f : Spec(S) → Spf(A) ≃ {t ≠ 0} ⊆ R̂(Fil•I(A)), the underlying Cartier–Witt divisor of
ρ+(A,I) ◦ f (i.e., the image under the map ZN

p → Z∆
p defined in [Bha23, Construction 5.3.3]) of

this filtered Cartier–Witt divisor is given by ϕ∗AI ⊗A W(S)→ W(S); note that there is a natural
identification of W(S)-modules I ⊗A F∗W(S) ∼−→ F∗(ϕ

∗
AI ⊗A W(S)).

Lemma 1.16. The following diagram is 2-commutative

Spf(A/I)× (A1/Gm) R̂(Fil•I(A))

Y× (A1/Gm) YN,

ι(A,I)

s×id

ρNdR,Y

ρ+
(A,I)

(1.2.4)

where ι(A,I) corresponds to the natural map of graded rings Rees(Fil•I(A))→ Rees(Fil•triv(A/I)).

Proof. Let S be a p-nilpotent ring, f : Spec(S)→ Spf(A/I) a morphism, and α : L→ OSpec(S) a
generalized Cartier divisor. We first construct an isomorphism between the two filtered Cartier–
Witt divisors obtained by two composites from the diagram, i.e., an isomorphism of ρ+(A,I) ◦ ι(A,I)
and ρN

dR,Y ◦ (s× id) after applying the map YN(S)→ ZN
p (S).

The object of ZN
p (S) obtained from ρN

dR,Y ◦ (s× id) is given by

V (L)♯ ⊕ F∗(W)
(α♯,V )−−−−→ W. (1.2.5)

On the other hand, first applying ι(A,I) gives us the S-point of R̂(Fil•I(A)) corresponding to

the map A → A/I
f−→ S and the line bundle L on S with the factorization I ⊗A S

0−→ L
α−→ S.

Applying the construction of ρ+(A,I) then gives the filtered Cartier–Witt divisor obtained as follows.
The underlying admissible W-module scheme is obtained by pushing forward

0→ I ⊗A G♯a → I ⊗A W→ I ⊗A F∗W→ 0

along the zero map I ⊗A G♯a → V (L)♯. So, the underlying admissible W-module scheme is
the trivial extension V (L)♯ ⊕ (I ⊗A F∗W). The structure of a filtered Cartier–Witt divisor
V (L)♯ ⊕ (I ⊗A F∗W)→ W is the one naturally induced from α♯ : V (L)♯ → G♯a.
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Applying [BL22a, Proposition 3.6.6] to the Cartier–Witt divisor ρ(A,I)◦f = (I⊗AW(S)→ W(S))
we obtain an isomorphism of Cartier–Witt divisors

(ϕ∗AI ⊗A W(S)→ W(S))
(γ,id)−−−→ (W(S)

p−→ W(S)),

where γ is induced from the factorization I ⊗A W(S)
β−→ W(S)

V−→ W(S); specifically, γ is
the linearization of the F -semi-linear map β. This then induces an isomorphism of filtered
Cartier–Witt divisors(

V (L)♯ ⊕ (I ⊗ F∗W)→ W
) (id

V (L)♯
⊕F∗(γ),idW)

−−−−−−−−−−−−−→
(
V (L)♯ ⊕ F∗W

(α♯,V )−−−−→ W

)
. (1.2.6)

This is our desired identification of these two compositions in ZN
p (S).

We now show this isomorphism respects the Y-structures (i.e., lifts to an isomorphism in
YN(S)). From the natural map

A/I → RΓ(Spec(S),W/(I ⊗A W))

and the given map s : Spf(A/I)→ Y, the Y-structure on the source of (1.2.6) is induced from
the map of quasi-ideals [(0, β), id]:

I ⊗A W V (L)♯ ⊕ F∗W

W W.

(0,β)

id

(α♯,V )

Similarly, the Y-structure on the target of (1.2.6) is induced from

I ⊗A W V (L)♯ ⊕ F∗(ϕ∗I ⊗A W)

W W.

(0,F )

id

Here, by construction, the two maps β and F∗(γ) ◦ F coincide. Thus, the Y-structures agree,
and hence we obtain the desired commutativity. □

Proposition 1.17. For any open subset Spf(R) ⊆ X with R = R0 ⊗W OK and with formal
framing w, there exists an isomorphism in QCoh(R̂(Fil•E(SR)))(

ρ+
(S

(ϕw)
R ,E),X

)∗
ΠX(E)

∼−→
⊕
i∈Z

Fil−iNyg(ϕ
∗
wE(S

(ϕw)
R , (E))),

which is compatible with inclusions of affine open subsets of X with compatible framings.3

Proof. We may assume that X = Spf(R). To define the isomorphism of underlying vector bundles(
ρ+
(S

(ϕw)
R ,E)),X

)∗
ΠX(E)

∼−→ ϕ∗wE(S
(ϕw)
R , (E)),

it suffices to recall that ρ+(A,I) restricted to the fiber of Gm/Gm is precisely the map (1.2.3).

Consider the faithfully flat cover R→ R̃ by a perfectoid ring R̃ from [IKY24, Lemma 1.15].
Since the left hand side comes from a filtered module (i.e., is t-torsion-free) by the construction
of ΠX, it suffices to verify the claim after base changing along the map α̃inf,w♭ : SR → Ainf(R̃)

from [IKY24, §1.1.5], i.e., it suffices to construct a natural isomorphism(
ρ+
(Ainf(R̃),(ξ̃)),X

)∗
ΠX(E)

∼−→
⊕
i∈Z

Fil−iNyg(ϕ
∗E(Ainf(R̃)), (ξ̃)).

But, the functor ΠX is precisely constructed so that this holds. □

3Here we implicitly use the equivalence from [LvO96, Chapter I, §4.3, Proposition 7] showing that we may
explicitly identify t-torsion-free quasi-coherent sheaves on R̂(Fil•E(S

(ϕw)
R )) with filtered modules over (S(ϕw)

R ,Fil•E)).
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Proof of Proposition 1.15. By Lemma 1.16, we have

D+
dR(E, φE)

∼−→ ι∗
(S

(ϕw)
R ,(E))

(ρ+
(S

(ϕw)
R ,(E))

)∗ΠX(E).

By Proposition 1.17, the right hand side is given by⊕
i∈Z

Fil−iNyg(ϕ
∗
wE(S

(ϕw)
R , (E)))⊗LRees(Fil•E(SR)) R[t].

The proof then follows by Lemma 1.18 below. □

Lemma 1.18. Let (A, (d)) be a bounded prism, and (M,φM ) an object of Vectφ(A, (d)). Set
Fil• := Fil•Nyg(ϕ

∗M) and Fil
•
:= Fil

•
Nyg(ϕ

∗M/(d)). Then, the natural map(⊕
i∈Z

Fil−i ti

)
⊗LRees(Fil•d(A))

A/I[t]→
⊕
i∈Z

Fil
−i
ti (1.2.7)

is an isomorphism of graded A/I[t]-modules.

Proof. By the proof of [IKY25, Lemma 1.7], the source of (1.2.7) is quasi-isomorphic to the
complex ⊕

i∈Z

Fil−(i−1) ti
·d−→
⊕
i∈Z

Fil−i ti,

placed in degree [−1, 0]. Since the multiplication-by-d map is injective by the assumption that
M is projective, the map in question, on the rth graded piece is identified with the natural map

Filr /dFilr−1 → Fil
r
,

which is surjective by the definition of Fil•. We can show the injectivity as follows. Let x = dy be
an element of Filr ∩dϕ∗M where here y belongs to ϕ∗M . Then, by the definition of the Nygaard
filtration, we get that dφM (y) is in drM , and hence that φM (y) belongs to dr−1M , that is, y
is an element of Filr−1. Thus, the above natural map is an isomorphism from where the claim
follows. □

1.3. The crystalline-de Rham comparison. We now describe the crystalline–de Rham
comparison, which identifies the the vector bundles on X given by Dcrys(E, φE)|XZar

and DdR(E, φE)
for a prismatic F -crysal (E, φE). Throughout we will assume OK =W .

Theorem 1.19 (Crystalline–de Rham comparison). Let X be a base formal W -scheme.
(1) There is an identification between ρcrys,X and ρ∆

dR,X as objects of Map(X,X∆).
(2) For an object E of Vect(X∆), there is a canonical isomorphism in Vect(X):

ιX : E
crys ∼−→ EdR.

In particular, for an object (E, φE) of Vect(X∆), there is a canonical isomorphism

ιX : Dcrys(E, φE)|XZar

∼−→ DdR(E, φE). (1.3.1)

Proof. Assertion (2) is an immediate consequence of assertion (1) together with Proposition 1.9.
To prove assertion (1), let B be a p-nilpotent ring and s : Spec(B) → X be a B-point of X.

Recall that the underlying Cartier–Witt divisors of both ρ∆
dR,X(s) and ρcrys,X(s) is W(B)

p−→ W(B),
and that their X-structures given respectively by

Spec(W(B)/p)
F−→ Spec(W(B)/V )

s−→ X,

Spec(W(B)/p) ∼−→ Spec(GdR
a (B))→ Spec(B)

s−→ X,

where the map W(B)/p ∼←− GdR
a (B) is from [Bha23, Corollary 2.6.8] (note that we are not keeping

track of the W -structure, and hence we can ignore the twist of W -module structure appearing in

loc. cit.). If C denote the animated ring Cone(G♯a(B)⊕W(B)
(can,V )−−−−→ W(B)), this isomorphism

is defined to be the composite of the two isomorphisms

GdR
a (B) ∼←− C ∼−→ W(B)/p.
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Here, the left arrow is given by the restriction map W(B)→ B and the first projection onto G♯a.
The right arrow is given by the Frobenius map F : W(B)→ W(B) and the second projection onto
W(B) (see loc. cit. for details). So, it suffices to show that the following diagram commutes:

B W(B)/V (W(B))

GdR
a (B) C.

∼

∼

can (1.3.2)

But, this is obtained from a commutative diagram of underlying quasi-ideals, and thus a
commutative diagram of quotients. Thus, we obtain a functorial identification of the two objects
ρcrys,X(s) and ρ∆

dR,X(s), and hence an isomorphism ρcrys,X
∼−→ ρ∆

dR,X. □

We end by giving a more down-to-earth version of the crystalline–de Rham comparison over a
W -algebra R with formal framing w. To do so, we first make a construction using the Breuil prism
(S

(ϕw)
R , (p)) as in [IKY24, §1.1.5]. In what follows, we drop the decoration ϕw on Breuil(–Kisin)

rings when only the ring structure is important.
Let ρ

(S
(ϕw)
R ,(p))

: Spf(SR)→ R∆ be as in [BL22b, Construction 3.10] and denote by spdR the

map on formal spectra induced by the composition SR ↠ SR/Fil
1
PD
∼−→ R (i.e., the map u 7→ π).

Construction 1.20. Let E be an object of Vect(R∆). Using [IKY24, Diagram (1.1.2) and
Lemma 1.14] and the crystal property, we obtain isomorphisms:

ϕ∗wE(R
(ϕw), (p))⊗R SR ∼−→ E(S

(ϕw)
R , (p)) ∼←− ϕ∗wE(S

(ϕw)
R , (E))⊗SR

SR. (1.3.3)

Reducing this isomorphism along sp∗dR : SR → R, we obtain an isomorphism of R-modules

ϕ∗wE(R
(ϕw), (p)) ∼−→ ϕ∗wE((S

(ϕw)
R , (E))/E. (1.3.4)

Since the left-hand (resp. right-hand) side is identified with Ecrys (resp. EdR) by Proposition 1.1
(resp. Proposition 1.15), we obtain an isomorphism

Ecrys ∼−→ EdR. (1.3.5)

Proposition 1.21. Let R be a base W -algebra with formal framing w. Set X = Spf(R).
(1) The identification from Theorem 1.19 naturally factors as

ρcrys,X
∼−→ ρ

(S
(ϕw)
R ,(p))

◦ spdR
∼←− ρ∆

dR,X.

(2) The isomorphism in (1.3.4) can be identified with the ιX from Theorem 1.19.

Proof. To prove assertion (1), first consider the following diagram:

Spf(SR) Spf(SR)

Spf(R) Spf(SR) X∆

Spf(R) Spf(R).

spdR,S

spdR

id

ϕw

ρ
(S

(ϕw)
R

,(p))

ϕw

ρ
(S

(ϕw)
R

,(E))

ρ
(R(ϕw),(p))

Here, the map spdR,S comes from the natural isomorphism SR/E
∼−→ R, the two vertical maps

are given by the natural inclusions SR → SR and R→ SR, and the three arrows mapping to X∆

are obtained as in [BL22b, Construction 3.10]. The left two triangles are obviously commutative
and the right two trapezoids are 2-commutative with obvious identifications of the compositions.

Let ρ′dR,X (resp. ρ′crys,X) denote the upper (lower) composite maps Spf(R) → X∆. By the
commutativity of the above diagram, we obtain isomorphisms

ρ′crys,X
∼−→ ρ

(S
(ϕw)
R ,(p))

◦ spdR
∼←− ρ′dR,X.
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By Proposition 1.15 (resp. Remark 1.10), we have an isomorphism ρ′dR,X
∼−→ ρ∆

dR,X (resp.
ρ′crys,X

∼−→ ρcrys,X). Thus, we have obtained the diagram of isomorphisms

ρcrys,X ρ∆
dR,X

ρ′crys,X ρ
(S

(ϕw)
R ,(p))

◦ spdR ρ′dR,X.

(1.3.6)

This diagram commutes as each isomorphism is defined by the identity map on W (and a canonical
identification of its quasi-ideals), which proves assertion (1).

To prove assertion (2), we consider the following commutative diagram induced by (1.3.6)

Ecrys EdR

ϕ∗wE(R
(ϕw), (p)) E(S

(ϕw)
R , (p))⊗SR,sp

∗
dR
R ϕ∗wE(S

(ϕw)
R , (E))/E.

The composition of the two lower horizontal isomorphism is the isomorphism in (1.3.4). Moreover,
the left (resp. right) horizontal isomorphism is the identification from Proposition 1.1 (resp.
Proposition 1.15) by Remark 1.10 (resp. by definition). This proves assertion (2). □

Remark 1.22. When R =W , the isomorphism in (1.3.3) is compatible with that from [Gao19,
Proposition 3.6] (and after inverting p, that from [Kis06, Lemma 1.2.6]). More precisely, it is
equal to the isomorphism 1⊗ s from [Gao19, Proposition 3.6] (resp. the base change of the
isomorphism ξ from [Kis06, Lemma 1.2.6] along the map ϕ : O→ SR[1/p], where O is as in loc.
cit). This follows from the uniqueness property discussed in loc. cit.

Remark 1.23. Our assumption that K = K0 was necessary for Construction 1.20 so that
the arrow labeled (∗) in [IKY24, Diagram (1.1.2)] was a morphism in R∆. But, using [IKY24,
Lemma 1.14], one may adjust this for arbitrary OK giving an isomorphism of R-modules

(ϕe)∗E(SR, (E))/E ∼−→ (ϕe)∗E(SR, (E))/u.

In fact, such an isomorphism should hold, by the same method of proof, with (E, φE) replaced
by an object of Dφ

perf(X∆), where the quotients should now be considered in the derived sense.
One interesting implication of this would be the existence of canonically matched lattices under

Rf∗(Ω
•
X/Y)⊗

L
OK

K ∼−→ Rf∗(O(Xk/W )crys)|YZar
⊗LW K,

the isomorphism of Berthelot–Ogus (see [BO83, Theorem 2.4]), where f : X→ Y is a smooth
proper morphism of formal OK-schemes, where Y is smooth. This idea is explored in [AY25].

2. The functor Dcrys

In this section we use the crystalline-de Rham comparision (see Theorem 1.19) to give the
definition of our integral analogue Dcrys and establish basic properties about it. Throughout we
use notation and terminology from Notation and terminology without comment.

2.1. Various categories of filtered Frobenius crystals. We begin by explicating several
categories of F -crystals with filtration that will be important in the sequel.

2.1.1. Naive filtered F -crystals. A naive filtered F -crystal on X is a triple (F, φF,Fil
•
F) with

(F, φF) an object of Vectφ(Xcrys) and Fil•F a filtration by OX-submodules of FX. Morphisms of
naive filtered F -crystals are morphisms of F -crystals respecting filtrations. Denote the category
of naive filtered F -crystals by VectNFφ(Xcrys), which has a Zp-linear ⊗-structure where

FilkF1⊗F2
=
∑
i+j=k

FiliF1
⊗FiljF2

.
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It has an exact structure where a sequence is exact if its associated sequence in Vectφ(Xcrys) is
exact, and for all i the sequence of OX-modules on X given by the ith-graded piece is exact. We
say that a naive filtered F -crystal has level in [0, a] if Fil0F = FX and Fila+1

F = 0.

2.1.2. Filtered F -crystals. We now examine several refinements of the notion of a naive filtered
F -crystal that will play an important role in our discussion below.

Definition 2.1. For a base formalW -scheme X, we say an object (F, φF,Fil
•
F) ofVectNFφ(Xcrys):

(1) is a weakly filtered F -crystal if Fil•F satisfies Griffiths transversality with respect to ∇F

after inverting p, and the filtration Fil•F[1/p] ⊂ FX[1/p] is locally split,4
(2) is graded p-torsion-free (gtf) if Grr(Fil•F) is a p-torsion-free OX-module for all r,
(3) is a filtered F -crystal if Fil•F satisfies Griffiths transversality with respect to ∇F, and the

filtration Fil•F ⊂ FX is locally split,
(4) is strongly divisible if for any affine open Spf(R) ⊂ X and any formal framing w, the

equality φF

(∑
r∈Z p

−rϕ∗w FilrF(R)
)
= FX(R) holds.

Remark 2.2. We use different terms than [Lov17]: a filtered F -crystal (resp. strongly divisible
filtered F -crystal) here is a weak filtered F -crystal (resp. filtered F -crystal) there.

We give notation to the full subcategories of VectNFφ(Xcrys) defined by these objects:
• VectWFφ(Xcrys) is the full subcategory consisting of weakly filtered F -crystals,
• VectNFgtf(Xcrys) is the full subcategory consisting of gtf naive filtered F -crystals,
• VectFφ(Xcrys) is the full subcategory consisting of filtered F -crystals,
• VectNFφ,div(Xcrys) is the full subcategory of strongly divisible naive filtered F -crystals.

We obtain further full subcategories of VectNFφ(Xcrys) by intersection, which are denoted
by the obvious symbols. Furthermore, the subscript [0, a] will denote the intersection with
VectNFφ[0,a](Xcrys). Observe that VectWFφ(Xcrys) and VectFφ,div(Xcrys) are stable under
tensor products and duals and so inherit an exact Zp-linear ⊗-structure from VectNFφ(Xcrys).

Lastly, we note that if X → Spf(W ) is smooth, there is an exact Zp-linear ⊗-functor
VectWFφ(Xcrys)→ IsocFφ(X) sending (F, φF,Fil

•
F) to the filtered F -isocrystal (F, φF,Fil

•
F)[1/p]

which is defined to be (F[1/p], φF,Fil
•
F[1/p]) = (F[1/p], φF,Fil

•
F ).

2.1.3. The Faltings morphism. To study the relationship between our various conditions on a
naive filtered F -crystal, it is useful to recall the following construction of Faltings.

Fix a naive filtered F -crystal (F, φF,Fil
•
F) on Spf(R), where R is a base W -algebra with formal

framing w. Consider the following module as in [Fal89, II.c), p. 30]:

F̃X := colim

(
· · · −→ Filr+1

F

·p←− Filr+1
F −→ FilrF

·p←− FilrF −→ Filr−1F ←− · · ·
)
. (2.1.1)

The maps FilrF → FX[1/p] sending x to p−rx induce a natural map F̃X → FX[1/p] whose image is
the sum

∑
r∈Z p

−r FilrF. We then have the following Faltings morphism

ϕ∗wF̃X → ϕ∗wFX[1/p]
φF−−→ FX[1/p]. (2.1.2)

Observe that if (F, φF,Fil
•
F) is gtf then the map F̃X → FX[1/p] is injective. Thus, as ϕw is flat,

we see that if (F, φF,Fil
•
F) is gtf and strongly divisible, then the Faltings morphism induces an

siomorphism ϕ∗wF̃X
∼−→ FX.

Observe that

F̃X/p ∼= colim

(
· · · −→ Filr+1

F /p
0←− Filr+1

F /p −→ FilrF /p
0←− FilrF /p −→ Filr−1F /p←− · · ·

)
,

and so is isomorphic to
⊕

rGrr(Fil•F)/p. Leveraging this, we show the following.

4Recall that a filtered R-module Fil• ⊆ M is locally split if Grr(Fil•) is a finite projective R-module for all r.
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Proposition 2.3 (cf. [Fal89, Theorem 2.1], [LMP24, Theorem 2.9]). Let (F, φF,Fil
•
F) be a

gtf strongly divisible naive filtered F -crystal. Then, the filtration Fil•F ⊆ FX is locally split. If
(F, φF,Fil

•
F) is further a weakly filtered F -crystal, then it is a strongly divisible filtered F -crystal.

Proof. We may assume that X = Spf(R), where R is a base OK-algebra with formal framing w.
Let us first verify that the filtration Fil•F is locally split. In other words, we must show that

Grr(Fil•F) is a locally free R-module for all r. As (F, φF,Fil
•
F) is gtf and strongly divisible, the

Faltings morphism is an isomorphism. This implies that ϕ∗wF̃(R) is a projective R-module. But,
as observed above, this implies that ϕ∗wGrr(FilrF(R))/p is a projective R/p-module for all r, and
since ϕw is faithfully flat this implies that Grr(Fil•F(R))/p is a locally free R/p-module for all r.
This implies that Grr(Fil•F(R)) is a projective R-module by the following simple lemma.

Lemma 2.4. Let A be a Noetherian p-adically complete ring and Q a finitely generated p-torsion-
free A-module such that Q/p is a projective A/p-module. Then, Q is a projective A-module.

Proof. Take a short exact sequence 0 → K
ι−→ An → Q → 0. As Q is p-torsion-free, reducing

modulo p gives an exact sequence 0→ K/p
ι−→ (A/p)n → Q/p→ 0. As Q/p is projective, there

exists a retraction ρ : (A/p)n → K/p to ι. Consider the composition An → (A/p)n → K/p, and
lift it to ρ : An → K. Note that ρ ◦ ι is the identity modulo p. As K is p-adically complete, this
implies that ρ◦ ι is an automorphism, with inverse

∑
k⩾0(−1)k((ρ◦ ι)− id)k. So then, (ρ◦ ι)−1 ◦ρ

is a retraction to ι. Thus, Q is a direct summand of a free module, so projective. □

Suppose further that (F, φF,Fil
•
F) is a weakly filtered F -crystal. To show that it is a strongly

divisible F -crystal, it remains to show that Fil•F satisfies Griffiths transversality with respect to
∇F. But, let us observe that by assumption, for each r we have that

∇F(Fil
r
F) ⊆ (FX ⊗OX

Ω1
X/OK

) ∩ (Filr−1F ⊗OX
Ω1
X/OK

)[1/p].

But, the right-hand is just Filr−1F ⊗OX
Ω1
X/OK

. Indeed, this follows from the observation that

(FX ⊗OX
Ω1
X/OK

)/(Filr−1F ⊗OX
Ω1
X/OK

) ∼= (FX/Fil
r−1
F )⊗OX

Ω1
X/OK

is p-torsion-free, being the tensor product of two vector bundles on X. □

We may now explain the relationship between the subcategories of naive filtered F -crystals
considered above, and the categories MF∇[0,a](R) of Fontaine–Laffaille modules as in [Fal89, II.d)],
when p ̸= 2 and 0 ⩽ a ⩽ p− 2.5

Proposition 2.5. Assume that p ̸= 2. Let R be a base W -algebra. Then, for any a in [0, p− 2],
the functor

VectFφ,div[0,a] (Rcrys)→MF∇[0,a](R), (F, φF,Fil
•
F) 7→ (F(id : R→ R), φF,Fil

•
F,∇F),

is an equivalence of categories.

Proof. This follows from Proposition 2.6 by adding Frobenius structures to both side and checking
that the notions of divisibility match. □

2.1.4. The category VectF∇(X). We next discuss some results of Tsuji which allows one to
understand the filtrations of some naive filtered F -crystals via the crystalline site.

Consider a pair (E,Fil•E), where E is an object of Vect(Xcrys), and Fil•E ⊆ E is a filtration by
locally quasi-coherent (see [SP, Tag 07IS]) Ocrys-submodules. We call (E,Fil•E) a filtered crystal if
(1) (E,Fil•E)(x) is a filtered module over (A,Fil•PD) for all x = (i : A↠ B, γ) in (X/W )crys,
(2) for a morphism x = (i : A→ B, γ)→ (i′ : A′ → B′, γ′) = y in (X/W )crys, the natural map

(E,Fil•E)(x)⊗(A,Fil•PD(A)) (A
′,Fil•PD(A

′))→ (E,Fil•E)(y) is an isomorphism.

5In loc. cit. one considers categories MF∇
[0,a](R,Φ) for some Frobenius lift Φ on R. But, as a is in [0, p− 2],

this category is independent of Φ by [Fal89, Theorem 2.3].
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We will mostly be interested in the case when (E,Fil•E) is locally free over (Ocrys,Fil
•
PD) in the

sense of [IKY25, Definition 1.1], and we denote the category of such by VectF(Xcrys).
Now, define VectF∇(X) to consist of triples (V,∇V,Fil

•
V) where (V,∇V) is an object Vect∇(X)

and Fil•V is a locally split filtration on V which satisfying Griffiths transversality.

Proposition 2.6 (cf. [Tsu20, Theorem 29]). The functor

VectF(Xcrys)→ VectF∇(X), E 7→ (E|XZar
,∇E, (Fil

•
E)|XZar

),

is an equivalence.

Remark 2.7. By definition, E|XZar
(U) = F(id : U→ U, γ). But while E(id : U→ U, γ) agrees

with E(U0 ↪→ U, γ), this is not true for Fil•E as it is a filtered crystal and the PD filtrations for
(id : U→ U, γ) and (U0 ↪→ U, γ).

Note that, by definition, we have

VectFφ(Xcrys) = Vectφ(Xcrys)×Vect∇(X) VectF∇(X).

Thus, by Proposition 2.6, we obtain an equivalence of categories

VectFφ(Xcrys)
∼−→ Vectφ(Xcrys)×Vect(Xcrys) VectF(Xcrys).

For this reason, for an object (F,Fil•F) of Vectφ(Xcrys) we may consider the evaluation of Fil•F at
objects of (X/W )crys, by which we mean the evaluation of associated filtered crystal.

2.2. The functor Dcrys. We now apply the crystalline-de Rham comparison theorem to define
our integral analogue Dcrys of the functor Dcrys and show that it really forms a lattice in Dcrys.
Throughout we assume that OK =W .

2.2.1. The definition. We now come to the definition of the naive filtered F -crystal Dcrys(E, φE).

Definition 2.8. Let (E, φE) be an object of Vectφ(X∆). Define Dcrys(E, φE) to have underlying
F -crystal Dcrys(E, φE) and have the filtration induced by ιX from Theorem 1.19:

Dcrys(E, φE) ⊇ Fil•Dcrys
(E, φE) := ι−1X

(
Fil•DdR

(DdR(E, φE))

)
.

When (E, φE) is clear from context, we often omit it from the notation, writing Fil•Dcrys
instead.

Proposition 2.9. The functor

Dcrys : Vectφ(X∆)→ VectNFφ(Xcrys),

is a Zp-linear ⊗-functor, which preserves duals, and maps Vectφ[0,a](X∆) into VectNFφ[0,a](Xcrys).

2.2.2. Comparison to Dcrys and Griffiths transversality. We now verify (when X→ Spf(W )
is smooth) that Dcrys really does form a functorial filtered F -crystal lattice in Dcrys.

Theorem 2.10. If X → Spf(W ) is smooth, then Dcrys takes values in VectWFφ(Xcrys), and
the following diagram commutes:

Vectφ(X∆)
Dcrys //

Tét
��

VectWFφ(Xcrys)

(−)[1/p]
��

LoccrysZp
(X)

Dcrys // IsocFφ(Xcrys).

As Dcrys takes values in IsocFφ(X) it suffices to prove the commutativity.
Before we prove Theorem 2.10 we set some notational shorthand. First, shorten the notation

for Dcrys ◦ Tét to just Dcrys. Let R be a framed small W -algebra. Then, with notation as in
[IKY24, §1.1.5], we further set
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• Ainf := Ainf(R̃),
• Acrys := Acrys(R̃),
• Ãcrys := Ainf [{ξ̃n/n!}]∧p ,

• B+
dR := B+

dR(R̃),
• B̃+

dR := Ainf [1/p]
∧
(ξ̃)

.

These rings are arranged in the following diagram

Acrys Ãcrys Acrys B+
dR

B+
dR B̃+

dR.

ϕ

ψ̃

ψ

ϕdR

Here we use the following notation:
• Ãcrys ↪→ Acrys is the natural inclusion,
• ϕdR : B+

dR
∼−→ B̃+

dR and ϕ : Acrys
∼−→ Ãcrys are the maps induced by ϕ : Ainf → Ainf ,

• and the maps ψ and ψ̃ are defined uniquely to make the diagram commute.
Set B̃dR := Ainf [1/p]

∧
(ξ̃)

[1/ξ̃]. Then, a φ-module over B+
dR is a triple (M,M̃, φM ) with M (resp. M̃)

a finitely generated projective B+
dR-module (resp. B̃+

dR-module) and φM a B̃dR-linear isomorphism
(ϕ∗dRM)[1/ξ̃]→ M̃ [1/ξ̃]. Let us denote the category of φ-modules over B+

dR by Vectφ(B+
dR).

We now observe that there is a natural functor

M : IsocFφ(R)→ Vectφ(B+
dR), (F, φF,Fil

•
F ) 7→ (F(Acrys ↠ R̃)⊗Acrys,ψ B+

dR, F̃il
0

F , φF ⊗ 1).

Here we define the filtration F̃il
•
F on F(Acrys ↠ R̃)⊗Acrys,ψ̃

B̃dR as follows:

F̃il
r

F =
∑
i+j=r

FiliF (Acrys ↠ R̃) ⊗Acrys,ψ̃
ξ̃jB̃+

dR. (2.2.1)

Note that the Frobenius map φF ⊗ 1 is sensible as F̃il
0

F is a lattice in F(Acrys ↠ Ř)⊗Acrys,ψ̃
B̃dR.

On the other hand, consider the functor

NygdR : Vectφ(B+
dR)→MF(B̃+

dR,Fil
•
ξ̃
), (M, M̃, φM ) 7→ (ϕ∗dRM,Fil•Nyg(ϕ

∗
dRM)),

where FilrNyg(ϕ
∗
dRM) := ϕ∗dRM ∩ φ

−1
M (ξ̃rM̃). Then we have the following result.

Lemma 2.11. The following diagram commutes.

Vectφ(R∆)
Dcrys //

evAinf ��

IsocFφ(R)

M��

//MF(Acrys[1/p],Fil
•
ξ)

��

Vectφ(Ainf)
−⊗Ainf

B+
dR // Vectφ(B+

dR)
NygdR //MF(B̃+

dR,Fil
•
ξ̃
).

The top-right arrow is the evaluation of (F, φF,Fil
•
F ) at Acrys ↠ R̃ and the right vertical arrow

is scalar extension along the map of filtered rings ψ̃ : (Acrys[1/p],Fil
•
ξ)→ (B̃+

dR,Fil
•
ξ̃
).

Proof of Lemma 2.11. The left square commutes by the proof of [GR24, Theorem 4.8] (cf. the
proof of [IKY24, Lemma 2.26]). Let (F, φF,Fil

•
F ) be an object of IsocFφ(R). As the category

MF(B̃+
dR,Fil

•
ξ̃
) satisfies descent (cf. [SW20, Corollary 17.1.9]), to show the commutativity of

the right square, we are free to localize on Spf(R). But, note that as the graded pieces of the
filtration on F are locally free, we may localize on Spf(R) to assume that they are free.6 This

6Indeed, suppose that E is a vector bundle on Spa(R[1/p]). Then, E(R[1/p]) is a projective R[1/p]-module (see
[Ked19, Theorem 1.4.2], and [Kie67]). Thus, there exists an open cover Spec(R[1/fip]) of Spec(R[1/p]) such that
E(R[1/p])⊗R[1/p] R[1/pfi] is trivial, where fi is a collection of elements of R. So, replacing Spf(R) by Spf(R[1/fi]

∧
p ),

one may Zariski localize on Spf(R) to assume that E is free.
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implies that the evaluation of (F,Fil•F ) at any object A↠ R′ of (R/W )crys admitting a map to
idR : R→ R is free as a filtered module over (A[1/p],Fil•PD[1/p]).

Fix a filtered basis (eν , rν)
n
ν=1 of F(Acrys ↠ R̃)[1/p], so M(F, φF,Fil

•
F ) = (M,M̃, φM ) where:

M = F(Acrys ↠ R̃)⊗Acrys,ψ B+
dR, M̃ =

n∑
ν=1

ξ̃−rν B̃+
dR · eν ⊂

n⊕
ν=1

B̃dR · eν ,

and φM is the scalar extension of φF. Thus, the Nygaard filtration on ϕ∗dRM is

FilrNyg(ϕ
∗
dRM) = ϕ∗dRM ∩ φ−1M

(
n∑
ν=1

ξ̃r−rν B̃+
dR · eν

)
.

On the other hand, if the object (M ′,Fil•M ′) denotes the image under the other composition in
the right-hand square, then it may be described as follows:

M ′ = F(Acrys ↠ R̃)⊗
Acrys,ψ̃

B̃+
dR, FilrM ′ =

n∑
ν=1

Filr−rν
ξ̃
·eν .

Thus, φM induces an isomorphism (ϕ∗dRM,Fil•Nyg(ϕ
∗
dRM)) ∼−→ (M ′,Fil•M ′). □

Proof of Theorem 2.10. Let (E, φE) be an object of Vectφ(X∆). We will show that there is a
canonical isomorphism Dcrys(E, φE)[1/p]

∼−→ Dcrys(E, φE) in Isocφ(X) respecting filtrations. Note
that by the proof of [GR24, Theorem 4.8], the underlying F -isocrystals are identified, and so it
suffices to show that the filtrations are matched. So, we may assume that X = Spf(R) where R
is a framed small W -algebra. For an object (E, φE) of Vectφ(R∆), let Dcrys,R[1/p](E, φE) (resp.
Dcrys,R[1/p](E, φE)) denote the filtered R[1/p]-module Dcrys(E, φE)(R)[1/p] (resp. its underlying
R[1/p]-module). Define Dcrys,R(E, φE) and Dcrys,R(E, φE) similarly.

Define the functor

NygSR
: Vectφ(SR, (E))→MF(SR,Fil

•
E), (M, φM) 7→ (ϕ∗M,Fil•Nyg).

Then we have the following diagram.

Vectφ(R∆)

evSR

��

Dcrys,R[1/p]
//MF(R[1/p],Fil•triv)

Vectφ(SR)

(−)⊗SR
B+

dR

��

NygSR //MF(SR,Fil
•
E)

(−)⊗SR
B̃+

dR

��

(−)⊗SR
R[1/p]

//MF(R[1/p],Fil•triv)

(−)⊗RR̃

��

Vectφ(B+
dR)

NygdR //MF(B̃+
dR,Fil

•
ξ̃
)

mod ξ̃ //MF(R̃[1/p],Fil•triv),

with the maps SR → B+
dR and SR → B̃+

dR) given by the compositions SR
αcrys−−−→ Acrys

ψ−→ B+
dR

and SR
αcrys−−−→ Acrys

ψ̃−→ B̃+
dR, respectively.

The upper rectangle and the right lower square commute by definition. Noting that SR → B+
dR

is flat as SR is Noetherian and it is E-adically flat (indeed, the image of E, which is ξ is a
nonzerodivisor and the map is flat mod E by [IKY24, Lemma 1.15]), we get that the left lower
square commutes as well. Thus, we have a canonical identification

Dcrys,R[1/p](E, φE)⊗R R̃ ∼= NygdR
(
E(SR, (E))⊗SR

B+
dR

)
⊗

B̃+
dR
R̃[1/p]

On the other hand, by Lemma 2.11, we also have a canonical identification

Dcrys,R(E, φE)⊗R R̃ ∼= NygdR
(
E(SR, (E))⊗SR

B+
dR

)
⊗

B̃+
dR
R̃[1/p].
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These identifications induce an isomorphism Dcrys,R[1/p](E)⊗R R̃
∼−→ Dcrys,R(E)⊗R R̃ which agrees

with that from [GR24, Theorem 4.8]. Thus, Dcrys,R[1/p](E)
∼−→ Dcrys,R(E) preserves filtrations

after base change along the faithfully flat map R[1/p]→ R̃[1/p], and so preserves filtrations. □

Example 2.12. Similar to Example 1.5, when X = Spf(W ), we define

Dcrys : Repcrys(Gal(K0/K0))→ VectWFφ,div(W ), Λ 7→ Dcrys(T
−1
ét (Λ)).

By Theorem 2.10, we have an identification of filtered F -isocrystals Dcrys(Λ)[1/p]
∼−→ Dcrys(Λ).

This agrees with the composition

Dcrys(Λ)[1/p]
∼−→ (ϕ∗(M(Λ))/u)[1/p] ∼−→ (M(Λ)/(u))[1/p] ∼−→ Dcrys(Λ),

where the first isomorphism is that in Example 1.5, the second is from the Frobenius structure,
and the last is from the definition of M (see [Kis10, Theorem (1.2.1) (1)]).

2.3. Relationship to locally filtered free prismatic F -crystals. Recall (see [IKY25, Defini-
tion 1.24]), that a prismatic F -crystal (E, φE) on X∆ is called locally filtered free (lff) if (ϕ∗E,Fil•Nyg)
is locally filtered free over (O∆,Fil

•
I∆
) in the sense of [IKY25, Definition 1.1]. In this section we

discuss the interplay between the functor Dcrys and the notion of being lff.

2.3.1. Lffness in terms of Dcrys. We begin by observing that Dcrys not only enjoys nicer
properties on lff prismatic F -crystals but, in fact, can detect lffness.

Proposition 2.13. Let X be a base formal W -scheme, and (E, φE) a prismatic F -crystal on X.
Let {Spf(Ri)} an open cover with each Ri a formally framed base W -algebra, and for each i let
Mi := E(SRi , (E)). Then, the following conditions are equivalent:

(1) the prismatic F -crystal (E, φE) is locally filtered free,
(2) the filtration Fil•Nyg(ϕ

∗Mi) is locally free over (SRi ,Fil
•
E),

(3) the filtration Fil•Dcrys
⊆ Dcrys(E, φE) is locally free over (OX,Fil

•
triv),

(4) and Dcrys(E, φE) is an object of VectNFφ,div,gtf(Xcrys).
If X→ Spf(W ) is smooth, then these conditions are further equivalent to

(5) Dcrys(E, φE) is an object of VectFφ,div(Xcrys),

We begin by establishing the following filtered-freeness lifting lemma.

Lemma 2.14. Let (A, (d)) be a bounded prism, and (M,φM ) an object of Vectφ(A, (d)) with M
free over A. Set Fil• := Fil•Nyg(ϕ

∗M) and Fil
•
:= Fil

•
Nyg(ϕ

∗(M)/(d)). Let (fν , rν)nν=1 be a filtered
basis of (ϕ∗(M)/(d),Fil

•
) over (A/(d),Fil•triv). Choose eν in Filrν such that eν = fν (which exist

as fν is in Fil
rν ). Then, the following is true:

(1) (eν , rν)
n
ν=1 is a filtered basis of (ϕ∗M,Fil•) over (A,Fil•d),

(2) φM (eν) is in drνM , and (φM (eν)
drν )ν is a basis of M .

Proof. To see that (eν) is a basis of ϕ∗M we observe that the map An → ϕ∗M sending (a1, . . . , an)
to
∑n

ν=1 aνeν is surjective modulo d by assumption, and so surjective by Nakayama’s lemma as
A is d-adically complete. It is then an isomorphism as the source and target are finite projective
A-modules of the same rank.

To prove the first assertion we consider the natural map (A,Fil•d)→ (A/(d),Fil•triv) of filtered
rings and the corresponding map of Rees algebras Rees(Fil•d) → Rees(Fil•triv) ≃ A/(d)[t]. We
observe that, by Lemma 1.18, the filtration Fil

• on ϕ∗M/(d) defines via the Rees construction
the Rees(Fil•triv)-module Rees(Fil•)⊗Rees(Fil•d)

Rees(Fil•triv), more precisely, that the natural map

Rees(Fil•)⊗Rees(Fil•d)
Rees(Fil•triv)→ Rees(Fil

•
) (2.3.1)

is an isomorphism. Thus, we can apply [IKY25, Remark 1.9] to obtain the first assertion.
We now prove the second assertion. We take an integer r large enough so that r ⩾ rν for any

ν and that φ−1M (drM) ⊂ ϕ∗M . In particular, φM induces Filr =
∑

ν d
r−rνA · eν ∼−→ drM , which

implies that dr−rνφ(eν) forms a basis of drM . Dividing by dr we obtain assertion (2). □
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We next show that for ‘filtered free’ prismatic F -crystals (E, φE), the strong divisibility
condition on Dcrys(E, φE) is automatic. To make this precise, fix a base W -algebra R. Define
the category Vectφfree(R∆) to be the full subcategory Vectφ(R∆) consisting of those (E, φE)
with (DdR(E, φE),Fil

•
DdR

(E, φE)) (equiv. Dcrys(E, φE)) filtered free over (R,Fil•triv) in the sense of
[IKY25, Definition 1.1].

Lemma 2.15. Let R be a base W -algebra and (E, φE) be an object of Vectφfree(R∆). Then,
Dcrys(E, φE) is strongly divisible.

Proof. Write M = E(SR, (E)). By construction of Dcrys(E, φE), we see that Fil
•
Nyg(ϕ

∗M/(E))
is free. Choose a filtered basis (eν , rν) of ϕ∗M/(E) over (R,Fil•triv). Then, we have the filtered
basis of (ι−1(eν), rν) of ϕ∗RE(R, (p)), where ι is the isomorphism as in (1.3.5). Unraveling the
definitions, we must show that∑

r∈Z

n∑
ν=1

p−r Filr−rνtriv φE(ϕ
∗
R(ι
−1(eν))) = ϕ∗RE(R, (p)).

But, observe that by Lemma 2.14 we have that φE(eν) ∈ ErνM , and that φE(eν)
Erν is a basis of M .

Pulling back along ϕSR
we see that ϕ∗SR

(eν) is a basis of (ϕ2SR
)∗M , that φE(ϕ

∗
SR

(eν)) belongs to

ϕSR
(E)rνϕ∗SR

M , and that
φE(ϕ

∗
SR

(eν))

ϕSR
(E)rν is a basis of ϕ∗SR

M .
Now, recall that from the crystal property we have a diagram of isomorphisms

(ϕ2R)
∗E(R, (p))⊗R SR ϕ∗SR

E(SR, (p)) (ϕ2SR
)∗M ⊗SR

SR

ϕ∗RE(R, (p))⊗R SR E(SR, (p)) ϕ∗SR
M ⊗SR

SR.

∼∼

φE φEφE

∼ ∼

The dotted arrow indicates that these arrows only exist after inverting p. Moreover, the induced
isomorphisms between the outer objects of the first (resp. second) row is precisely the isomorphism
ϕ∗R(ι) (resp. ι). As (ϕSR

(E)) = (p) in SR, we deduce from this diagram and the contents of the
previous paragraph that ϕ∗R(ι

−1(eν)) is a basis of (ϕ2R)
∗E(R, (p)), that φE(ϕ

∗
R(ι
−1(eν))) belongs

to prνϕ∗RE(R, (p)), and that φE(ϕ
∗
R(ι−1(eν)))
prν is a basis of ϕ∗E(R, (p)). Thus, we see that

∑
r∈Z

n∑
ν=1

p−r Filr−rνtriv φE(ϕ
∗
R(ι
−1(eν))) =

∑
r∈Z

n∑
ν=1

prν−r Filr−rνtriv
φE(ϕ

∗
R(ι−1(eν)))
prν

=
n∑
ν=1

∑
r∈Z

prν−r Filr−rνtriv
φE(ϕ

∗
R(ι−1(eν)))
prν

=

n∑
ν=1

R · φE(ϕ
∗
R(ι−1(eν)))
prν

= ϕ∗RE(R, (p)),

as desired. □

We are now ready to prove Proposition 2.13.

Proof of Proposition 2.13. The equivalence of (1) and (2) follows from [IKY24, Proposition 1.16].
The equivalence of (2) and (3) follows from Lemma 2.14. To show that (3) implies (4), it suffices
to consider a cover {Spf(Ri)} of X where each Ri is a base W -algebra, and the restriction of
(E, φE) to (Ri)∆ belongs to Vectφ((Ri)∆). The desired implication then follows from Lemma
2.15. That (4) implies (3) is given by Proposition 2.3. Finally, when X→ Spf(W ) is smooth, the
equivalence of (4) and (5) follows by combining Proposition 2.3 and Theorem 2.10. □

22



2.3.2. Exactness in the lff case. We now make the observation that exactness of Dcrys holds
when restricted to the category Vectφ,lff(X∆) of lff prismatic F -crystals.

Proposition 2.16. The functor

Dcrys : Vectφ,lff(X∆)→ VectNFφ(Xcrys),

is exact.

Proof. For this we may reduce to the case when X = Spf(R), where R is a formally framed base
W -algebra. Consider an exact sequence

0→ (E1, φE1)→ (E2, φE2)→ (E3, φE3)→ 0

in Vectφ,lff(R∆). Set Mi := Ei(SR, (E)) and write Fil•i ⊆ ϕ∗Mi/u for ι−1i (Fil
•
Nyg(ϕ

∗Mi/E)),
with ιi as in Construction 1.20. Then, as evaluation at (SR, (E)) is exact (see [IKY24, Lemma
1.18]), and an exact sequence of vector bundles is universally exact, we see from Propositions
1.15 and 1.21 that it suffices to show that the sequence of filtered modules over (R,Fil•triv)

0→ (ϕ∗M1/u,Fil
•
1)→ (ϕ∗M2/u,Fil

•
2)→ (ϕ∗M3/u,Fil

•
2)→ 0,

is short exact. As this sequence is short exact on the underlying module and each (ϕ∗Mi/u,Fil
•
i ) is

finitely supported, it suffices by [IKY25, Lemma 1.3] to show that the morphisms (ϕ∗M1/u,Fil
•
1)→

(ϕ∗M2/u,Fil
•
2) and (ϕ∗M2/u,Fil

•
2) → (ϕ∗M3/u,Fil

•
3) are strict. But, as each (Ei, φEi

) is in
Vectφ,lff(R∆), the Faltings morphism (2.1.2) is an isomorphism, and thus, the claim follows from
[Fal89, Theorem 2.1 (3)] (cf. [LMP24, Theorem 2.9 (3)]). □

2.4. Bi-exactness of forgetful functor. In this final short subsection we observe that one can
use Proposition 2.16 to prove that the forgetful functor RX is bi-exact.

Proposition 2.17. Let X be a base formal OK-scheme. Then, the Zp-linear ⊗-equivalence

RX : Vect(Xsyn) ∼−→ Vectφ,lff(X∆)

is bi-exact.

Proof. The exactness of RX is clear. Conversely, using [IKY25, Corollary 1.18], [IKY25, Propo-
sition 1.5], and the method of proof in [IKY25, Proposition 1.28] (which shows that the Rees
module over Rees(Fil•Nyg(∆R)) is a descent of Rees(Fil•Nyg(ϕ

∗E)) along the map on Rees algebras
induced by ϕ) we are thus reduced to showing that if

0→ (E1, φE1)→ (E2, φE2)→ (E3, φE3)→ 0,

is an exact sequence in Vectφ,lff(X∆) then for all r in Z we have that

0→ Filr(ϕ∗E1)→ Filr(ϕ∗E2)→ Filr(ϕ∗E3)→ 0,

is exact. As this is a local condition, [IKY24, Proposition 1.16] reduces us to showing exactness
after evaluation on the Breuil–Kisin prism associated to each open subset Spf(R) ⊆ X, where R
is a (formally framed) base W -algebra. But, this follows from Proposition 2.16 and its proof. □

3. Relationship to Fontaine–Laffaille theory

We now relate Dcrys to relative Fontaine–Laffaille theory as first developed in [Fal89], when X
is smooth over W . Throughout we use notation and terminology from Notation and terminology
without comment but now assume further that p is odd.
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3.1. Statement of main result and reduction steps. We are interested in understanding
the following diagram of Zp-linear functors when X is a smooth formal W -scheme:

Vectφ,lff[0,p−2](X∆) Vect[0,p−2](X
syn)

Vectφ[0,p−2](X∆)

Vectφ,an[0,p−2](X∆) LoccrysZp,[0,p−2](X) Vectφ,div[0,p−2](Xcrys)

Dcrys

RX

Dcrys

Tét Tcrys

(3.1.1)

Each of these functors, except the diagonal Dcrys and Tcrys, has a self-evident definition or been
defined in §2. We explain the definition of these remaining two functors below.

First, by Proposition 2.17 we have a bi-exact Zp-linear ⊗-equivalence

RX : Vect(Xsyn) ∼−→ Vectφ,lff(X∆),

Composing this with the functor Dcrys and applying Proposition 2.13 gives us an exact Zp-linear
⊗-functor

Vect(Xsyn)→ VectFφ,div(Xcrys), (3.1.2)
which we abusively also denote Dcrys. This gives rise to the diagonal arrow in (3.1.1), where we
write Vect[a,b](X

syn) to be the full subcategory of Vect(Xsyn) consisting of those V such that
RX(V) is an object of Vectφ[a,b](X∆).7

Second, the functor
T ∗crys : VectFφ,div[0,p−2](Xcrys)→ LocZp(X),

constructed by Faltings in [Fal89, II.e), pp. 35–37] (see also [Tsu20, §4]), is described as follows.
For an object F = (F, φ,Fil•F) of VectFφ,div[0,p−2](Xcrys), the reductions Fm of F modulo pm define
a projective system of objects of the category MF∇(X) defined in [Fal89, 2.c)–d), pp. 30–33].
With the notation of loc. cit., T ∗crys(F) is then given as the inverse limit lim←−mD(Fm). We then
set Tcrys(−) = T ∗crys(−)∨, where (−)∨ is the dual in LocZp(X), which gives the last undefined
arrow in (3.1.1).

Our main goal in this section is to prove the following.

Theorem 3.1. Suppose that X is a smooth W -scheme. Then, (3.1.1) is a 2-commutative diagram
where every arrow is an equivalence.

Many parts of Theorem 3.1 are either explicitly or implicitly contained in §2 or other references.
Thus, we single out below the two remaining results to be demonstrated.

Proposition 3.2. Let X be a smooth formal W -scheme and set T ∗ét(−) := Tét(−)∨. Then, the
following diagram commutes:

Vectφ,lff[0,p−2](X∆)

Dcrys

((

T ∗
ét

ww
LocZp(Xη) VectFφ,div[0,p−2](Xcrys).

T ∗
crys

oo

Proposition 3.3. Suppose that X is a base formal W -scheme, and that (E, φE) is an effective
prismatic F -crystal on X of height at most p− 2. Then, (E, φE) is locally filtered free.

We claim that these two propositions are sufficient to prove Theorem 3.1.

7See [GM24, §8.4.1] for a stack-theoretic definition of these Hodge–Tate weights.
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Proposition 3.4. Propositions 3.2 and 3.3 imply Theorem 3.1

Proof. Note RX is an equivalence by [IKY25, Proposition 1.28], the inclusion Vectφ[0,p−2](X∆) ↪→
Vectφ,an[0,p−2](X∆) is an equivalence by [DLMS24, Remark 3.38], Tét is an equivalence by [GR24,
Theorem A], and Tcrys is fully faithful by [Fal89, Theorem 2.6]. As we also know this diagram
commutes by Proposition 3.2, it is simple to check we are reduced to Proposition 3.3. □

We spend the next few sections preparing for, and then proving, Propositions 3.2 and 3.3.

3.2. Several functors of Tsuji. A key to proving Proposition 3.2 are certain results in [Tsu20],
which we now describe. Fix a small framed W -algebra R. Let us write ΓR = πét1 (R[1/p]) (with
respect to some base point), so that Repcont.

Zp
(ΓR) = LocZp(Spf(R[1/p])η) (cf. [IKY24, §2.1.4]).

To describe Tsuji’s results, we first must describe certain subcategories of Vectφ,lff[0,p−2](R∆) and

VectFφ,div[0,p−2](Rcrys). First, recall (see Proposition 2.5) that there is an equivalence of categories

VectFφ,div[0,p−2](Rcrys)
∼−→MF∇[0,p−2](R), (F, φF,Fil

•
F) 7→ (FX(R), φFX(R),∇F,Fil

•
F).

Following [Tsu20, §4], we consider the full subcategory MF∇[0,p−2],free(R) consisting of those
(M,φM ,∇M ,Fil•M ) such that Grr(Fil•M ) is free over R for every r ∈ Z. Then, unraveling the
definition of Dcrys we obtain a functor

Vectφ[0,p−2],free(R∆)→MF∇[0,p−2],free(R),

which we denote again by Dcrys.
Now, for notational simplicity, we again use abbreviations:

Ainf := Ainf(Ř), Acrys := Acrys(Ř),

with notation as in [IKY24, §1.1.5]. We then further consider the categories

Mξ̃,cont
[0,p−2],free(Ainf , φ,ΓR), MFξ̃,cont[0,p−2],free(Ainf , φ,ΓR), MFp,cont[0,p−2],free(Acrys, φ,ΓR),

from [Tsu20, Definition 51 and §8].8 By [Tsu20, Equation (49) and Proposition 59], we have

Mξ̃,cont
[0,p−2],free(Ainf , φ,ΓR)

∼←−MFξ̃,cont[0,p−2],free(Ainf , φ,ΓR)
∼−→MFp,cont[0,p−2],free(Acrys, φ,ΓR). (3.2.1)

The first functor is that forgetting the filtration, and the second is defined by

(M,Fil•M , φM ) 7→
(
(M,Fil•M )⊗(Ainf ,Fil

•
ξ)
(Acrys,Fil

•
PD), φM ⊗ 1

)
with the semi-linearly extended action of ΓR.

Construction 3.5 ([Tsu20, Equations (23) and (36)]). Define functors

TAcrys : MF∇[0,p−2],free(R)→MFp,cont[0,p−2],free(Acrys, φ,ΓR),

TAinf : MF∇[0,p−2],free(R)→Mξ̃,cont
[0,p−2],free(Ainf , φ,ΓR),

as follows. Let (M,φM ,∇M ,Fil•M ) be an object of MF∇[0,p−2]free(R), and (F, φF,Fil
•
F) denote

the corresponding object of VectFφ(Xcrys). Then, TAcrys(M,φM ,∇M ,Fil•M ) is defined as the
evaluation (F, φF,Fil

•
F)(Acrys ↠ Ř), and TAinf is the result of translating TAcrys through (3.2.1).

We make analogous constructions for prismatic F -crystals as follows.

Construction 3.6. We have a natural functor

DAinf : Vectφ[0,p−2],free(R∆)→Mξ̃,cont
[0,p−2],free(Ainf , φ,ΓR), (E, φE) 7→ (E(Ainf , (ξ̃)), φE),

where we equip E(Ainf , (ξ̃)) with the ΓR-action induced by the ΓR-action on (Ainf , (ξ̃)). That
(E(Ainf , (ξ̃)), φE) is an object of M ξ̃,cont

[0,p−2],free(Ainf , φ,ΓR) follows from Lemma 2.14.

8In [Tsu20, §2 and §8], the element ξ̃ of Ainf is denoted by q.
25



Let DFAinf and DAcrys denote the compositions

Vectφ[0,p−2],free(R∆)
DAinf−−−→Mξ̃,cont

[0,p−2],free(Ainf , φ,ΓR)
∼−→MFξ̃,cont[0,p−2],free(Ainf , φ,ΓR),

Vectφ[0,p−2],free(R∆)
DAinf−−−→Mξ̃,cont

[0,p−2],free(Ainf , φ,ΓR)
∼−→MFp,cont[0,p−2],free(Acrys, φ,ΓR),

respectively.

Note that for an object (E, φE) of Vectφ[0,p−2],free(R∆), the underlying φ-module of DAcrys(E, φE)

is given by E(Acrys, (p)). The action of ΓR is induced by that on the object (Acrys, (p), ñat.) of
R∆. The filtration on these objects is described as follows.

Lemma 3.7. Let (eν , rν)nν=1 be a filtered basis of (ϕ∗E(SR, (E)),Fil
•
Nyg) over the filtered ring

(SR,Fil
•
E). Then we have:

(1) (α∗inf(eν), rν)
n
ν=1 is a flitered basis of DFAinf(E, φE) over the filtered ring (Ainf ,Fil

•
ξ),

(2) (α∗crys(eν), rν)
n
ν=1 is a flitered basis of DAcrys(E, φE) over the filtered ring (Acrys,Fil

•
PD).

Proof. Claim (2) follows from the (1), and (1) follows from the description of the equivalence

Mξ̃,cont
[0,p−2],free(Ainf , φ,ΓR)

∼−→MFξ̃,cont[0,p−2],free(Ainf , φ,ΓR)

given in the proof of [Tsu20, Lemma 46] combined with Lemma 2.14. □

3.3. Proof of Proposition 3.2. To begin, we consider the functor

T ∗inf : M
˜ξ,cont

[0,p−2],free(Ainf , φ,ΓR)→ Repcont.
Zp

(ΓR), (M,φM ) 7→ Hom((M,φM ), (Ainf , ϕ)),

where ΓR acts on Hom((M,φM ), (Ainf , ϕ)) via its action on (M,φM ). By [Tsu20, Theorem 63
(2)], the composition T ∗inf ◦ TAinf is identified with T ∗crys. Thus, the proof of Proposition 3.2 is
reduced to showing that the following diagram of categories commutes:

Vectφ[0,p−2],free(R∆)

T ∗
ét

uu
DAinf

��

Dcrys

))
RepZp

(ΓR) Mξ̃,cont
[0,p−2],free(Ainf , φ,ΓR)

T ∗
inf

oo

≀
��

MF∇[0,p−2],free(R)TAinf

oo

TAcrysuu
MFp,cont[0,p−2],free(Acrys, φ,ΓR).

(3.3.1)

Moreover, the lower-right triangle of (3.3.1) commutes by the definition of TAinf .

Lemma 3.8. The upper-right triangle of (3.3.1) commutes.

Proof. It suffices to show that the right large triangle in (3.3.1) commutes. Moreover, note that
by definition the composition of the two vertical arrows is precisely DAcrys.

So, let (E, φE) be an object of Vectφ[0,p−2],free(R∆). We first check that the underlying (φ,ΓR)-
modules of (TAcrys ◦ Dcrys)(E, φE) and DAcrys(E, φE) are canonically identified. The latter is by
definition E(Acrys, (p)) with ΓR-action induced by that on (Acrys, (p), ñat.) via its normal action
on Acrys. To describe (TAcrys ◦ Dcrys)(E, φE), recall that the underlying F -crystal of Dcrys(E, φE)
is (Ecrys, φEcrys). So, by definition, the underlying (φ,ΓR)-module of (TAcrys ◦ Dcrys)(E, φE) is
Ecrys(Acrys ↠ Ř/p) with ΓR-action induced by that on Acrys ↠ Ř/p via its normal action on
Acrys. But, these two coincide by the definition of (−)crys.

We now compare the filtrations. We put M := E(SR, (p)) which is naturally isomorphic to
Ecrys(SR ↠ R) (cf. Proposition 1.1). Let Fil•1 denote the filtration on M obtained from the
Nygaard filtration on ϕ∗E(S, (E)) by filtered scalar extension along (SR,Fil

•
E)→ (SR,Fil

•
PD),

where SR → SR is the natural inclusion. On the other hand, consider the filtration Fil•2 on M

obtained from the filtration on Dcrys(E)(R) via the filtered map (R,Fil•triv)→ (SR,Fil
•
PD), where
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R→ SR is the natural inclusion. Note that the filtration on DAcrys(E, φE) = E(Acrys, (p)) (resp.
(TAcrys ◦ Dcrys)(E, φE) = E(Acrys ↠ Ř)) is obtained from Fil•1 (resp. Fil•2) by scalar extension
along the faithfully flat map SR → Acrys. Thus, it suffices to show the equality Fil•1 = Fil•2.

Here we note that we have the equality FilrPD = FilrPD[1/p] ∩ SR, which follows from the fact
that the graded quotients of Fil•PD is p-torsion free (see the sentence before [Tsu20, Lemma 8]).
Then, using [Tsu20, Lemma 42.(1)], the problem is reduced to showing Fil•1[1/p] = Fil•2[1/p].

We consider the filtration F•M[1/p] (resp. Fil•D) from the paragraph before [DLMS24, Lemma
4.31] (for the p-adic representation V = Tét(E)[1/p]). We claim that the Fil•1[1/p] (resp. Fil•2[1/p])
coincides with the filtration F•M[1/p] (resp. Fil•D).

To see Fil•1[1/p] = F•M[1/p], we take a filtered basis (eν , rν)ν of (ϕ∗E)(S, (E)) over (S,Fil•E).
We denote again by eν the image of eν under the map

ϕ∗E(SR, (E))→ E(SR, (p)) = M

induced by the natural inclusion SR ↪→ SR. Let x =
∑n

ν=1 aνeν , with aν in SR[1/p], be an
arbitrary element of M[1/p]. Then x belongs to FrM[1/p] if and only if the element∑

ν

aνφM(eν) =
∑
ν

aνE
rν

(
φM(eν)

Erν

)
belongs to ErM[1/p]. By the second part of Lemma 2.14, this is equivalent to the claim that aν
belongs to Er−rνSR[1/p] = Filr−rνPD SR[1/p] for all ν. Thus, we have Fil•1[1/p] = F•M[1/p].

We show Fil•2[1/p] = Fil•D by induction on r. We take a filtered basis (e′ν , r
′
ν)ν of Dcrys(V )(R)

over (R,Fil•triv). Through the identification Dcrys(V )⊗R[1/p]SR[1/p]
∼−→M[1/p] induced by Theorem

2.10 and the crystal property, the collection (e′ν ⊗ 1, r′ν) gives a filtered basis of (M[1/p],Fil•2[1/p])
over (SR[1/p],Fil•PD). Here we are implicitly using that the filtrations on SR[1/p] induced by Fil•PD
and Fil•E agree, and we use both notations below depending on which is convenient.

Now we assume the equality Filr−12 [1/p] = Filr−1D and take an arbitrary element x =
∑

ν aνe
′
ν

(with aν in SR[1/p] for all ν) from Filr−12 [1/p], so that we have aν ∈ Filr−1−rνPD for all ν. We use
the notation as in [DLMS24, §4]. Noting that we have Nu(x) =

∑
ν Nu(aν)e

′
ν , we see that x is

in FilrD if and only if the following two conditions hold:
• Nu(aν) belongs to Filr−1−rνE for ν with r − 1 > rν ,
• aν ∈ Fil1E for ν with r − 1 = rν .

For ν with r − 1 > rν , writing the element aν of Filr−1−rνE as aν =
∑

i⩾r−1−rν biE
[i], with bi

in R[1/p] and where E[i] denotes Ei/i!, we obtain Nu(aν) = −u
∑

i⩾r−1−rν biE
[i−1]. Hence, the

second condition is equivalent to the claim that br−1−rν = 0, which happens if and only if aν
belongs to Filr−rνE . Thus, Fil•2[1/p] = Fil•D. Finally, the equality Fil•1[1/p] = Fil•2[1/p] follows from
[DLMS24, Lemma 4.31] (cf. [Bre97, Proposition 6.2.2.1]). □

Remark 3.9. The method of proof in Lemma 3.8 shows that if R is a base W -algebra, and
(E, φE) an object of Vectφ,lff(R∆), then there is an identification of filtered Frobenius modules

Dcrys(E, φE)(Acrys(R̃)→ R̃) ∼−→ (ϕ∗E(Ainf(R̃), (ξ)),Fil
•
Nyg)⊗(Ainf(R̃),Fil•ξ)

(Acrys(R̃),Fil
•
PD),

Dcrys(E, φE)(SR, (p))
∼−→ (ϕ∗E(SR, (E)),Fil•Nyg)⊗(SR,Fil

•
E) (SR,Fil

•
PD).

Lemma 3.10. The upper left triangle of the diagram (3.3.1) commutes.

Proof. Let (E, φE) be an object of Vectφ[0,p−2],free(R∆). By definition, we have

(T ∗inf ◦ DAinf)(E, φE) ∼= Hom((E(Ainf , (ξ̃)), φE), (Ainf , ϕ)).

On the other hand, by [IKY24, Example 2.14], we have

T ∗ét(E, φE) ∼= Hom((E(Ainf , (ξ̃)), φE), (Ainf [1/ξ̃]
∧
p , ϕ)).

The obvious map (T ∗inf ◦ TAinf)(E, φE)→ T ∗ét(E, φE) is an isomorphism. Indeed, it is an injective
map between free Zp-modules of the same rank by [Tsu20, Proposition 66] and Lemma 3.8. So,
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the cokernel is killed by a power of p, but also embedds into Hom(E(Ainf , (ξ̃)),Ainf [1/ξ̃]
∧
p /Ainf),

which is p-torsion free as Ainf [1/ξ̃]
∧
p /Ainf is, and so the cokernel is zero as desired. □

With these observations, the proof of Proposition 3.2 is now an exercise in parts assembly.

Proof of Proposition 3.2. Let (E, φE) be an object of Vectφ,lff[0,p−2](X∆). By taking an open covering
(Ui)i by small affine opens of X such that EUi,∆

is in Vectφ[0,p−2],free(Ui,∆), the proof is reduced to
constructing, for a small affine formal scheme smooth X = Spf(R) over W and an object (E, φE)
of Vectφ[0,p−2],free(R∆), an isomorphism

(T ∗crys ◦ Dcrys)(E, φE)
∼−→ T ∗ét(E, φE)

functorial in (E, φE) and compatible with open immersions Spf(R′)→ Spf(R). Such an isomor-
phism is obtained using Lemmas 3.8 and 3.10, together with [Tsu20, Theorem 63.(2)], which is
seen to satisfy the desired compatibility. □

3.4. Proof of Proposition 3.3. We now proceed to the proof of Proposition 3.3. Our approach
is inspired by techniques developed in [Hok24, §3.3], but is significantly simpler (e.g., doesn’t
require reduction to kg as in loc. cit.).

Proof of Proposition 3.3. By Proposition 2.13 we may assume that X = Spf(R) for a formally
framed W -algebra R. Moreover, by the same result it suffices to show that Gri(Fil•Dcrys

) is a
locally free R-module for all i. As Dcrys is compatible with flat base change, and one may check
local freeness at R̂p for all maximal ideals p of R/p, we may further reduce to the power-series
case, i.e., when R =W Jt1, . . . , tdK for some d.

Set (M, φM) = E(SR, (E)) and let Fil
• ⊆ ϕ∗SR

M/E be the image of the Nygaard filtration
Fil• ⊆ ϕ∗SR

M. We must show that Gri(Fil
•
) is a free R-module for all i. The argument in [Hok24,

Lemma 52] shows that the map fi : ϕ∗SR
M→M/Ei induced by the relative Frobenius map φM

has cokernel which is a finite free R-module. Using this, we claim that if M0 is the Breuil–Kisin
module over W given by M ⊗SR

SW , with filtration Fil•0 ⊆ ϕ∗SW
M0, then the natural map

Fil• ⊗SR
SW → Fil•0 is an isomorphism. Indeed, for each i we have the short exact sequence

0→ ϕ∗SR
M/Fili

fi−→M/Ei → coker(fi)→ 0.

As coker(fi) is a free R-module, we may tensor this along R→W to obtain the exact sequence

0→ (ϕ∗SR
M/Fili)⊗RW → (M/Ei)⊗RW → coker(fi)⊗RW → 0.

The injectivity in the above exact sequence implies the claimed isomorphism Fil•⊗SR
SW
∼= Fil•0.

By [Gao19, Lemma 3.8], Gri(Fil
•
0) is finite free over W (k). Let ri be the rank of Gri(Fil

•
0) over

W (k). By Nakayama’s lemma, we can lift W (k)ri ∼= Gri(Fil
•
0) to a surjection Rri ↠ Gri(Fil

•
).

Lifting those surjections to Rri ↠ Fil
i, we obtain a surjection

⊕
j≥iR

rj ↠ Fil
i. In particular,

we have
⊕

j≥0R
rj ↠ ϕ∗SR

M/E. Since the source and target of the last surjection have the same

rank, it is an isomorphism. This implies the injectivity of
⊕

j≥iR
rj ↠ Fil

i. Hence this is an
isomorphism, which implies Rri ∼= Gri(Fil

•
). □

3.5. Cohomological applications. Finally, we record some cohomological applications of the
discussion above. To this end, fix X → Spec(W ) to be smooth and proper.

For (E, φE) in Vectφ,lff(X̂∆) consider the object Tét(E, φE)
alg of LocZp(XK) (see [IKY24,

§2.1.3]). Then, for i ⩾ 0, we have a diagram

Dcrys

(
H i

ét(XK , Tét(E, φE)
alg[1/p])

) c(E,φE) // H i ((Xk/W )crys,Dcrys(E, φE)[1/p])

Dcrys

(
H i

ét(XK , Tét(E, φE)
alg)
)⊆

H i ((Xk/W )crys,Dcrys(E, φE))

⊆

(3.5.1)
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where c(E,φE) is the isomorphism obtained by combining [TT19, Theorem 5.5], Theorem 2.10,
and [Hub96, Theorem 3.7.2], and we are using notation as in Example 2.12.

From Proposition 3.2, Proposition 3.3, and [Fal89, Proposition 5.4] we deduce the following.

Corollary 3.11. Let X → Spec(W ) be smooth and proper. Then, for an object (E, φE) of
Vectφ[0,a](X̂∆) and b in N with a+ b < p− 2, the map c(E,φE) restricts to an isomorphism

c(E,φE) : Dcrys

(
Hb(XK , Tét(E, φE)

alg)
) ∼−→ Hb

ét ((Xk/W )crys,Dcrys(E, φE)) .

We can upgrade this to the following statement about prismatic F -gauges (which is a conse-
quence of Corollary 3.11 when n =∞ by Proposition 3.2).

Proposition 3.12. Let f : X → Spec(W ) be smooth and proper. Then, for an object V of
Vect[0,a](X̂

syn) and b in N with a+ b < p− 2, there is a canonical isomorphism

Hb
ét

(
XK , Tét(V)

alg/pn
) ∼−→ Tét

(
Rbf∗V/p

n
)
,

of Galois representations, for any n in N ∪ {∞}.

Proof. When n =∞, let us observe that the right-hand side is

Tét(R
bf∗V) = Tét(RSpf(W )(R

bf∗V)) = Tét(R
bf∗(RSpf(W )(V))),

where the first equality is by definition, and the second equality follows as RX is obtained by
pullback along an open embedding. The desired result for n = ∞ then follows from [GL23,
Corollary 4.9] (see also [GR24, Theorem 6.1]).

To establish the claim for arbitrary n, we proceed as follows. For simplicity of notation, let T bn
denote the left-hand side and Tn denote RΓét(XK , Tét(V)

alg/pn), omitting n when n =∞. As
Tét(V) is torsion free, we have T bn = Hb(T/Lpn). On the other hand, by the exactness of Tét, the
right-hand side is identified with T b/pn = Hb(T )/pn. By the Tor-spectral sequence, we have

0→ Tor
Zp

1 (Hb+1(T ),Z/pn)→ Hb(T/Lpn)→ Hb(T )/pn → 0.

But, Hb+1(T ) is p-torsionfree: combine [Fal89, Theorem 5.3] and [BMS18, Theorem 1.1, (ii)]. □

4. Relationship to Dieudonné theory

In this final section we discuss how Dcrys can be used to unite various Dieudonné theories
that appear in the literature. Throughout we use notation and terminology from Notation and
terminology without comment but now assume further that p is odd. Furthermore, for a p-adically
complete ring S we denote by BTp(S) the category p-divisible groups over S.9

4.1. The prismatic Dieudonné functor. Let S be a quasi-syntomic ring. Fix an object H of
BTp(S). We may then consider the sheaf10

HO∆
: S∆ → Grp, (A, I) 7→ H(A/I) = H(O∆(A, I)).

We then have the following construction of Anschütz–Le Bras.

Definition 4.1 ([ALB23]). The prismatic Dieudonné crystal associated to H is

M∆(H) := Ext1Ab(S∆)(HO∆
,O∆).

which has the structure of an O∆-module on S∆ and a Frobenius morphism

φM∆(H) : ϕ
∗M∆(H)→M∆(H),

inherited from those structures on O∆.

9See [dJ95, Lemma 2.4.4] for why this notation is not ambiguous.
10To see that this is a sheaf, we combine the following observations: O∆ is a sheaf and H is finitely continuous

(because H = lim−→H[pn], with each H[pn] representable, and finite limits commute with filtered colimits in Set).
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The prismatic Dieudonné crystal is a complete invariant of H.

Theorem 4.2 ([ALB23]). The functor M∆ defines a contravariant fully faithful embedding

M∆ : BTp(S)→ Vectφ[0,1](S∆),

which is an anti-equivalence if S admits a quasi-syntomic cover S → S̃ with S̃ perfectoid.11

Proof. By [ALB23, Theorem 4.74] (and [IKY24, Proposition 1.31]), the functor M∆ forms an
equivalence between BTp(S) and the full subcategory of Vectφ[0,1](S∆) consisting of so-called
admissible objects (see [ALB23, Definition 4.5]). Thus, to prove the second part of the claim,
it suffices to show that the existence of such a cover S → S̃ implies any object of Vectφ(S∆) is
admissible. As admissibility is clearly a local condition on Sqsyn (see [ALB23, Proposition 4.9]),
it suffices to prove the claim over S̃. But, this is the content of [ALB23, Proposition 4.12]. □

Next, we record the compatibility of M∆ with the functors MSW and MLau defined by [SW20,
Theorem 17.5.2] and [Lau18, Theorem 9.8], respectively. More precisely, suppose that R is
perfectoid. Then, there is a natural identification between MSW(H) and MLau(H), by the unicity
part of [SW20, Theorem 17.5.2], and we have the following result of Anschütz–Le Bras.

Proposition 4.3 (cf. [ALB23, Proposition 4.48]). Let S be a perfectoid ring and H an object of
BTp(S). Then, we have canonical identifications:

MSW(H)∗ =MLau(H) = M∆(H)(Ainf(S), (ξ̃)).

4.2. Crystalline Dieudonné theory. We now recall the classical filtered crystalline Dieudonné
theory of Grothendieck–Messing. Fix X = Spf(R) a formally framed base W -scheme.

Definition 4.4 (cf. [Kim15, Definition 3.1]). A filtered Dieudonné crystal on R is an object
(F, φF,Fil

•
F) of VectNFφ[0,1](Xcrys) where:

• (F, φF) is an effective F -crystal,
• Fil1F is a direct factor of FX,
• ϕ∗(Fil1F)⊗OX

OXk
equal to the kernel of φF : ϕ

∗FXk
→ FXk

,
• and there exists V : FXk

→ ϕ∗FXk
with φF ◦ V = [p]FXk

and V ◦ φF = [p]ϕ∗FXk
,

the category of which we denote DieuF(R).

Remark 4.5. One may check that DieuF(R) = VectFφ,div[0,1] (Rcrys), and we only prefer the
former notation/terminology when discussing p-divisible groups for historical reasons. In
particular, by this equality and the discussion in §2.1, it makes sense to evaluate the filtration
of filtered Dieudonné crystal on any object of (R/W )crys.

Let us now fix an object H of BTp(R). We then consider the sheaf

HOcrys
: (R/W )crys → Grp, (i : U ↪→ T, γ) 7→ H(U) = H(Ocrys(i : U ↪→ T, γ)),

(which is a sheaf as in Footnote 10). We may then form the sheaf

D(H) := Ext1Ab((R/W )crys)
(HOcrys

,Ocrys),

which comes with the structure of an Ocrys-module from the second entry. By [BBM82, Théorème
3.3.3], the Ocrys-module D(H) is an object of Vect(Rcrys). It is simple to check that

(ι0,∞)∗D(Hk) = D(H), ι∗0,∞D(H) = D(Hk),

(with notation as in [IKY24, §2.3.1]). As in [BBM82, 1.3.5] we have a Frobenius morphism

φ : ϕ∗D(Hk)→ D(Hk).

11When S is Noetherian and Zp-flat, this condition is equivalent to S being regular by combining [BIM19] and
[ALB23, Proposition 5.8].
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So, D(H) is an object of Vectφ(Rcrys) called the Dieudonné crystal associated to H.
One defines a Hodge filtration (see [BBM82, Corollaire 3.3.5])

Fil1H,Hodge := Ext1Ab((R/W )crys)
(HOcrys

, Jcrys)X ⊆ D(H)X,

where Jcrys ⊆ Ocrys is the PD ideal sheaf.

Definition 4.6. The functor

D : BTp(R)→ DieuF(R), H 7→ D(H) = (D(H),Fil1H,Hodge),

is called the filtered Dieudonné crystal functor.

The filtered Dieudonné crystal is also a complete invariant of H.

Theorem 4.7 (de Jong, cf. [Kim15, Theorem 3.17]). The functor

D : BTp(R)→ DieuF(R),

is an anti-equivalence of categories.

Our first main result is that Dcrys transforms M∆ into D, improving upon [ALB23, Theorem
4.44] which proves the more naive statement obtained by ignoring filtrations.

Theorem 4.8. There is a natural equivalence Dcrys ◦M∆
∼−→ D.

Proof. We begin by observing that there is a tautological identification between Dcrys ◦M∆ and
D (see [ALB23, Theorem 4.44]). Thus, it suffices to check that the submodules Fil1Dcrys

and
Fil1H,Hodge agree. To check this, it suffices to pass to the faithfully flat cover R→ R̃ (see [IKY24,
Lemma 1.15]). But, observe that we have a commutative diagram of filtered rings

(R,Fil•triv)
β //

((

(Acrys(R̃),Fil
•
PD)

��

(R̃,Fil•triv),

so by the crystal property we need only check the equality after evaluation on Acrys(R̃) ↠ R̃.
We first observe that by Proposition 3.3 and Remark 3.9, for any object H of BTp(R) there

is a canonical identification of filtered Acrys(R̃)-modules

Dcrys(M∆(H))(Acrys(R̃) ↠ R̃) ∼−→ ϕ∗M∆(H)(Ainf(R̃), (ξ))⊗(Ainf(R̃),Fil•ξ)
(Acrys(R̃),Fil

•
PD).

On the other hand, by Lemma 4.9, the filtration on D(H)(Acrys(R̃) ↠ R̃) is equal to the preimage
of the filtration Fil1 ⊆ D(H)(Ř), defined by D(H)(Ř), under the surjection

Π: D(H)(Acrys(Ř) ↠ Ř)→ D(H)(Ř).

Thus, it suffices to show the following equality of filtered Acrys(Ř)-modules:

ϕ∗M∆(H)(Ainf(R̃), (ξ))⊗(Ainf(R̃),Fil•ξ)
(Acrys(R̃),Fil

•
PD) = (D(H)(Acrys(Ř) ↠ Ř),Π−1(Fil1)).

But combining Proposition 4.3 and the definition of MLau we have

(D(H)(Acrys(R̃)→ R̃),Π−1(Fil1)) = Φcris
R̃

(H
R̃
)

= λ∗(MLau(H
R̃
))

= λ∗(ϕ∗M∆(H)(Ainf(R̃), (ξ)))

= ϕ∗M∆(H)(Ainf(R̃), (ξ))⊗(Ainf(R̃),Fil•ξ)
(Acrys(R̃),Fil

•
PD),

where Φcris
R̃

is as in [Lau18, Theorem 6.3] and λ∗ is as in [Lau18, Proposition 9.3]. □
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Lemma 4.9. Let F be an object of VectF[0,1](Rcrys) and (A↠ R′)→ (B ↠ R′) be a morphism
in (R/W )crys, with A→ B surjective. Then Fil1F(A↠ R′) ⊆ F(A↠ R′) is the preimage of the
submodule Fil1F(B ↠ R′) ⊆ F(B ↠ R′) via the surjection F(A↠ R′)→ F(B ↠ R′).

Proof. By the crystal property, we may work Zariski locally on A. But, Zariski locally on A, there
is a basis (eν)nν=1 of F(A↠ R′) and a subset I of {1, . . . , n} such that the filtration Fil1(A↠ R′)
is given by

∑
ν∈I A · eν +

∑
ν /∈I Fil

1
PD(A) · eν . The claim then follows as Fil1PD(A) is the preimage

of Fil1PD(B) under the surjection A→ B. □

Remark 4.10. When R is small, Theorem 4.8 follows from Theorem 3.1. Indeed, it suffices
to show that T ∗crys(Dcrys(M∆(H))) is isomorphic to T ∗crys(D(H)). But, by Proposition 3.2 and
[DLMS24, Proposition 3.35] the former is Tp(H), which is also the latter by [Kim15, Corollary
5.3 and §5.4].

4.3. Breuil–Kisin–Kim Dieudonné theory. In this final section we use Theorem 4.8 to
show that Anschütz–Le Bras’s prismatic Dieudonné functor M∆ recovers the Breuil–Kisin–Kim
Dieudonné functor M.

4.3.1. The Breuil Dieudonné functor. We begin by first recalling an intermediate construction
between Dcrys and M constructed by Breuil.

Definition 4.11 (cf. [Kim15, Definition 3.12]). A (minuscule) Breuil-module over R is a
quadruple of data (M,Fil1M, φM,∇0

M) with:
• M a finite projective SR-module,
• Fil1M ⊆M an SR-submodule with Fil1PD ·M ⊆ Fil1M and M/Fil1M projective over R,
• φM : ϕ∗M→M is an SR-linear map with φM (ϕ∗ Fil1M) = pM,
• ∇0

M is a topologically quasi-nilpotent integrable connection (cf. [dJ95, Remark 2.2.4]) on
M0 := M ⊗SR

R, where SR → R is induced by the map SR → R sending u to 0, such
that the induced Frobenius φM0 is horizontal.

These naturally form a category which we denote by VectFφ[0,1](SR,∇
0).

By [Kim15, Proposition 3.8 and Lemma 3.15], there is a fully faithful embedding

DieuF(R)→ VectFφ[0,1](SR,∇
0), (F, φF,Fil

•
F) 7→ ((F,Fil1F, φF)(SR ↠ R),∇F). (4.3.1)

This then suggests the following definition.

Definition 4.12 (cf. [Kim15, §3.4]). The functor

MBr : BTp(R)→ VectFφ[0,1](SR,∇
0), H 7→MBr(H) := (D(H)(SR ↠ R),∇D(H)),

is called the Breuil Dieudonné functor.

As (4.3.1) and D are both fully faithful, it follows that MBr is also fully faithful.

4.3.2. The Breuil–Kisin–Kim Dieudonné functor. We now recall the definition of the
Breuil–Kisin–Kim Dieudonné functor.

Definition 4.13 (cf. [Kim15, Definition 6.1]). A (minuscule) Kisin module over R is a triple
(M, φM,∇0

M) where:
• (M, φM) is an object of the category Vectφ[0,1](SR, (E))

• ∇0
M is topologically quasi-nilpotent integrable connection on M0 := ϕ∗M/u.

We denote the category of such objects by Vectφ[0,1](SR,∇0
M).

There is a functor
Vectφ[0,1](SR,∇0)→ VectFφ[0,1](SR,∇

0), (4.3.2)
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where (M, φM,∇0
M0

) is sent to the object whose underlying filtered SR-module is

(ϕ∗M,Fil•Nyg)⊗(SR,Fil
•
E) (SR,Fil

•
PD)

(forgetting everything but the 1-part of the filtration), with Frobenius given by φϕ∗M ⊗ 1, and
with connection ∇0

M, which is sensible via the natural identification of R-modules

ϕ∗M⊗SR
R ≃ ϕ∗M⊗SR

SR ⊗SR
R.

This functor is fully faithful by [Kim15, Lemma 6.5].

Definition 4.14 ([Kim15]). By [Kim15, Corollary 6.7], the functor MBr factorizes through
the fully faithful embedding (4.3.2). Thus, we obtain a functor

M : BTp(R)→ Vectφ[0,1](SR,∇0
M), H 7→M(H) = (M(H), φM(H),∇0

D(H))

called the Breuil–Kisin–Kim Dieudonné functor.

Remark 4.15. When R = OK , this agrees with the functor from [Kis06]. This is not explicitly
explained in op. cit., and can be argued directly, but also follows by combining Proposition
4.16 and Remark 4.17 below.

To relate this to prismatic Dieudonné modules, let us begin by observing that there are functors

evSR
: Vectφ[0,1](R∆)→ Vectφ[0,1](SR, (E)), (E, φE) 7→ (E, φE)(SR, (E)),

evKSR
: Vectφ[0,1](R∆)→ Vectφ[0,1](SR,∇0), (E, φE) 7→ (evSR

(E, φE),∇Dcrys(E.φE)).

Here by ∇Dcrys(E,φE) we abusively mean the pullback of ∇Dcrys(E,φE) under the isomorphism

ϕ∗E(SR, (E))/u ∼−→ Dcrys(E, φE)(R),

from Proposition 1.3.

Proposition 4.16. There is a natural identification evKSR
◦M∆

∼−→M.

Proof. Let H be an object of BTp(R). Then, by the definition of M it suffices to show that
evKSR

(M∆(H)) and M(H) have image under (4.3.2) which are canonically identified. But, this
follows by combining Remark 3.9, Theorem 4.8, and the definition of MBr(H). □

Remark 4.17. For R = OK this was previously shown in [ALB23, Proposition 5.18].

Combining Theorem 4.2, [Kim15, Corollary 6.7 and Corollary 10.4], Proposition 4.16, [IKY25,
Proposition 1.28], and Proposition 3.3, we deduce the following.

Corollary 4.18. Let R be a formally framed W -algebra. Then, there are equivalences of categories

Vect[0,1](R
syn) Vectφ[0,1](R∆) Vectφ[0,1](SR,∇0),

RX

∼ ∼
evKSR

is an equivalence of categories. If R =W Jt1, . . . , tdK for some d ⩾ 0, then there are equivalences

Vect[0,1](R
syn) Vectφ[0,1](R∆) Vectφ[0,1](SR, (E)).

RX

∼ ∼
evSR

Remark 4.19. The second claim of Corollary 4.18 was previously established by Anschütz–Le
Bras (see [ALB23, Theorem 5.12]) and Ito (see [Ito23, Proposition 7.1.1]).
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