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#### Abstract

By means of the Malliavin Calculus, we derive asymptotic expansion of the probability distributions of statistics for systems perturbed by small noises. These results are applied to the problem of the second order asymptotic efficiency of the maximum likelihood estimator. © 1996 Academic Press, Inc.


## 1. Introduction

We consider stochastic systems with unknown parameters disturbed by white Gaussian noises or normal random variables. For many such systems the unknown parameters can be estimated consistently by certain statistical estimators when the disturbances become small and the stochastic system tends to the corresponding deterministic one. For instance, the maximum likelihood method and the Bayes method are available for diffusion processes with unknown parameters in their drifts when the diffusion coefficient is small. In this case, the maximum likelihood estimator and the Bayes estimator are consistent and efficient in the first order, e.g., Chapter 3 of Kutoyants [4]. As for higher order properties of estimators, they are known to be second-order efficient in a certain sense. This fact follows from their asymptotic expansions in consideration of a problem of hypothesis testing [12, 14]. Thus asymptotic expansions for estimators play an important role in higher order statistical inference. The purpose of this article is to derive asymptotic expansions for likelihood ratio statistics and maximum likelihood estimators of unknown parameters involved in a system slightly disturbed by white Gaussian noises or normal random variables.
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We formulate this problem as follows. Let $W=\left\{w ; w\right.$ is an $\mathbf{R}^{r}$-valued continuous path on $[0, \infty), w(0)=0\} . W$ is a Fréchet space endowed with sup-norms on compact sets in $[0, \infty)$. Let $P$ be a Wiener measure on $(W, \mathbf{B}(W))$, where $\mathbf{B}(W)$ is the Borel $\sigma$-field of $W$. The probability space $(W, P)$ is referred to as the Wiener space. Let $\left(S, \mathbf{B}_{s}\right)$ be a measurable space. The closure $\Theta$ of a bounded convex domain $\Theta^{o}$ in $\mathbf{R}^{k}$ denotes the space of unknown parameters. We assume that the slightly perturbed system can be represented by an $S$-valued random element $F_{\theta}^{\varepsilon}, \theta \in \Theta$, $\varepsilon \in(0,1)$, defined on $(W, P)$. Let $P_{\theta}^{\varepsilon}$ be the probability measure on $S$ induced by $F_{\theta}^{\varepsilon}$ from $P$. Then we obtain a family of statistical experiments $\left\{P_{\theta}^{\varepsilon} ; \theta \in \Theta\right\}, \varepsilon \in(0,1]$, on $\left(S, \mathbf{B}_{s}\right)$. We assume that $P_{\theta_{1}}^{\varepsilon}$ and $P_{\theta_{2}}^{\varepsilon}$ are mutually dominated for $\theta_{1}, \theta_{2} \in \Theta$. For $\theta_{0} \in \Theta^{\circ}$ let

$$
\lambda_{\varepsilon}\left(w, \theta ; \theta_{1}\right)=\log \frac{d P_{\theta}^{\varepsilon}}{d P_{\theta_{0}}^{\varepsilon}}\left(F_{\theta_{1}}^{\varepsilon}(w)\right)
$$

for $w \in W, \theta, \theta_{1} \in \Theta, \varepsilon \in(0,1]\left(\lambda_{\varepsilon}\left(w, \theta ; \theta_{1}\right)\right.$ depends on $\left.\theta_{0}\right)$. When $\theta_{0} \in \Theta^{o}$ is the true value, the maximum likelihood estimator $\hat{\theta}_{\varepsilon}\left(w ; \theta_{0}\right)$, if it exists, satisfies

$$
\lambda_{\varepsilon}\left(w, \hat{\theta}_{\varepsilon}\left(w ; \theta_{0}\right) ; \theta_{0}\right)=\sup _{\theta \in \Theta} \lambda_{\varepsilon}\left(w, \theta ; \theta_{0}\right) .
$$

Under a set of conditions stated in the next section, which ensures the regularity and entire separation of the statistical experiments $\left\{P_{\theta}^{\varepsilon} ; \theta \in \Theta\right\}$, $\varepsilon \in(0,1)$, we derive the asymptotic expansions for the maximum likelihood estimator and the log likelihood ratio statistic used in the higher order statistical inference. We apply these results to the problem of the secondorder efficiency of the maximum likelihood estimator. As in [12], the technique used here is the Malliavin calculus exploited by Watanabe [9-11] and its modification with truncation. This modification enables us to deal with statistical estimators, such as the maximum likelihood estimator, whose existence and regularity cannot be ensured on the whole sample space in general.

The organization of this paper is as follows. The notations and assumptions are stated in Section 2. Sections 3 and 4 give the main results. Examples are presented in Section 5. In Sections 6 and 7, we prove the results stated in Sections 3 and 4. We could reduce the conditions to milder ones for second-order expansions used in Section 5, but we will not pursue this point here.

## 2. Notations and Assumptions

Let $H$ be the Cameron-Martin subspace of $W$ : the totality of $\mathbf{R}^{r}$-valued absolutely continuous functions on $[0, \infty)$ with square integrable derivative, endowed with the inner product

$$
\left\langle h_{1}, h_{2}\right\rangle_{H}=\int_{0}^{\infty}\left(\dot{h}_{1, t}, \dot{h}_{2, t}\right) d t
$$

for $h_{1}, h_{2} \in H$. Let $D$ denote the H -derivative.
For Hilbert space $E,\|\cdot\|_{p}$ denotes the $L^{p}(E)$-norm of an $E$-valued Wiener functional, i.e., for each Wiener functional $f: W \rightarrow E,\|f\|_{p}^{p}=$ $\int_{W}|f|_{E}^{p} P(d w)$. Let $L$ be the Ornstein-Uhlenbeck operator (see Watanabe [10]) and define $\|f\|_{p, s}$ for $E$-valued Wiener functionals $f, s \in \mathbf{R}, p \in(1, \infty)$ by $\|f\|_{p, s}=\left\|(I-L)^{s / 2} f\right\|_{p}$. The Banach space $D_{p}^{s}(E)$ is the completion of the totality $P(E)$ of $E$-valued polynomials on the Wiener space ( $W, P$ ) with respect to $\|\cdot\|_{p, s}$. It is known that for $n \in \overline{\mathbf{N}}(:=\{0\} \cup \mathbf{N})$, and $p>1$, the norm $\|\cdot\|_{p, n}$ is equivalent to the norm $\sum_{l=0}^{n}\left\|D^{l} \cdot\right\|_{p}$. Let $D^{\infty}(E)$ be the set of Wiener test functionals of Watanabe [10]: $D^{\infty}(E)=\bigcap_{s>0} \bigcap_{1<p<\infty} D_{p}^{s}(E)$. Then $\quad D^{-\infty}(E)=\bigcup_{s>0} \bigcup_{1<p<\infty} D_{p}^{-s}(E)$ and $\widetilde{D}^{-\infty}(E)=\bigcup_{s>0} \bigcap_{1<p<\infty} D_{p}^{-s}(E)$ are the spaces of generalized Wiener functionals. We suppress $\mathbf{R}$ when $E=\mathbf{R}$. Let us consider a family of $E$-valued Wiener functionals (or generalized Wiener functionals) $\left\{F_{\varepsilon}(w)\right\}$, $\varepsilon \in(0,1)$. We will consider the asymptotic expansion taking the form of

$$
F_{\varepsilon} \sim f_{0}+\varepsilon f_{1}+\cdots
$$

as $\varepsilon \downarrow 0$ in $D^{\infty}(E), D^{-\infty}(E)$, or $\widetilde{D}^{-\infty}(E)$. See Watanabe [11] for definition. The generalized mean of $F_{\varepsilon}(w)$ yields the ordinary asymptotic expansion.

Let $\delta_{0}=\partial / \partial_{\varepsilon}$ and $\delta_{i}=\partial / \partial \theta^{i}, i=1, \ldots, k, \theta=\left(\theta^{i}\right)$. For $v=\left(v_{0}, v_{1}, \ldots, v_{k}\right)$ with $v_{i} \in \overline{\mathbf{N}}, i=0,1, \ldots, k$, the differential operator $\delta_{v}$ is defined by $\delta_{v}=\left(\delta_{0}\right)^{v_{0}}\left(\delta_{1}\right)^{v_{1}} \cdots\left(\delta_{k}\right)^{v_{k}}$. Let $|v|=v_{0}+v_{1}+\cdots+v_{k}$. Let $\delta=\left(\delta_{1}, \ldots, \delta_{k}\right)$ and for differentiable function $f$ defined on $\Theta, \delta^{m} f$ denotes $m$-linear form defined by

$$
\delta^{m} f\left[u_{1}, \ldots, u_{m}\right]=\sum_{i_{1}, \ldots, i_{m}=1}^{k} \delta_{i_{1}} \cdots \delta_{i_{m}} f u_{1}^{i_{1}} \cdots u_{m}^{i_{m}},
$$

where $u_{j}=\left(u_{j}^{i}\right) \in \mathbf{R}^{k}, i=1, \ldots, k, j=1, \ldots, m$. Let $\mathbf{M}=\{0\} \times \overline{\mathbf{N}}^{k}$. Let $\psi: \mathbf{R} \rightarrow \mathbf{R}$ be a smooth function such that $0 \leqslant \psi(x) \leqslant 1$ for $x \in \mathbf{R}, \psi(x)=1$ for $|x| \leqslant \frac{1}{2}$ and $\psi(x)=0$ for $|x| \geqslant 1$. Two a.s. equal random variables are identified.

We will construct a Sobolev space of Banach space valued functionals in a similar manner as Kusuoka [2, 3]. Let $E$ be a real Banach space. We say
that a strongly measurable map $F:\left(W, \overline{\mathbf{B}(W)}{ }^{P}\right) \rightarrow(E, \mathbf{B}(E))$ is ray absolutely continuous (RAC) if for any $h \in H$, there exists a strongly measurable map $\widetilde{F}_{h}:\left(W, \overline{\mathbf{B}}(W)^{P}\right) \rightarrow(E, \mathbf{B}(E))$ such that $\widetilde{F}_{h}(w)=F(w)$ P-a.e. $w$, and the map $s \rightarrow \widetilde{F}_{h}(w+s h)$ is strongly absolutely continuous, i.e., there exists a strongly measurable map $G_{h}^{F, w}: \mathbf{R} \rightarrow E$ such that for any $w \in W$ and $a, b \in \mathbf{R}(a<b), \int_{a}^{b}\left\|G_{h}^{F, w}(s)\right\|_{E} d s<\infty$ and

$$
\tilde{F}_{h}(w+b h)=\tilde{F}_{h}(w+a h)+\int_{a}^{b} G_{h}^{F, w}(s) d s .
$$

Let $T^{o}$ be a bounded open set in $\mathbf{R}^{k_{0}}$, and let $T=\bar{T}^{o}$. Let $V$ be a real separable Hilbert space with a Hilbertian norm $\|\cdot\|_{V}$. Denote by $C(T \rightarrow V)$ the Banach space of continuous maps from $T$ to $V$ equipped with the supremum norm $\|F\|_{C(T \rightarrow V)}=\sup _{t \in T}\|F(t)\|_{V}$. We say that a strongly measurable map $F: W \rightarrow C(T \rightarrow V)$ is strongly stochastically Gâteaux differentiable (SSGD) in $H$ directions if there exists a strongly measurable map $D F: W \rightarrow C(T \rightarrow H \otimes V)$ such that for any $h \in H$.

$$
\left\|\frac{1}{s}(F(w+s h)-F(w))-D F(w)[h]\right\|_{C(T \rightarrow V)} \rightarrow 0
$$

in $P$ as $s \rightarrow 0 . L^{p}(W \rightarrow E)$ denotes the $L^{p}$ space of strongly measurable maps from $W$ to $E$ satisfying that

$$
\|F\|_{L^{p}(W \rightarrow E)}^{p}:=\int_{W}\|F(w)\|_{E}^{p} P(d w)<\infty .
$$

For $p>1$, let $H_{p}^{0}(C(T \rightarrow V))=L^{p}(W \rightarrow C(T \rightarrow V))$, and let $H_{p}^{1}(C(T \rightarrow V))=$ $\left\{F \in H_{p}^{0}(C(T \rightarrow V)): F\right.$ is RAC and SSGD in $H$ directions, and $\left.D F \in L^{p}(W \rightarrow C(T \rightarrow H \otimes V))\right\}$. For $F \in H_{p}^{1}(C(T \rightarrow V))$, put $\|F\|_{H_{p}^{1}(C(T \rightarrow V))}=$ $\|F\|_{L^{p}(W \rightarrow C(T \rightarrow V))}+\|D F\|_{L^{p}(W \rightarrow C(T \rightarrow H \otimes V))}$. As in Kusuoka [2,3], we can prove that the space $H_{p}^{1}(C(T \rightarrow V))$ is a Banach space with respect to the norm $\|\cdot\|_{H_{p}^{1}(C(T \rightarrow V))}$. Let $T_{1}^{o}$ and $T_{2}^{o}$ be open convex bounded sets in $\mathbf{R}^{k_{1}}$ and $\mathbf{R}^{k_{2}}$, respectively. Denote $T_{i}=\bar{T}_{i}^{o}$ for $i=1,2$. Let $T^{o}=T_{1}^{o} \times T_{2}^{o}$ and let $\widetilde{T}^{o}$ be a bounded open set satisfying $T^{o} \subset \widetilde{T}^{o}$ with $k_{0}=k_{1}+k_{2}$. Denote the closure of $\widetilde{T}^{o}$ by $\widetilde{T}$. It is not difficult to prove that if $g \in H_{p}^{1}(C(\widetilde{T} \rightarrow V))$, then $I(g)(w, \eta):=\int_{T_{1}} g(w, \xi, \eta) d \xi$ belongs to $H_{p}^{1}\left(C\left(T_{2} \rightarrow V\right)\right)$. Consider a map $g: W \times \widetilde{T} \rightarrow V$. We denote by $D_{i} g$ the derivative of $g$ with respect to $t_{i} \in T_{i}, i=1,2$, if for $P$-a.e. $w \in W$, the map $\widetilde{T} \ni t \rightarrow g(w, t)$ is differentiable with respect to $t_{i}$ on $\widetilde{T}^{o}$, and each partial derivative can be extended continuously to $\tilde{T}$. Let $D$ denote the differential operator in the definition of the space $H_{p}^{1}(C(T \rightarrow V))$. Put $D_{0}=D$, and let $H_{0}=H$ and $H_{i}=\mathbf{R}^{k_{i}}$,
$i=1,2$. We say that a functional $g: W \rightarrow C(\tilde{T} \rightarrow V)$ is smooth if for any $p>1, n \in \overline{\mathbf{N}}$ and $i_{1}, i_{2}, \ldots, i_{n} \in\{0,1,2\}$,

$$
D_{i_{1}} D_{i_{2}} \cdots D_{i_{n}} g \in H_{p}^{1}\left(C\left(\widetilde{T} \rightarrow H_{i_{1}} \otimes H_{i_{2}} \otimes \cdots \otimes H_{i_{n}} \otimes V\right)\right)
$$

Consider a functional $g$ : $W \rightarrow C\left(\widetilde{T} \rightarrow \mathbf{R}^{k_{1}}\right)$, and assume that $D_{1} g(w, t)$ takes values in the set of symmetric matrices for all $\mathrm{t} \in \tilde{T}, P$-a.e. $w$. Given a functional $R: W \rightarrow \mathbf{R}, R$ is naturally identified with a map taking values in $C(\widetilde{T} \rightarrow \mathbf{R})$ by $R(w, t)=R(w)$ for any $t \in \widetilde{T}$. Let $R$ be smooth. We fix a version of $R$ and $g$. Assume that for some convex set $U$ in $T_{1}$, the following conditions hold for $R$ and $g$ : (1) If $R(w)<1$, the equation $g(w, \xi, \eta)=0$ has a root $\hat{\xi}(w, \eta)$ in $U$ for any $\eta \in T_{2}$; (2) $D_{1} g\left(w, t^{*}\right)$ is positive-definite uniformly in $\left(w, t^{*}\right) \in\{w: R(w)<1\} \times U \times T_{2}$; (3) For each $h \in H$, there exist RAC versions $\widetilde{R}_{h}(w)$ and $\tilde{g}_{h}$ such that if $\widetilde{R}_{h}(w)<1$, the equation $\tilde{g}_{h}(w, \xi, \eta)=0$ has a root $\hat{\xi}(w, \eta)$ in $U$ for any $\eta \in T_{2}$; (4) For each $h \in H, D_{1} \tilde{g}_{h}\left(w, t^{*}\right)$ is positive-definite uniformly in $\left(w, t^{*}\right) \in\left\{w: \widetilde{R}_{h}(w)<1\right\}$ $\times U \times T_{2}$. Furthermore, assume that $g$ is smooth. Then we can prove that, under these conditions, $\psi(3 R) \hat{\xi}: W \rightarrow C\left(T_{2} \rightarrow \mathbf{R}^{k_{1}}\right)$ is well defined and smooth [15]. Here, if $T \subset \widetilde{T}^{o}$, the derivatives with respect to the parameter are ordinary derivatives.

Put

$$
G\left(w, \varepsilon, \theta ; \theta_{0}\right)=\varepsilon^{2} \lambda_{\varepsilon}\left(w, \theta ; \theta_{0}\right) .
$$

In this paper we consider the following conditions. Conditions (C1) and (C4) (or C5)) are regularity conditions. Condition (C2) ensures the existence of the consistent estimators. By Condition (C3) we confine ourselves to discussing the locally asymptotically normal experiments.
(C1) For each $\theta_{0} \in \Theta^{o}$, the functional $G\left(\cdot, \cdot, \cdot ; \theta_{0}\right): W \rightarrow C([0,1] \times$ $\Theta \rightarrow \mathbf{R})$ is smooth, where $G\left(w, 0, \theta ; \theta_{0}\right)=\lim _{\varepsilon \downarrow 0} G\left(w, \varepsilon, \theta ; \theta_{0}\right)$.
(C2) For each $\left(\theta, \theta_{0}\right) \in \Theta \times \Theta^{o}, G\left(w, 0, \theta ; \theta_{0}\right)$ is deterministic ( $G(0, \theta$; $\theta_{0}$ ), say), and for each $\theta_{0} \in \Theta^{\circ}$, there exists $a_{0}>0$ such that $-G\left(0, \theta ; \theta_{0}\right) \geqslant$ $a_{0}\left|\theta-\theta_{0}\right|^{2}$ for any $\theta \in \Theta$.
(C3) For $\theta_{0} \in \Theta^{\circ}$, there exist $h^{(i)} \in H, i=1,2, \ldots, k$, such that

$$
\delta_{0} \delta_{i} G\left(w, 0, \theta_{0} ; \theta_{0}\right)=\int_{0}^{\infty} \dot{h}_{s}^{(i)} \cdot d w_{s}
$$

and

$$
\begin{aligned}
\operatorname{cov}\left(\delta_{0} \delta_{i} G\left(\cdot, 0, \theta_{0} ; \theta_{0}\right), \delta_{0} \delta_{j} G\left(\cdot, 0, \theta_{0} ; \theta_{0}\right)\right) & \equiv\left\langle h^{(i)}, h^{(j)}\right\rangle H \\
& =-\delta_{i} \delta_{j} G\left(0, \theta_{0} ; \theta_{0}\right)
\end{aligned}
$$

for $i, j=1, \ldots, k$.
(C4) For $\theta_{0} \in \Theta^{\circ}$ and any compact set $K \subset \mathbf{R}^{k}$, there exists $p_{0}>1$ such that

$$
\begin{aligned}
& \sup _{\substack{ \\
\varepsilon \in(0,1) \\
u \in K \\
\theta_{0}+\varepsilon u \subset \Theta}} E\left[\exp \left\{p_{0} \varepsilon^{-2} G\left(w, \varepsilon, \theta_{0}+\varepsilon u ; \theta_{0}\right)\right\}\right]<\infty .
\end{aligned}
$$

Remarks 2.1. (1) For a map $F: W \times \Theta \rightarrow V$, define $t_{\theta} F: W \rightarrow V$ by $\left(l_{\theta} F\right)(w)=F(w, \theta)$. If $F \in H_{p}^{1}(C(\Theta \rightarrow V)), s_{\theta} F \in D_{p}^{1}(V)$. In fact, $l_{\theta} F: W \rightarrow V$ is RAC and SSGD with $D t_{\theta} F \in L^{p}(W \rightarrow V)$, and, hence, we see that $l_{\theta} F \in D_{p}^{1}(V)$ by using the equivalence between Sobolev spaces proved by Sugita [7]. For this map, $l_{\theta} D F=D l_{\theta} F$, where the $H$-derivative on the RHS is the ordinary one.
(2) $G\left(0, \theta_{0} ; \theta_{0}\right)=\lim _{\varepsilon \downarrow 0} \varepsilon^{2} \lambda_{\varepsilon}\left(w, \theta_{0} ; \theta_{0}\right)=0$. Therefore from (C2) we see that $\delta_{i} G\left(0, \theta_{0} ; \theta_{0}\right)=0,1 \leqslant i \leqslant k$, and the bilinear form for the Hessian matrix $\left(\delta_{i} \delta_{j} G\left(0, \theta_{0} ; \theta_{0}\right)\right)_{1 \leqslant i, j \leqslant k}$ is negative definite. The matrix $I\left(\theta_{0}\right)=\left(I_{i j}\right)=-\delta^{2} G\left(0, \theta_{0} ; \theta_{0}\right)$ is called the Fisher information matrix.
(3) To obtain the results in Sections 3 and 4, it suffices to assume the following weaker condition (C5) in place of (C4):
(C5) For $\theta_{0} \in \Theta^{o}$ and any compact set $K \subset \mathbf{R}^{k}$, there exist measurable functions $\varphi_{\varepsilon}^{u}, u \in K, \varepsilon \in(0,1)$, on $S$ satisfying the following conditions:
(i) $0 \leqslant \varphi_{\varepsilon}^{u}(x) \leqslant 1, x \in S$.
(ii) $\varphi_{\varepsilon}^{u}\left(F_{\theta_{0}}^{\varepsilon}(w)\right)=1-O\left(\varepsilon^{n}\right)$ in $D^{\infty}$ as $\varepsilon \downarrow 0$ uniformly in $u \in K$ for $n=1,2, \ldots$.
(iii) $\varphi_{\varepsilon}^{u}\left(F_{\theta_{0}+\varepsilon u}^{\varepsilon}(w)\right)=1-O\left(\varepsilon^{n}\right)$ in $D^{\infty}$ as $\varepsilon \downarrow 0$ uniformly in $u \in K$ for $n=1,2, \ldots$.
(iv) For some $p_{0}>1$,

$$
\begin{aligned}
& \sup _{\varepsilon \in(0,1)} E\left[1_{\left\{\varphi_{\varepsilon}^{u}\left(F_{\theta_{0}}^{\varepsilon}(w)\right)>0\right\}} \exp \left\{p_{0} \varepsilon^{-2} G\left(w, \varepsilon, \theta_{0}+\varepsilon u ; \theta_{0}\right)\right\}\right]<\infty \\
& \theta_{0}+\varepsilon u \in \Theta
\end{aligned}
$$

It is clear that if Condition (C4) holds true, Condition (C5) is satisfied for $\varphi_{\varepsilon}^{u} \equiv 1$.

## 3. Asymptotic Expansions for Likelihood Ratio Statistics

In this section we present asymptotic expansions for likelihood ratio statistics. For simplicity denote

$$
\begin{aligned}
G_{l ; i_{1}, i_{2}, \ldots, i_{m}} & =\left(\delta_{0}\right)^{l} \delta_{i_{1}} \delta_{i_{2}} \cdots \delta_{i_{m}} G\left(w, 0, \theta_{0}, \theta_{0}\right) \\
& \left.\equiv\left(\delta_{0}\right)^{l} \delta_{i_{1}} \delta_{i_{2}} \cdots \delta_{i_{m}} G\left(w, \varepsilon, \theta ; \theta_{0}\right)\right|_{\varepsilon=0, \theta=\theta_{0}}
\end{aligned}
$$

for $l \in \overline{\mathbf{N}}, m \in \mathbf{N}$, and $i_{1}, i_{2}, \ldots, i_{m} \in\{1,2, \ldots, k\}$. We will use Einstein's rule for repeated indices. For $u=\left(u^{i}\right) \in \mathbf{R}^{k}$, let

$$
\begin{aligned}
& f_{0}^{L, u}=G_{1 ; i} u^{i}-\frac{1}{2} I_{i j} u^{i} u^{j}, \\
& f_{1}^{L, u}=\frac{1}{2} G_{2 ; i} u^{i}+\frac{1}{2} G_{1 ; i, j} u^{i} u^{j}+\frac{1}{6} G_{0 ; i, j, l} u^{i} u^{j} u^{l} .
\end{aligned}
$$

Moreover, let

$$
q^{L, u}(x)=E\left[f_{1}^{L, u} \mid f_{0}^{L, u}=x\right] .
$$

The distribution function of the normal distribution $N\left(\mu, \sigma^{2}\right)$ is denoted by $\Phi\left(x ; \mu, \sigma^{2}\right)$ and its density by $\phi\left(x ; \mu, \sigma^{2}\right)$. The differential operator $\partial / \partial x$ is denoted by $\partial$. Suppose $\theta_{0} \in \Theta^{\circ}$. Let $\mathbf{B}^{1}$ denote the Borel $\sigma$-field of $\mathbf{R}^{1}$.

Theorem 3.1. Let $u \in \mathbf{R}^{k}-\{0\}$. Assume that (C1)-(C3) are satisfied. Then the distribution of $\varepsilon^{-2} G\left(w, \varepsilon, \theta_{0}+\varepsilon u ; \theta_{0}\right)$ has the asymptotic expansion

$$
P\left(\varepsilon^{-2} G\left(w, \varepsilon, \theta_{0}+\varepsilon u ; \theta_{0}\right) \in A\right) \sim \int_{A} p_{0}^{L, u}(x) d x+\varepsilon \int_{A} p_{1}^{L, u}(x) d x+\cdots
$$

as $\varepsilon \downarrow 0$ for $A \in \mathbf{B}^{1}$, where $p_{0}^{L, u}, p_{1}^{L, u}, \ldots$ are integrable smooth functions depending on $u$. This expansion is uniform in $A \in \mathbf{B}^{1}$. In particular,

$$
\begin{aligned}
& p_{0}^{L, u}(x)=\phi\left(x ;-\frac{1}{2} J, J\right), \\
& p_{1}^{L, u}(x)=-\partial\left\{q^{L, u}(x) \phi\left(x ;-\frac{1}{2} J, J\right)\right\},
\end{aligned}
$$

where $J=I\left(\theta_{0}\right)[u, u]$. The probability distribution function of $\varepsilon^{-2} G(w, \varepsilon$, $\theta_{0}+\varepsilon u ; \theta_{0}$ ) has the asymptotic expansion

$$
\begin{aligned}
& P\left(\varepsilon^{-2} G\left(w, \varepsilon, \theta_{0}+\varepsilon u ; \theta_{0}\right) \leqslant x\right) \\
& \quad \sim \Phi\left(x ;-\frac{1}{2} J, J\right)-\varepsilon q^{L, u}(x) \phi\left(x ;-\frac{1}{2} J, J\right)+\cdots
\end{aligned}
$$

as $\varepsilon \downarrow 0$ for $x \in \mathbf{R}$.
The following theorem gives the asymptotic expansion of the distribution of the $\log$ likelihood ratio statistic under the contiguous alternative $P_{\theta_{0}+\varepsilon u}^{\varepsilon}$. As defined in Sections 1 and 2,

$$
\lambda_{\varepsilon}\left(w, \theta ; \theta_{0}+\varepsilon u\right)=\log \frac{d P_{\theta}^{\varepsilon}}{d P_{\theta_{0}}^{\varepsilon}}\left(F_{\theta_{0}+\varepsilon u}^{\varepsilon}(w)\right)
$$

and

$$
G\left(w, \varepsilon, \theta ; \theta_{0}+\varepsilon u\right)=\varepsilon^{2} \lambda_{\varepsilon}\left(w, \theta ; \theta_{0}+\varepsilon u\right) .
$$

Then $\varepsilon^{-2} G\left(w, \varepsilon, \theta_{0}+\varepsilon u ; \theta_{0}+\varepsilon u\right)$ is the $\log$ likelihood ratio statistic when the true parameter is $\theta_{0}+\varepsilon u$.

Theorem 3.2. Assume that (C1)-(C3) and (C5) are satisfied. Let $u \in \mathbf{R}^{k}-\{0\}$. Then the distribution of $\varepsilon^{-2} G\left(w, \varepsilon, \theta_{0}+\varepsilon u ; \theta_{0}+\varepsilon u\right)$ has the asymptotic expansion

$$
P\left(\varepsilon^{-2} G\left(w, \varepsilon, \theta_{0}+\varepsilon u ; \theta_{0}+\varepsilon u\right) \in A\right) \sim \int_{A} p_{0}^{L c, u}(x) d x+\varepsilon \int_{A} p_{1}^{L c, u}(x) d x+\cdots
$$

as $\varepsilon \downarrow 0$ for $A \in \mathbf{B}^{1}$, where $p_{0}^{L c, u}, p_{1}^{L c, u}, \ldots$ are integrable smooth functions depending on $u$. This expansion is uniform in $A \in \mathbf{B}^{1}$. In particular,

$$
\begin{aligned}
& p_{0}^{L c, u}(x)=\phi\left(x ; \frac{1}{2} J, J\right) \\
& p_{1}^{L c, u}(x)=-\partial\left\{q^{L, u}(x) \phi\left(x ; \frac{1}{2} J, J\right)\right\}+q^{L, u}(x) \phi\left(x ; \frac{1}{2} J, J\right) .
\end{aligned}
$$

The probability distribution function of $\varepsilon^{-2} G\left(w, \varepsilon, \theta_{0}+\varepsilon u ; \theta_{0}+\varepsilon u\right)$ has the asymptotic expansion

$$
\begin{aligned}
& P\left(\varepsilon^{-2} G\left(w, \varepsilon, \theta_{0}+\varepsilon u ; \theta_{0}+\varepsilon u\right) \leqslant x\right) \\
& \quad \sim \Phi\left(x ; \frac{1}{2} J, J\right)+\varepsilon\left(-q^{L, u}(x) \phi\left(x ; \frac{1}{2} J, J\right)+\int_{-\infty}^{x} q^{L, u}(z) \phi\left(z ; \frac{1}{2} J, J\right) d z\right)+\cdots
\end{aligned}
$$

as $\varepsilon \downarrow 0$ for $x \in \mathbf{R}$.

## 4. Asymptotic Expansions for Maximum Likelihood Estimators

In this section we present asymptotic expansions for the maximum likelihood estimator. In the higher order statistical asymptotic theory we need bias corrections of maximum likelihood estimators. For smooth function $b(\theta)$ with bounded derivatives on $\Theta$,

$$
\hat{\theta}_{\varepsilon}^{*}\left(w ; \theta_{0}\right)=\hat{\theta}_{\varepsilon}\left(w ; \theta_{0}\right)-\varepsilon^{2} b\left(\hat{\theta}_{\varepsilon}\left(w ; \theta_{0}\right)\right)
$$

is called a bias corrected maximum likelihood estimator. Let

$$
\begin{aligned}
& f_{0}^{i}=I^{i j} G_{1, j}, \\
& f_{1}^{i}=\frac{1}{2} I^{i j} G_{2 ; j}+I^{i j} G_{1 ; j, l} f_{0}^{l}+\frac{1}{2} I^{i j} G_{0 ; j, l, m} f_{0}^{l} f_{0}^{m}-b\left(\theta_{0}\right)^{i}
\end{aligned}
$$

for $i=1,2, \ldots, k$. Here $I=\left(I_{i j}\right)=I\left(\theta_{0}\right)=-\delta^{2} G\left(0, \theta_{0} ; \theta_{0}\right)$ and $I^{-1}=\left(I^{i j}\right)=$ $I\left(\theta_{0}\right)^{-1}$. Moreover, let

$$
q_{b}^{i}(x)=E\left[f_{1}^{i} \mid f_{0}=x\right]
$$

for $x \in \mathbf{R}^{k}$ and $i=1,2, \ldots, k$. We denote by $\partial_{i}$ the partial differential $\partial / \partial x^{i}$, or $\partial / \partial y^{i}$. The density of the $k$-dimensional normal distribution with mean $\mu$ and covariance matrix $\Sigma$ is denoted by $\phi(x ; \mu, \Sigma)$. Then we obtain the following theorem.

Theorem 4.1. Suppose Conditions (C1)-(C3) hold. Then there exists a consistent maximum likelihood estimator $\hat{\theta}_{\varepsilon}\left(w ; \theta_{0}\right)$ for any true value $\theta_{0} \in \Theta^{\circ}$. The distribution of the bias corrected maximum likelihood estimator $\hat{\theta}_{\varepsilon}^{*}\left(w ; \theta_{0}\right)$ has the asymptotic expansion

$$
P\left(\varepsilon^{-1}\left(\hat{\theta}_{\varepsilon}^{*}\left(w ; \theta_{0}\right)-\theta_{0}\right) \in A\right) \sim \int_{A} p_{0}(x) d x+\varepsilon \int_{A} p_{1}(x) d x+\cdots
$$

as $\varepsilon \downarrow 0$ for $A \in \mathbf{B}^{k}$, where $p_{i}(x), i=0,1, \ldots$, are smooth functions. In particular,

$$
\begin{aligned}
& p_{0}(x)=\phi\left(x ; 0, I\left(\theta_{0}\right)^{-1}\right) \\
& p_{1}(x)=-\partial_{i}\left\{q_{b}^{i}(x) \phi\left(x ; 0, I\left(\theta_{0}\right)^{-1}\right)\right\} .
\end{aligned}
$$

This expansion is uniform in $A \in \mathbf{B}^{k}$.
The asymptotic expansions under contiguous alternatives are important from the statistical viewpoint. For instance, they are useful to calculate the power of a test with the maximum likelihood estimator. The maximum likelihood estimator under the contiguous alternative $P_{\theta_{0}+\varepsilon u}^{\varepsilon}, u \in \mathbf{R}^{k}-\{0\}$, is (roughly speaking) defined by maximizing $\lambda_{\varepsilon}\left(w, \theta ; \theta_{0}+\varepsilon u\right)$ in $\theta \in \Theta$. Let $\hat{\theta}_{\varepsilon}\left(w ; \theta_{0}+\varepsilon u\right)$ denote the maximum likelihood estimator under the contiguous alternative $P_{\theta_{0}+\varepsilon u}^{\varepsilon}$. As before the bias corrected maximum likelihood estimator under the contiguous alternative $P_{\theta_{0}+\varepsilon u}^{\varepsilon}$ is defined and denoted by $\hat{\theta}_{\varepsilon}^{*}\left(w ; \theta_{0}+\varepsilon u\right)$. Then we obtain the asymptotic expansion for the bias corrected maximum likelihood estimator under contiguous alternatives.

Theorem 4.2. Assume that $(\mathrm{C} 1)-(\mathrm{C} 3)$ and $(\mathrm{C} 5)$ are satisfied. Then the probability distribution of the bias corrected maximum likelihood estimator $\hat{\theta}_{\varepsilon}^{*}\left(w ; \theta_{0}+\varepsilon u\right)$ under the contiguous alternative $P_{\theta_{0}+\varepsilon u}^{\varepsilon}$ has the asymptotic expansion

$$
P\left(\varepsilon^{-1}\left(\hat{\theta}_{\varepsilon}^{*}\left(w ; \theta_{0}+\varepsilon u\right)-\left(\theta_{0}+\varepsilon u\right)\right) \in A\right) \sim \int_{A} p_{0}^{c, u}(y) d y+\varepsilon \int_{A} p_{1}^{c, u}(y) d y+\cdots
$$

as $\varepsilon \downarrow 0, A \in \mathbf{B}^{k}, u \in \mathbf{R}^{k}$, where $p_{0}^{c, u}, p_{1}^{c, u}, \ldots$ are smooth functions depending on $u$. This expansion is uniform in $A \in \mathbf{B}^{k}$ and $u \in K$, where $K$ is any compact set in $\mathbf{R}^{k}$. In particular,

$$
\begin{aligned}
& p_{0}^{c, u}(y)=\phi\left(y ; 0, I^{-1}\right) \\
& p_{1}^{c, u}(y)=-\partial_{i}\left(q_{b}^{i}(y+u) \phi\left(y ; 0, I^{-1}\right)\right)+q_{0}^{L, u}(y+u) \phi\left(y ; 0, I^{-1}\right),
\end{aligned}
$$

where

$$
q_{0}^{L, u}(x)=E\left[f_{1}^{L, u} \mid f_{0}=x\right] .
$$

Remark 4.2. By definition

$$
q^{L, u}(z)=E\left[q_{0}^{L, u}\left(f_{0}\right) \mid f_{0}^{L, u}=z\right] .
$$

If $k=1$ and $u \neq 0, q_{0}^{L, u}(z)=q^{L, u}\left(I u z-\frac{1}{2} I u^{2}\right)$.

## 5. Examples

### 5.1. Diffusion Processes Perturbed by Small Noise

Let $X^{\varepsilon, \theta}$ be a diffusion process defined by the stochastic differential equation

$$
\begin{aligned}
d X_{t}^{\varepsilon, \theta} & =V_{0}\left(X_{t}^{\varepsilon, \theta}, \theta\right) d t+\varepsilon V\left(X_{t}^{\varepsilon, \theta}\right) d w_{t}, \quad t \in[0, T] \\
X_{0}^{\varepsilon, \theta} & =x_{0}
\end{aligned}
$$

$\varepsilon \in(0,1)$, where $\theta$ is a $k$-dimensional unknown parameter in $\Theta, T>0$ and $x_{0}$ are constants, $V=\left(V_{1}, \ldots, V_{r}\right)$ is an $\mathbf{R}^{d} \otimes \mathbf{R}^{r}$-valued smooth function defined on $\mathbf{R}^{d}, V_{0}$ is an $\mathbf{R}^{d}$-valued smooth function defined on $\mathbf{R}^{d} \times \Theta$ with bounded $x$-derivatives, and $w$ is an $r$-dimensional standard Wiener process. We consider the parameter estimation problem for $\theta$ from observations $\left\{X_{t}^{\varepsilon, \theta} ; 0 \leqslant t \leqslant T\right\}$.

The Radon-Nikodym derivative of $P_{\theta}^{\varepsilon}$ with respect to $P_{\theta_{0}}^{\varepsilon}$ is given by the formula (e.g., Liptser and Shiryayev [6]):

$$
\Lambda_{\varepsilon}(\theta ; X) \Lambda_{\varepsilon}\left(\theta_{0} ; X\right)^{-1}
$$

where

$$
\begin{aligned}
\Lambda_{\varepsilon}(\theta ; X)= & \exp \left\{\int_{0}^{T} \varepsilon^{-2} V_{0}^{\prime}\left(V V^{\prime}\right)^{+}\left(X_{t}, \theta\right) d X_{t}\right. \\
& \left.-\frac{1}{2} \int_{0}^{T} \varepsilon^{-2} V_{0}^{\prime}\left(V V^{\prime}\right)^{+} V_{0}\left(X_{t}, \theta\right) d t\right\} .
\end{aligned}
$$

Here $A^{+}$denotes the Moore-Penrose generalized inverse matrix of matrix $A$. We assume that $V_{0}(x, \theta)-V_{0}\left(x, \theta_{0}\right) \in M\{V(x)\}$ : the linear manifold generated by column vectors of $V(x)$, for each $x, \theta$ and $\theta_{0}$.

We assume the following conditions:
(1) $V_{0}, V$ and $\left(V V^{\prime}\right)^{+}$are smooth in $(x, \theta)$.
(2) For $\mathbf{n} \in \overline{\mathbf{N}}^{k}$ with $|\mathbf{n}| \geqslant 1$,

$$
\sup _{x, \theta}\left\{\left|\partial^{\mathbf{n}} V_{0}\right|+\left|\partial^{\mathbf{n}} V\right|+\left|\partial^{\mathbf{n}}\left(V V^{\prime}\right)^{+}\right|\right\}<\infty .
$$

(3) For $|v| \geqslant 1$ and $|\mathbf{n}| \geqslant 0$, a constant $C_{v, \mathbf{n}}$ exists and

$$
\sup _{\theta}\left|\partial^{\mathbf{n}} \delta^{v} V_{0}\right| \leqslant C_{v, \mathbf{n}}(1+|x|)^{C_{v, \mathbf{n}}}
$$

for all $x$.
(4) For $\theta_{0} \in \Theta^{o}$, there exists $a_{0}>0$ such that

$$
\begin{aligned}
& \int_{0}^{T}\left[V_{0}\left(X_{t}^{0, \theta_{0}}, \theta\right)-V_{0}\left(X_{t}^{0, \theta_{0}}, \theta_{0}\right)\right]^{\prime}\left(V V^{\prime}\right)^{+}\left(X_{t}^{0, \theta_{0}}\right) \\
& \quad \times\left[V_{0}\left(X_{t}^{0, \theta_{0}}, \theta\right)-V_{0}\left(X_{t}^{0, \theta_{0}}, \theta_{0}\right)\right] d t \geqslant a_{0}\left|\theta-\theta_{0}\right|^{2}
\end{aligned}
$$

for $\theta \in \Theta .\left(X_{t}^{0, \theta_{0}}\right.$ is the solution of the differential equation for $\varepsilon=0$ and $\theta=\theta_{0}$.)

It is possible to verify the Conditions (C1)-(C3) and (C5). Then we obtain, for example, the asymptotic expansion of the distribution of the bias corrected maximum likelihood estimator under the contiguous alternative $P_{\theta_{0}+\varepsilon u}^{\varepsilon}$.

Theorem 5.1. The probability distribution of the bias corrected maximum likelihood estimator $\hat{\theta}_{\varepsilon}^{*}\left(w ; \theta_{0}+\varepsilon u\right)$ under the contiguous alternative $P_{\theta_{0}+\varepsilon u}^{\varepsilon}$ has the asymptotic expansion

$$
P\left[\frac{\hat{\theta}_{\varepsilon}^{*}\left(w ; \theta_{0}+\varepsilon u\right)-\left(\theta_{0}+\varepsilon u\right)}{\varepsilon} \in A\right] \sim \int_{A} p_{0}^{c, u}(y) d y+\varepsilon \int_{A} p_{1}^{c, u}(y) d y+\cdots
$$

as $\varepsilon \downarrow 0, A \in \mathbf{B}^{k}, u \in \mathbf{R}^{k}$, where $p_{0}^{c, u}, p_{1}^{c, u}, \ldots$ are smooth functions. The expansion is uniform in $A \in \mathbf{B}^{k}$ and $u \in K$, where $K$ is any compact set in $\mathbf{R}^{k}$. In particular,

$$
\begin{aligned}
p_{0}^{c, u}(y)= & \phi\left(y ; 0, I^{-1}\right), \\
p_{1}^{c, u}(y)= & A_{i, j, l}\left[-y^{i} y^{j} y^{l}-u^{l} y^{i} y^{j}+I^{i j} y^{l}+I^{i j} u^{l}\right] \phi\left(y ; 0, I^{-1}\right) \\
& +B_{i, j, l}\left[-\frac{1}{2} y^{i} y^{j} y^{l}-u^{i} y^{j} y^{l}+I^{i l} y^{j}+I^{i l} u^{j}\right] \phi\left(y ; 0, I^{-1}\right) \\
& -b\left(\theta_{0}\right)^{j} I_{j l} y^{l} \phi\left(y ; 0, I^{-1}\right),
\end{aligned}
$$

where $A_{i, j, l}$ and $B_{i, j, l}$ are constants determined by $V_{0}, V, x_{0}$, and $T$.
For details see [12].

### 5.2. Models with a Discrete Time Parameter

A Gaussian $\operatorname{AR}(k)$ process $\left(X_{t}^{\varepsilon}\right)$ with small noise is defined by

$$
\begin{array}{rlrl}
\phi_{0}(B) X_{t}^{\varepsilon} & =\varepsilon e_{t}, & t & =k, k+1, \ldots, k+n-1, \\
X_{0}^{\varepsilon} & =x_{0}, \ldots, & X_{k-1}^{\varepsilon} & =x_{k-1}, \\
\varepsilon \in[0,1],
\end{array}
$$

where $\phi_{0}(z)=1-\phi_{0}^{1} z-\cdots-\phi_{0}^{k} z^{k}, \phi_{0}^{i} \in \mathbf{R}, \quad B$ is the backward shift operator, $x_{0}, \ldots, x_{k-1}$ are constants and $e_{t} \sim N(0,1)$ independently. We may construct this $\operatorname{AR}(k)$ model on the Wiener space if we take $e_{t}=w(t-k+1)-w(t-k)$ for $t=k, k+1, \ldots, k+n-1$. Let $\phi(z)=$ $1-\phi^{1} z-\cdots-\phi^{k} z^{k}$. Then we have

$$
\begin{aligned}
G\left(w, \varepsilon, \phi ; \phi_{0}\right)= & -\varepsilon \sum_{t=k}^{k+n-1}\left(\phi(B)-\phi_{0}(B)\right) X_{t}^{\varepsilon} \cdot e_{t} \\
& -\frac{1}{2} \sum_{t=k}^{k+n-1}\left[\left(\phi(B)-\phi_{0}(B)\right) X_{t}^{\varepsilon}\right]^{2} .
\end{aligned}
$$

Let $X_{t}^{0}$ denote the solution for $\varepsilon=0$ and $\phi_{0}$. Assume that $\sum_{t=k}^{k+n-1}\left(\phi(B) X_{t}^{0}\right)^{2}>0$ for $\phi \neq \phi_{0}$. It is not difficult to verify Conditions (C1)-(C4).

Example (AR(1) process). Let $X_{t}^{\varepsilon}, t=1,2, \ldots, n$, be defined by the difference equation

$$
\begin{aligned}
X_{t}^{\varepsilon}-\theta_{0} X_{t-1}^{\varepsilon} & =\varepsilon e_{t}, \\
X_{0}^{\varepsilon} & =x_{0},
\end{aligned}
$$

where $\varepsilon \in[0,1], x_{0}$ is a constant, $x_{0} \neq 0$, and $\left\{e_{t}, t=1,2, \ldots, n\right\}$ is a Gaussian white noise with $E\left[e_{t}\right]=0$ and $\operatorname{Var}\left(e_{t}\right)=1$. The experiments
generated from this model can be realized on a Wiener space if we take $e_{t}=w(t)-w(t-1)$. Then

$$
G\left(w, \varepsilon, \theta ; \theta_{0}\right)=\varepsilon \sum_{t=1}^{n}\left(\theta-\theta_{0}\right) X_{t-1}^{\varepsilon} e_{t}-\frac{1}{2} \sum_{t=1}^{n}\left(\theta-\theta_{0}\right)^{2} X_{t-1}^{\varepsilon 2} .
$$

We have

$$
\begin{aligned}
I\left(\theta_{0}\right) & =x_{0}^{2} \sum_{t=1}^{n} \theta_{0}^{2 t-2} \\
X_{t}^{0} & =x_{0} \theta_{0}^{t}
\end{aligned}
$$

and

$$
X_{t}^{\varepsilon}=x_{0} \theta_{0}^{t}+\varepsilon D_{t},
$$

where

$$
D_{0}=0, D_{t}=\left(\frac{\partial}{\partial \varepsilon}\right)_{0} X_{t}^{\varepsilon}=\sum_{l=1}^{t} \theta_{0}^{t-l} e_{l}, \quad t=1,2, \ldots, n
$$

Also we have

$$
\begin{aligned}
G_{1 ; 1} & =\sum_{t=1}^{n} X_{t-1}^{0} e_{t}=\sum_{t=1}^{n} x_{0} \theta_{0}^{t-1} e_{t}, \\
G_{2 ; 1} & =2 \sum_{t=1}^{n} D_{t-1} e_{t}=2 \sum_{t=2}^{n} \sum_{t=1}^{t-1} \theta_{0}^{t-l-1} e_{l} e_{t}, \\
G_{1 ; 1,1} & =-2 \sum_{t=1}^{n} X_{t-1}^{0} D_{t-1}=-2 \sum_{t=2}^{n} \sum_{t=1}^{t-1} x_{0} \theta_{0}^{2 t-l-2} e_{l}, \\
G_{0 ; 1,1,1} & =0 .
\end{aligned}
$$

From these equations, we obtain

$$
\begin{aligned}
f_{0}^{1} & =I^{-1} x_{0} \sum_{t=1}^{n} \theta_{0}^{t-1} e_{t} \\
f_{1}^{1} & =I^{-1} \sum_{t=2}^{n} \sum_{l=1}^{t-1} \theta_{0}^{t-l-1} e_{l} e_{t}-2 I^{-1} x_{0} \sum_{t=2}^{n} \sum_{l=1}^{t-1} \theta_{0}^{2 t-l-2} e_{l} f_{0}^{1}-b\left(\theta_{0}\right)^{1} \\
f_{0}^{L, u} & =x_{0} \sum_{t=1}^{n} \theta_{0}^{t-1} e_{t} u-\frac{1}{2} I u^{2} \\
f_{1}^{L, u} & =\sum_{t=2}^{n} \sum_{l=1}^{t-1} \theta_{0}^{t-l-1} e_{l} e_{t} u-x_{0} \sum_{t=2}^{n} \sum_{l=1}^{t-1} \theta_{0}^{2 t-l-2} e_{l} u^{2} .
\end{aligned}
$$

Let $\left(a_{t}\right), t=1,2, \ldots, n$, be a finite sequence of real numbers. Then

$$
E\left[e_{t} \mid \sum_{t=1}^{n} a_{t} e_{t}=x\right]=\|a\|^{-2} a_{t} x
$$

where $\|a\|^{2}=\sum_{t=1}^{n} a_{t}^{2}$, and

$$
E\left[e_{s}, e_{t} \mid \sum_{t=1}^{n} a_{t} e_{t}=x\right]=\delta_{t, s}+\|a\|^{-4} a_{s} a_{t}\left(x^{2}-\|a\|^{2}\right) .
$$

Let

$$
a_{t}=x_{0} I^{-1} \theta_{0}^{t-1} .
$$

We then have

$$
\begin{aligned}
q_{b}^{1}(x) & =E\left[f_{1}^{1} \mid f_{0}^{1}=x\right] \\
& =-x_{0}^{2} I^{-1} \sum_{t=1}^{n}(t-1) \theta_{0}^{2 t-3}\left(x^{2}+I^{-1}\right)-b\left(\theta_{0}\right)^{1}
\end{aligned}
$$

and

$$
\begin{aligned}
q_{0}^{L, u}(x) & =E\left[f_{1}^{L, u} \mid f_{0}=x\right] \\
& =x_{0}^{2} \sum_{t=1}^{n}(t-1) \theta_{0}^{2 t-3}\left(x^{2} u-I^{-1} u-x u^{2}\right) .
\end{aligned}
$$

Put

$$
c=x_{0}^{2} \sum_{t=1}^{n}(t-1) \theta_{0}^{2 t-3} .
$$

Then we have the asymptotic expansions:

$$
\begin{aligned}
& P\left[\varepsilon^{-1}\left(\hat{\theta}_{\varepsilon}^{*}\left(w ; \theta_{0}\right)-\theta_{0}\right) \leqslant x\right] \\
& \quad \sim \Phi\left(x ; 0, I^{-1}\right)+\varepsilon\left[I^{-1} c x^{2}+I^{-2} c+b\right] \phi\left(x ; 0, I^{-1}\right)+\cdots, \\
& P\left[\varepsilon^{-1}\left(\hat{\theta}_{\varepsilon}^{*}\left(w ; \theta_{0}+\varepsilon u\right)-\theta_{0}-\varepsilon u\right) \leqslant y\right] \\
& \quad \sim \Phi\left(y ; 0, I^{-1}\right)+\varepsilon\left[I^{-1} c y^{2}+I^{-2} c u y+I^{-2} c+b\right] \phi\left(y ; 0, I^{-1}\right)+\cdots, \\
& P\left[\varepsilon^{-2} G\left(w, \varepsilon, \theta_{0}+\varepsilon u ; \theta_{0}\right) \leqslant x\right] \\
& \quad \sim \Phi(\bar{x} ; 0, J)-\varepsilon c\left[I^{-2} u^{-1} \bar{x}^{2}-I^{-1} u-I^{-1} u \bar{x}\right] \phi(\bar{x} ; 0, J)+\cdots, \\
& P\left[\varepsilon^{-2} G\left(w, \varepsilon, \theta_{0}+\varepsilon u ; \theta_{0}+\varepsilon u\right) \leqslant x\right] \\
& \quad \sim \Phi(\underline{x} ; 0, J)-\varepsilon c\left[I^{-2} u^{-1} \bar{x}^{2}-I^{-1} u\right] \phi(\underline{x} ; 0, J)+\cdots,
\end{aligned}
$$

where $\bar{x}=x+\frac{1}{2} J, \underline{x}=x-\frac{1}{2} J$ and $J=I u^{2}$.

In a similar way we can treat nonlinear time series models such as

$$
X_{t}=f_{t}\left(X_{0}, \ldots, X_{t-1}, \theta\right)+g_{t}\left(\varepsilon e_{t}\right),
$$

where $f_{t}$ are given functions and $g_{t}$ are transforms of $\mathbf{R}$. AR models are of this type. Another example is estimation for a signal from contaminated observations $X_{t}$ given by

$$
X_{t}=S_{t}(\theta)+\varepsilon e_{t}, \quad t=1,2, \ldots, n .
$$

If for some $a>0, \sum_{t}\left(S_{t}(\theta)-S_{t}\left(\theta_{0}\right)\right)^{2} \geqslant a\left|\theta-\theta_{0}\right|^{2}\left(\theta, \theta_{0} \in \Theta\right)$, then we may obtain the asymptotic expansion for the maximum likelihood estimator.

### 5.3. Second-Order Asymptotic Efficiency of Maximum Likelihood Estimators

We return to the general model defined in Section 1. For simplicity, let $k=1$.

An estimator $T_{\varepsilon}$ is said to be second-order asymptotically median unbiased (second-order AMU) if for any $\theta_{0} \in \Theta^{\circ}$ and any $c>0$,

$$
\lim _{\varepsilon \downarrow 0} \sup _{\theta \in \Theta:\left|\theta-\theta_{0}\right|<\varepsilon c} \varepsilon^{-1}\left|P_{\theta}^{\varepsilon}\left[T_{\varepsilon}-\theta \leqslant 0\right]-\frac{1}{2}\right|=0
$$

and

$$
\lim _{\varepsilon \in 0} \sup _{\theta \in \theta:\left|\theta-\theta_{0}\right| \leq c} \varepsilon^{-1}\left|P_{\theta}^{\varepsilon}\left[T_{\varepsilon}-\theta \geqslant 0\right]-\frac{1}{2}\right|=0 .
$$

See Akahira and Takeuchi [1].
Given a second-order AMU estimator $T_{\varepsilon}$, if

$$
\lim _{\varepsilon \downarrow 0} \varepsilon^{-1}\left|P_{\theta_{0}}^{\varepsilon}\left[\varepsilon^{-1}\left(T_{\varepsilon}-\theta_{0}\right) \leqslant u\right]-G_{0}\left(u, \theta_{0}\right)-\varepsilon G_{1}\left(u, \theta_{0}\right)\right|=0,
$$

then $G_{0}\left(u, \theta_{0}\right)+\varepsilon G_{1}\left(u, \theta_{0}\right)$ is called a second-order asymptotic distribution of $T_{\varepsilon}$.

Now consider testing hypothesis $H^{+}: \theta=\theta_{0}+\varepsilon u$ against $K: \theta=\theta_{0}$, where $u$ is any positive number. Let $c_{\varepsilon}=\frac{1}{2} J+\varepsilon p+q_{\varepsilon}$, where

$$
p=q^{L, u}\left(\frac{1}{2} J\right)-\sqrt{2 \pi J} \int_{-\infty}^{(1 / 2) J} q^{L, u}(z) \phi\left(z ; \frac{1}{2} J, J\right) d z
$$

and

$$
q_{\varepsilon}=\varepsilon^{3 / 2}+\phi(0 ; 0, J)^{-1}\left|P_{\theta_{0}+\varepsilon u}^{\varepsilon}\left[\varepsilon^{-1}\left(T_{\varepsilon}-\theta_{0}-\varepsilon u\right) \leqslant 0\right]-\frac{1}{2}\right| .
$$

Hence, $q_{\varepsilon}=o(\varepsilon)$. From Theorem 3.2, we see

$$
\begin{aligned}
& P\left[\varepsilon^{-2} G\left(w, \varepsilon, \theta_{0}+\varepsilon u ; \theta_{0}+\varepsilon u\right) \leqslant c_{\varepsilon}\right] \\
& =\frac{1}{2}+\varepsilon \phi(0 ; 0, J) p+\varepsilon\left\{-q^{L, u}\left(\frac{1}{2} J\right) \phi(0 ; 0, J)\right. \\
& \left.\quad+\int_{-\infty}^{(1 / 2) J} q^{L, u}(z) \phi\left(z ; \frac{1}{2} J, J\right) d z\right\} \\
& \quad+q_{\varepsilon} \phi(0 ; 0, J)+O\left(\varepsilon^{2}\right) .
\end{aligned}
$$

Then we have

$$
P\left[\varepsilon^{-2} G\left(w, \varepsilon, \theta_{0}+\varepsilon u ; \theta_{0}+\varepsilon u\right) \leqslant c_{\varepsilon}\right]>P_{\theta_{0}+\varepsilon u}^{\varepsilon}\left[\varepsilon^{-1}\left(T_{\varepsilon}-\theta_{0}-\varepsilon u\right) \leqslant 0\right],
$$

and by Neyman-Pearson's lemma

$$
P\left[\varepsilon^{-2} G\left(w, \varepsilon, \theta_{0}+\varepsilon u ; \theta_{0}\right) \leqslant c_{\varepsilon}\right] \geqslant P_{\theta_{0}}^{\varepsilon}\left[\varepsilon^{-1}\left(T_{\varepsilon}-\theta_{0}\right) \leqslant u\right]
$$

for small $\varepsilon$. Therefore, by Theorem 3.1 for $u>0$,

$$
\begin{aligned}
& \liminf _{\varepsilon \downarrow 0} \varepsilon^{-1}\left\{\Phi\left(\frac{1}{2} J ;-\frac{1}{2} J, J\right)-\varepsilon e^{-(1 / 2) J} \int_{-\infty}^{(1 / 2) J} q^{L, u}(z) \phi\left(z ; \frac{1}{2} J, J\right) d z\right. \\
& \left.\quad-P_{\theta_{0}}^{\varepsilon}\left[\varepsilon^{-1}\left(T_{\varepsilon}-\theta_{0}\right) \leqslant u\right]\right\} \geqslant 0 .
\end{aligned}
$$

Similarly, for $u<0$ we consider testing hypothesis $H^{-}: \theta=\theta_{0}+\varepsilon u$ against $K: \theta=\theta_{0}$. Define $c_{\varepsilon}$ as above with the same $p$ and

$$
q_{\varepsilon}=\varepsilon^{3 / 2}+\phi(0 ; 0, J)^{-1}\left|P_{\theta_{0}+\varepsilon u}^{\varepsilon}\left[\varepsilon^{-1}\left(T_{\varepsilon}-\theta_{0}-\varepsilon u\right) \geqslant 0\right]-\frac{1}{2}\right| .
$$

Then, again by Theorem 3.2, we see

$$
P\left[\varepsilon^{-2} G\left(w, \varepsilon, \theta_{0}+\varepsilon u ; \theta_{0}+\varepsilon u\right) \leqslant c_{\varepsilon}\right]>P_{\theta_{0}+\varepsilon u}^{\varepsilon}\left[\varepsilon^{-1}\left(T_{\varepsilon}-\theta_{0}-\varepsilon u\right)>0\right]
$$

for small $\varepsilon$, and by Neyman-Pearson's lemma

$$
P\left[\varepsilon^{-2} G\left(w, \varepsilon, \theta_{0}+\varepsilon u ; \theta_{0}\right) \leqslant c_{\varepsilon}\right] \geqslant P_{\theta_{0}}^{\varepsilon}\left[\varepsilon^{-1}\left(T_{\varepsilon}-\theta_{0}\right)>u\right],
$$

or equivalently

$$
1-P\left[\varepsilon^{-2} G\left(w, \varepsilon, \theta_{0}+\varepsilon u ; \theta_{0}\right) \leqslant c_{\varepsilon}\right] \leqslant P_{\theta_{0}}^{\varepsilon}\left[\varepsilon^{-1}\left(T_{\varepsilon}-\theta_{0}\right) \leqslant u\right]
$$

for small $\varepsilon$. Consequently, we have for $u<0$

$$
\begin{aligned}
& \limsup _{\varepsilon \downarrow 0} \varepsilon^{-1}\left\{\Phi\left(-\frac{1}{2} J ; \frac{1}{2} J, J\right)+\varepsilon e^{-(1 / 2) J} \int_{-\infty}^{(1 / 2) J} q^{L, u}(z) \phi\left(z ; \frac{1}{2} J, J\right) d z\right. \\
& \left.\quad-P_{\theta_{0}}^{\varepsilon}\left[\varepsilon^{-1}\left(T_{\varepsilon}-\theta_{0}\right) \leqslant u\right]\right\} \leqslant 0
\end{aligned}
$$

In this sense

$$
\Phi\left(\frac{1}{2} J ;-\frac{1}{2} J, J\right)-\varepsilon e^{-(1 / 2) J} \int_{-\infty}^{(1 / 2) J} q^{L, u}(z) \phi\left(z ; \frac{1}{2} J, J\right) d z
$$

for $u>0$, and

$$
\Phi\left(-\frac{1}{2} J ; \frac{1}{2} J, J\right)+\varepsilon e^{-(1 / 2) J} \int_{-\infty}^{(1 / 2) J} q^{L, u}(z) \phi\left(z ; \frac{1}{2} J, J\right) d z
$$

for $u<0$ are called the bounds of second-order distributions. An AMU estimator attaining these bounds for any $u>0$ and $u<0$ is said to be second-order efficient.

Proposition 5.1. Let $\operatorname{dim}(\Theta)=1$ and assume Conditions (C1)-(C3) and (C5) (or (C4)). Then the second-order AMU bias corrected maximum likelihood estimator is second-order efficient.

Proof. From Theorem 4.2 we have

$$
\begin{aligned}
& P\left(\varepsilon^{-1}\left(\hat{\theta}_{\varepsilon}^{*}\left(w ; \theta_{0}+\varepsilon u\right)-\left(\theta_{0}+\varepsilon u\right)\right) \leqslant 0\right) \\
& \quad \sim \frac{1}{2}+\varepsilon\left[-q_{b}^{1}(u) \phi\left(0 ; 0, I^{-1}\right)+\int_{-\infty}^{0} q_{0}^{L, u}(y+u) \phi\left(y ; 0, I^{-1}\right) d y\right]+\cdots .
\end{aligned}
$$

Therefore, for the second-order AMU bias-corrected maximum likelihood estimator $\hat{\theta}_{\varepsilon}^{*}\left(w ; \theta_{0}\right)$,

$$
-q_{b}^{1}(u) \phi\left(0 ; 0, I^{-1}\right)+\int_{-\infty}^{0} q_{0}^{L, u}(y+u) \phi\left(y ; 0, I^{-1}\right) d y=0
$$

and

$$
q_{b}^{1}(u) \phi\left(0 ; 0, I^{-1}\right)+\int_{0}^{\infty} q_{0}^{L, u}(y+u) \phi\left(y ; 0, I^{-1}\right) d y=0 .
$$

From Theorem 4.1, it is not difficult to show this bias-corrected maximum likelihood estimator attains the bounds of the second-order distributions.

Example. For the diffusion process of Section 5.1 with $k=1$, the bias corrected maximum likelihood estimator corresponding to

$$
b\left(\theta_{0}\right)=-A_{1,1,1} I\left(\theta_{0}\right)^{-2}
$$

is second-order AMU and therefore second-order efficient.
Example. Consider the $\mathrm{AR}(1)$ model in Section 5.2. If

$$
b\left(\theta_{0}\right)=-I^{-2} c,
$$

the bias-corrected maximum likelihood estimator is second-order AMU and therefore second-order asymptotically efficient, which is the consequence of Proposition 5.1 or is proved by comparing the bounds of the second-order distributions with the expansions above for the bias-corrected maximum likelihood estimator.

## 6. Proof of Theorems 3.1 and 3.2

To show Theorem 3.1, we prepare two lemmas.

Lemma 6.1. Assume that ( C 1$)$ and $(\mathrm{C} 2)$ are satisfied. For any compact set $K \subset \mathbf{R}^{k}, \varepsilon^{-2} G\left(w, \varepsilon, \theta_{0}+\varepsilon u ; \theta_{0}\right)$ has the asymptotic expansion

$$
\varepsilon^{-2} G\left(w, \varepsilon, \theta_{0}+\varepsilon u ; \theta_{0}\right) \sim f_{0}^{L, u}+\varepsilon f_{1}^{L, u}+\varepsilon^{2} f_{2}^{L, u}+\cdots
$$

in $D^{\infty}$ as $\varepsilon \downarrow 0$ uniformly in $u \in K$ with $f_{0}^{L, u}, f_{1}^{L, u}, \ldots \in D^{\infty}$.
Proof. We can prove this lemma from ( C 1 ) and the Taylor expansion using $G\left(w, \varepsilon, \theta_{0} ; \theta_{0}\right)=0$ and $\delta G\left(0, \theta_{0} ; \theta_{0}\right)=0$.

The sequence $\left(P_{\theta_{0}+\varepsilon u}^{\varepsilon}\right)$ is contiguous to the sequence $\left(P_{\theta_{0}}^{\varepsilon}\right)$ (Le Cam [5]). From (C3) the Malliavin covariance of $\delta_{0} \delta G\left(w, 0, \theta_{0} ; \theta_{0}\right)[u]$ is $I\left(\theta_{0}\right)[u, u]$. From Lemma 6.1 we see the Malliavin covariance $\sigma_{G}(\varepsilon)$ of $\varepsilon^{-2} G\left(w, \varepsilon, \theta_{0}+\varepsilon u ; \theta_{0}\right)$ has the asymptotic expansion

$$
\sigma_{G}(\varepsilon) \sim J+\varepsilon g_{1}+\varepsilon^{2} g_{2}+\cdots
$$

in $D^{\infty}$ as $\varepsilon \downarrow 0$ with $g_{1}, g_{2}, \ldots \in D^{\infty}$, where $J=I\left(\theta_{0}\right)[u, u]$. The Wiener functional $\psi_{\varepsilon}^{L, u}(w)=\psi\left(c\left|\sigma_{G}(\varepsilon)-J\right|^{2}\right), c=(J / 2)^{-2}$, can be used as truncation for nondegeneracy of the Malliavin covariance. Thus applying Theorem 4.1 of [13] (or refer to Proposition 6.2 of Takanobu and Watanabe [8], Yoshida [12,14]), we have the following lemma.

Lemma 6.2. Assume that (C1)-(C3) are satisfied. For $u \in \mathbf{R}^{k}-\{0\}$, the generalized Wiener functional

$$
\psi_{\varepsilon}^{L, u}(w) I_{A}\left(\varepsilon^{-2} G\left(w, \varepsilon, \theta_{0}+\varepsilon u ; \theta_{0}\right)\right),
$$

$A \in \mathbf{B}^{1}$, is well defined and has the asymptotic expansion

$$
\psi_{\varepsilon}^{L, u}(w) I_{A}\left(\varepsilon^{-2} G\left(w, \varepsilon, \theta_{0}+\varepsilon u ; \theta_{0}\right)\right) \sim \Phi_{A, 0}^{L, u}+\varepsilon \Phi_{A, 1}^{L, u}+\cdots
$$

in $\widetilde{D}^{-\infty}$ as $\varepsilon \downarrow 0$ uniformly in $A \in \mathbf{B}^{1}$ with $\Phi_{A, 0}^{L, u}, \Phi_{A, 1}^{L, u}, \ldots \in \widetilde{D}^{-\infty}$ determined by the formal Taylor expansion

$$
\begin{aligned}
& I_{A}\left(f_{0}^{L, u}+\varepsilon\left[f_{1}^{L, u}+\varepsilon f_{2}^{L, u}+\cdots\right]\right) \\
& \quad=\sum_{n} \frac{1}{n!} \partial^{n} I_{A}\left(f_{0}^{L, u}\right)\left[\varepsilon f_{1}^{L, u}+\varepsilon^{2} f_{2}^{L, u}+\cdots\right]^{n} \\
& \quad=\Phi_{A, 0}^{L, u}+\varepsilon \Phi_{A, 1}^{L, u}+\cdots,
\end{aligned}
$$

where $\partial=\partial / \partial x$. In particular,

$$
\begin{aligned}
& \Phi_{A, 0}^{L, u}=I_{A}\left(f_{0}^{L, u}\right), \\
& \Phi_{A, 1}^{L, u}=f_{1}^{L, u} \partial I_{A}\left(f_{0}^{L, u}\right) .
\end{aligned}
$$

Proof of Theorem 3.1. From Lemma 6.2 and the fact that $\psi_{\varepsilon}^{L, u}(w)=$ $1-O\left(\varepsilon^{n}\right)$ in $D^{\infty}$ as $\varepsilon \downarrow 0$ for any $n \in \mathbf{N}$, we have the asymptotic expansion

$$
P\left(\varepsilon^{-2} G\left(w, \varepsilon, \theta_{0}+\varepsilon u ; \theta_{0}\right) \in A\right) \sim E\left[\Phi_{A, 0}^{L, u}\right]+\varepsilon E\left[\Phi_{A, 1}^{L, u}\right]+\cdots
$$

as $\varepsilon \downarrow 0$. Using the integration-by-parts formula in the Malliavin calculus we see that

$$
E\left[\Phi_{A, i}^{L, u}\right]=E\left[\tilde{\Phi}_{A, i}^{L, u} I_{A}\left(f_{0}^{L, u}\right)\right]
$$

for some $\tilde{\Phi}_{A, i}^{L, u} \in D^{\infty}, i=0,1, \ldots$ Consequently, each term in the asymptotic expansion is represented by an integration of some smooth function $p_{i}^{L, u}(x)$ over $A$. We only have to calculate $p_{0}^{L, u}$ and $p_{1}^{L, u} \cdot p_{0}^{L, u}$ is easy. As above integration-by-parts yields

$$
\begin{aligned}
E\left[\Phi_{A, 1}^{L, u}\right] & =E\left[f_{1}^{L, u} \partial I_{A}\left(f_{0}^{L, u}\right)\right] \\
& =E\left[\Psi\left(w ; f_{1}^{L, u}\right) I_{A}\left(f_{0}^{L, u}\right)\right]=\int_{A} p_{1}^{L, u}(x) d x,
\end{aligned}
$$

where $\Psi\left(w ; f_{1}^{L, u}\right)$ is a certain smooth Wiener functional and $p_{1}^{L, u}(x)=$ $E\left[\Psi\left(w ; f_{1}^{L, u}\right) \mid f_{0}^{L, u}=x\right] p_{0}^{L, u}(x)$ is a smooth function. If $A=(x, \infty)$,

$$
E\left[f_{1}^{L, u} \partial I_{A}\left(f_{0}^{L, u}\right)\right]=E\left[f_{1}^{L, u} \delta_{x}\left(f_{0}^{L, u}\right)\right]=E\left[f_{1}^{L, u} \mid f_{0}^{L, u}=x\right] p_{0}^{L, u}(x) .
$$

Therefore,

$$
p_{1}^{L, u}(x)=-\partial\left\{E\left[f_{1}^{L, u} \mid f_{0}^{L, u}=x\right] p_{0}^{L, u}(x)\right\} .
$$

Next, we discuss asymptotic expansions under contiguous alternatives. Condition (C5) is assumed.

Lemma 6.3. Assume that $(\mathrm{C} 1)-(\mathrm{C} 3)$ and $(\mathrm{C} 5)$ are satisfied. Let $\theta_{0} \in \Theta^{\circ}$ and let $K$ be any compact set in $\mathbf{R}^{k}$. Then there exist Wiener functionals $\bar{\varphi}_{\varepsilon}^{K}(w) \in D^{\infty}, \varepsilon \in(0,1)$, such that the following conditions are satisfied for $\bar{\varphi}_{\varepsilon}^{K}(w)$ and $\phi_{\varepsilon}^{K, u}(w):=\bar{\varphi}_{\varepsilon}^{K}(w) \varphi_{\varepsilon}^{u}\left(F_{\theta_{0}}^{\varepsilon}(w)\right), u \in K:$
(i) $0 \leqslant \phi_{\varepsilon}^{K, u}(w) \leqslant \bar{\varphi}_{\varepsilon}^{K}(w) \leqslant 1$.
(ii) For any $n \in \mathbf{N}, \bar{\varphi}_{\varepsilon}^{K}(w)=1-O\left(\varepsilon^{n}\right)$ in $D^{\infty}$ as $\varepsilon \downarrow 0$, and also $\phi_{\varepsilon}^{K, u}(w)=1-O\left(\varepsilon^{n}\right)$ in $D^{\infty}$ as $\varepsilon \downarrow 0$ uniformly in $u \in K$.
(iii) If Wiener functionals $\zeta_{\varepsilon}^{u}(w)$ depending on $u \in K$ satisfy $E\left[\left|\zeta_{\varepsilon}^{u}(w)-1\right|^{p}\right]=O\left(\varepsilon^{n}\right)$ as $\varepsilon \downarrow 0$ uniformly in $u \in K$ for any $p>1$ and any $n \in \mathbf{N}$, then

$$
E\left[\left|\zeta_{\varepsilon}^{u}(w)-1\right| \varphi_{\varepsilon}^{u}\left(F_{\theta_{0}}^{\varepsilon}(w)\right) \exp \left\{\varepsilon^{-2} G\left(w, \varepsilon, \theta_{0}+\varepsilon u ; \theta_{0}\right)\right\}\right]=O\left(\varepsilon^{n}\right)
$$

as $\varepsilon \downarrow 0$ uniformly in $u \in K$ for any $n \in \mathbf{N}$. In particular, for any $n \in \mathbf{N}$, uniformly in $u \in K$,

$$
E\left[\left|\phi_{\varepsilon}^{K, u}(w)-\varphi_{\varepsilon}^{u}\left(F_{\theta_{0}}^{\varepsilon}(w)\right)\right| \exp \left\{\varepsilon^{-2} G\left(w, \varepsilon, \theta_{0}+\varepsilon u ; \theta_{0}\right)\right\}\right]=O\left(\varepsilon^{n}\right)
$$

as $\varepsilon \downarrow 0$.
(iv) For any $p>1$,

$$
\sup _{\substack{\varepsilon \in(0,1) \\ u \in K \\ \theta_{0}+\varepsilon u \in \Theta}} E\left[1_{\left\{\bar{\varphi}_{\varepsilon}^{K}(w)>0\right\}} \exp \left\{p \varepsilon^{-2} G\left(w, \varepsilon, \theta_{0}+\varepsilon u ; \theta_{0}\right)\right\}\right]<\infty .
$$

## Proof. Let

$$
\rho_{\varepsilon}(u)=\varepsilon^{-2} G\left(w, \varepsilon, \theta_{0}+\varepsilon u ; \theta_{0}\right)-\delta_{0} \delta G\left(w, 0, \theta_{0} ; \theta_{0}\right)[u]+\frac{1}{2} I\left(\theta_{0}\right)[u, u] .
$$

Choose $r>0$ so that $K \subset B(r)$, where $B(r)=\left\{u \in \mathbf{R}^{k} ;|u|<r\right\}$. Let $\chi_{\varepsilon}(w)=$ $\left\|\rho_{\varepsilon}(\cdot)\right\|_{W^{1,2}(B(r))}^{2}\left(W^{1,2}(B(r))\right.$ is a Sobolev space. For definition see Section 7.) and let $\bar{\varphi}_{\varepsilon}^{K}(w)=\psi_{1}\left(\chi_{\varepsilon}(w)\right)$, where $\psi_{1}: \mathbf{R} \rightarrow \mathbf{R}$ is a smooth function
which satisfies the same conditions as $\psi$ and also satisfies that $\psi_{1}(x)>0$ if $|x|<1$. Thus (i) holds. By the Taylor formula

$$
\rho_{\varepsilon}(u)=\left.\varepsilon \int_{0}^{1} \frac{(1-s)^{2}}{2}\left(\frac{\partial}{\partial t}\right)^{3}\left\{G\left(w, t, \theta_{0}+t u ; \theta_{0}\right)\right\}\right|_{t=s \varepsilon} d s
$$

Therefore it is easy to show (ii) using ( C 1$)$. If $\bar{\varphi}_{\varepsilon}^{K}(w)>0, \chi_{\varepsilon}(w)<1$ and by Sobolev's inequality $\sup _{u \in B(r)}\left|\rho_{\varepsilon}(u)\right|<a$ for some $a>0$. Hence, if $\bar{\varphi}_{\varepsilon}^{K}(w)>0$,

$$
\begin{aligned}
& \exp \left\{\varepsilon^{-2} G\left(w, \varepsilon, \theta_{0}+\varepsilon u ; \theta_{0}\right)\right\} \\
& \quad \leqslant \exp \left\{\delta_{0} \delta G\left(w, 0, \theta_{0} ; \theta_{0}\right)[u]-\frac{1}{2} I\left(\theta_{0}\right)[u, u]+a\right\}
\end{aligned}
$$

By (C3), $\delta_{0} \delta G\left(w, 0, \theta_{0} ; \theta_{0}\right)$ is Gaussian and we obtain (iv). For $q_{0}=$ $p_{0} /\left(p_{0}-1\right)$ and any $n \in \mathbf{N}, E\left[\left|\zeta_{\varepsilon}^{u}-1\right|^{q_{0}}\right]=O\left(\varepsilon^{n}\right)$. Therefore, we obtain the first equation of (iii) using (iv) of (C5) and the Hölder inequality. Taking $\zeta_{\varepsilon}^{u}(w)=\bar{\varphi}_{\varepsilon}^{K}(w)$, we obtain the second one.

We fix $\bar{\varphi}_{\varepsilon}^{K}(w)$ as in the proof of Lemma 6.3.
Lemma 6.4. Assume that $(\mathrm{C} 1)-(\mathrm{C} 3)$ and $(\mathrm{C} 5)$ are satisfied. Let $\theta_{0} \in \Theta^{\circ}$ and let $K$ be any compact set in $\mathbf{R}^{k}$. Then, for $u \in K$,
(1) $\phi_{\varepsilon}^{K, u}(w) \exp \left\{\varepsilon^{-2} G\left(w, \varepsilon, \theta_{0}+\varepsilon u ; \theta_{0}\right)\right\}$ has the asymptotic expansion

$$
\phi_{\varepsilon}^{K, u}(w) \exp \left\{\varepsilon^{-2} G\left(w, \varepsilon, \theta_{0}+\varepsilon u ; \theta_{0}\right)\right\} \sim e^{f_{0}^{L, u}}\left(1+\varepsilon \Psi_{1}^{u}+\varepsilon^{2} \Psi_{2}^{u}+\cdots\right)
$$

in $D^{\infty}$ as $\varepsilon \downarrow 0$ with $\Psi_{1}^{u}, \Psi_{2}^{u}, \ldots \in D^{\infty}$ determined by the formal Taylor expansion

$$
\exp \left\{\varepsilon f_{1}^{L, u}+\varepsilon^{2} f_{2}^{L, u}+\cdots\right\}=1+\varepsilon \Psi_{1}^{u}+\varepsilon^{2} \Psi_{2}^{u}+\cdots
$$

This expansion is uniform in $u \in K$
(2) Suppose that $\Phi_{\lambda}(w, \varepsilon) \in D^{-\infty}$ (resp. $\left.\tilde{D}^{-\infty}\right), \varepsilon \in(0,1), \lambda \in \Lambda$ (an index set) has the asymptotic expansion

$$
\Phi_{\lambda}(w, \varepsilon) \sim \Phi_{\lambda, 0}+\varepsilon \Phi_{\lambda, 1}+\cdots
$$

in $D^{-\infty}$ (resp. $\widetilde{D}^{-\infty}$ ) as $\varepsilon \downarrow 0$ uniformly in $\lambda \in \Lambda$ with $\Phi_{\lambda, 0}, \Phi_{\lambda, 1}, \ldots \in D^{-\infty}$ (resp. $\widetilde{D}^{-\infty}$ ). Then

$$
\phi_{\varepsilon}^{K, u}(w) \exp \left\{\varepsilon^{-2} G\left(w, \varepsilon, \theta_{0}+\varepsilon u ; \theta_{0}\right)\right\} \Phi_{\lambda}(w, \varepsilon)
$$

has the asymptotic expansion

$$
\phi_{\varepsilon}^{K, u}(w) \exp \left\{\varepsilon^{-2} G\left(w, \varepsilon, \theta_{0}+\varepsilon u ; \theta_{0}\right)\right\} \Phi_{\lambda}(w, \varepsilon) \sim e^{f_{0}^{L, u}}\left(\bar{\Phi}_{\lambda, 0}^{u}+\varepsilon \bar{\Phi}_{\lambda, 1}^{u}+\cdots\right)
$$

in $D^{-\infty}\left(\right.$ resp. $\left.\tilde{D}^{-\infty}\right)$ as $\varepsilon \downarrow 0$ uniformly in $u \in K$ and $\lambda \in \Lambda$ with $\bar{\Phi}_{\lambda, 0}^{u}, \bar{\Phi}_{\lambda, 1}^{u}, \ldots \in D^{-\infty}\left(\right.$ resp. $\left.\widetilde{D}^{-\infty}\right)$ determined by the formal Taylor expansion

$$
\left(1+\varepsilon \Psi_{1}^{u}+\varepsilon^{2} \Psi_{2}^{u}+\cdots\right)\left(\Phi_{\lambda, 0}+\varepsilon \Phi_{\lambda, 1}+\cdots\right)=\bar{\Phi}_{\lambda, 0}^{u}+\varepsilon \bar{\Phi}_{\lambda, 1}^{u}+\cdots
$$

In particular,

$$
\begin{aligned}
& \bar{\Phi}_{\lambda, 0}^{u}=\Phi_{\lambda, 0} \\
& \bar{\Phi}_{\lambda, 1}^{u}=\Phi_{\lambda, 1}+\Phi_{\lambda, 0} \Psi_{1}^{u}
\end{aligned}
$$

$$
\begin{align*}
& \phi_{\varepsilon}^{K, u}(w) \exp \left\{\varepsilon^{-2} G\left(w, \varepsilon, \theta_{0}+\varepsilon u ; \theta_{0}\right)\right\} \psi_{\varepsilon}^{L, u}(w) I_{A}\left(\varepsilon^{-2} G\left(w, \varepsilon, \theta_{0}+\varepsilon u ; \theta_{0}\right)\right)  \tag{3}\\
& \quad \sim e^{f_{0}^{L, u}}\left[\bar{\Phi}_{A, 0}^{L, u}+\varepsilon \bar{\Phi}_{A, 1}^{L, u}+\cdots\right]
\end{align*}
$$

in $\widetilde{D}^{-\infty}$ as $\varepsilon \downarrow 0$ uniformly in $A \in \mathbf{B}^{1}$ with $\bar{\Phi}_{A, 0}^{L, u}, \bar{\Phi}_{A, 1}^{L, u}, \ldots \in \widetilde{D}^{-\infty}$ determined by the formal Taylor expansion

$$
\left(1+\varepsilon \Psi_{1}^{u}+\varepsilon^{2} \Psi_{2}^{u}+\cdots\right)\left(\Phi_{A, 0}^{L, u}+\varepsilon \Phi_{A, 1}^{L, u}+\cdots\right)=\bar{\Phi}_{A, 0}^{L, u}+\varepsilon \bar{\Phi}_{A, 1}^{L, u}+\cdots
$$

In particular,

$$
\bar{\Phi}_{A, 0}^{L, u}=\Phi_{A, 0}^{L, u}, \quad \bar{\Phi}_{A, 1}^{L, u}=\Phi_{A, 1}^{L, u}+f_{1}^{L, u} \Phi_{A, 0}^{L, u} .
$$

Proof. Using Lemmas 6.1 and 6.3 (iv), we obtain (1) as in the proof of Lemma 4.5 (2) of [12] (Note that for any $m \in \overline{\mathbf{N}}, D^{m} \phi_{\varepsilon}^{K, u}(w)=$ $\left.D^{m} \phi_{\varepsilon}^{K, u}(w) \cdot I_{\left\{\bar{\varphi}_{\varepsilon}^{K}(w)>0\right\}}\right)$. (2) follows from (1) and Theorem 2.2 (ii) of Watanabe [11]. Lemma 6.2 and (2) lead us to (3).

Proof of Theorem 3.2. By (iii), (iv) of (C5), Lemmas 6.3, 6.4, and the fact that $\psi_{\varepsilon}^{L, u}(w)=1-O\left(\varepsilon^{n}\right)$ in $D^{\infty}$ for any $n \in \mathbf{N}$, we have

$$
\begin{aligned}
& P\left(\varepsilon^{-2} G\left(w, \varepsilon, \theta_{0}+\varepsilon u ; \theta_{0}+\varepsilon u\right) \in A\right) \\
& =E\left[I_{A}\left(\log \frac{d P_{\theta_{0}+\varepsilon u}^{\varepsilon}}{d P_{\theta_{0}}^{\varepsilon}}\left(F_{\theta_{0}+\varepsilon u}^{\varepsilon}(w)\right)\right)\right] \\
& \quad \sim E\left[\varphi_{\varepsilon}^{u}\left(F_{\theta_{0}+\varepsilon u}^{\varepsilon}(w)\right) I_{A}\left(\log \frac{d P_{\theta_{0}+\varepsilon u}^{\varepsilon}}{d P_{\theta_{0}}^{\varepsilon}}\left(F_{\theta_{0}+\varepsilon u}^{\varepsilon}(w)\right)\right)\right]
\end{aligned}
$$

$$
\begin{aligned}
= & E\left[\varphi_{\varepsilon}^{u}\left(F_{\theta_{0}}^{\varepsilon}(w)\right) I_{A}\left(\log \frac{d P_{\theta_{0}+\varepsilon u}^{\varepsilon}}{d P_{\theta_{0}}^{\varepsilon}}\left(F_{\theta_{0}}^{\varepsilon}(w)\right)\right)\right. \\
& \left.\times \exp \left\{\varepsilon^{-2} G\left(w, \varepsilon, \theta_{0}+\varepsilon u ; \theta_{0}\right)\right\}\right] \\
& \sim E\left[\varphi_{\varepsilon}^{u}\left(F_{\theta_{0}}^{\varepsilon}(w)\right) \psi_{\varepsilon}^{L, u}(w) I_{A}\left(\log \frac{d P_{\theta_{0}+\varepsilon u}^{\varepsilon}}{d P_{\theta_{0}}^{\varepsilon}}\left(F_{\theta_{0}}^{\varepsilon}(w)\right)\right)\right. \\
& \left.\times \exp \left\{\varepsilon^{-2} G\left(w, \varepsilon, \theta_{0}+\varepsilon u ; \theta_{0}\right)\right\}\right] \\
& \sim E\left[\phi_{\varepsilon}^{K, u}(w) \exp \left\{\varepsilon^{-2} G\left(w, \varepsilon, \theta_{0}+\varepsilon u ; \theta_{0}\right)\right\} \psi_{\varepsilon}^{L, u}(w) I_{A}\right. \\
& \left.\circ\left(\log \frac{d P_{\theta_{0}+\varepsilon u}^{\varepsilon}}{d P_{\theta_{0}}^{\varepsilon}}\left(F_{\theta_{0}}^{\varepsilon}(w)\right)\right)\right] \\
& \sim e\left[e^{\left.f_{0}^{L, u} \bar{\Phi}_{A, 0}^{L, u}\right]+\varepsilon E\left[e^{f_{0}^{L, u}} \bar{\Phi}_{A, 1}^{L, u}\right]+\cdots .}\right.
\end{aligned}
$$

The rest is finding $p_{0}^{L c, u}$ and $p_{1}^{L c, u}$. We see

$$
E\left[e^{f_{0}^{L, u}} \bar{\Phi}_{A, 0}^{L, u}\right]=E\left[e^{f_{0}^{L, u}} I_{A}\left(f_{0}^{L, u}\right)\right]=\int_{A} e^{x} p_{0}^{L, u}(x) d x=\int_{A} \phi\left(x ; \frac{1}{2} J, J\right) d x
$$

and for $A=\{y ; y<x\}$ :

$$
\begin{aligned}
E\left[e^{f_{0}^{L, u}}\right. & \left.\bar{\Phi}_{A, 1}^{L, u}\right] \\
= & E\left[e^{f_{0}^{L, u}}\left(\Phi_{A, 1}^{L, u}+f_{1}^{L, u} \Phi_{A, 0}^{L, u}\right)\right] \\
= & E\left[e^{f_{0}^{L, u}}\left(f_{1}^{L, u} \partial I_{A}\left(f_{0}^{L, u}\right)+f_{1}^{L, u} I_{A}\left(f_{0}^{L, u}\right)\right)\right] \\
= & -E\left[e^{f_{0}^{L, u}} f_{1}^{L, u} \delta_{x}\left(f_{0}^{L, u}\right)\right]+E\left[e^{f_{0}^{L, u}} f_{1}^{L, u} I_{A}\left(f_{0}^{L, u}\right)\right] \\
= & -E\left[e^{f_{0}^{L, u}} f_{1}^{L, u} \mid f_{0}^{L, u}=x\right] p_{0}^{L, u}(x) \\
& +\int_{-\infty}^{x} e^{x} E\left[f_{1}^{L, u} \mid f_{0}^{L, u}=x\right] p_{0}^{L, u}(x) d x \\
= & -E\left[f_{1}^{L, u} \mid f_{0}^{L, u}=x\right] \phi\left(x ; \frac{1}{2} J, J\right) \\
& +\int_{-\infty}^{x} E\left[f_{1}^{L, u} \mid f_{0}^{L, u}=x\right] \phi\left(x ; \frac{1}{2} J, J\right) d x .
\end{aligned}
$$

Therefore,

$$
\begin{aligned}
p_{1}^{L c, u}(x)= & -\partial\left\{E\left[f_{1}^{L, u} \mid f_{0}^{L, u}=x\right] \phi\left(x ; \frac{1}{2} J, J\right)\right\} \\
& +E\left[f_{1}^{L, u} \mid f_{0}^{L, u}=x\right] \phi\left(x ; \frac{1}{2} J, J\right) .
\end{aligned}
$$

## 7. Proof of Theorems 4.1. and 4.2.

In general we cannot ensure the existence and smoothness of the maximum likelihood estimators on the whole Wiener space, but it is possible to extend them to smooth Wiener functionals by multiplying a certain truncation functional. We begin with constructing such a functional for the maximum likelihood estimator.

Let $\Delta$ be a bounded convex domain in $\mathbf{R}^{k_{0}}$. Let $m, n, j \in \mathbf{N}$ satisfy $m>k_{0} / 2 n+j$. Then we know that the Sobolev space $\left(W^{m, 2 n}(\Delta)\right.$, $\left.\|\cdot\|_{W^{m}, 2 n(\Delta)}\right)$ is embedded by a compact operator into $C_{b}^{j}(\Delta)$, the totality of continuous functions on $\Delta$ with bounded continuous derivatives up to the $j$ th order, equipped with the norm

$$
\|f\|_{C_{b}^{j}(\Delta)}=\sum_{v \in \overline{\mathbf{N}}^{k_{0}},|v| \leqslant j} \sup _{\theta \in \Delta}\left|\delta_{v} f(\theta)\right| .
$$

Here the multiindex is defined similarly as in Section 2. In particular, for some $C(m, n, \Delta)>0$

$$
\|f\|_{C_{b}^{j}(\Delta)} \leqslant C(m, n, \Delta)\|f\|_{W^{m}, 2 n(\Delta)}
$$

for $f \in W^{m, 2 n}(\Delta)$.
Take $\gamma$ so that $O<\gamma<\frac{1}{2}$. Define $\Theta^{\prime}=(0,1) \times \Theta^{o}$ and $F^{\prime}$ by

$$
F^{\prime}(w, \varepsilon,(\eta, \theta))=F(w, \eta \varepsilon, \theta), \quad(\eta, \theta) \in \Theta^{\prime}
$$

for functional $F(w, \varepsilon, \theta)$ on $W \times[0,1) \times \Theta^{o}$. Let $m_{0}, n_{0} \in \mathbf{N}$ satisfy $m_{0}>(k+1) / 2 n_{0}+2$. The derivative operator with respect to $\eta$ is denoted by $\delta_{\eta}$. For $\theta_{0} \in \Theta^{o}, c>0$, and $\varepsilon \in(0,1)$, let

$$
\begin{aligned}
R_{\varepsilon}^{c}(w)= & c\left\|G^{\prime}\left(w, \varepsilon, \cdot ; \theta_{0}\right)-G^{\prime}\left(0, \cdot ; \theta_{0}\right)\right\|_{W^{m_{0}}, 2 n_{0}\left(\Theta^{\prime}\right)}^{2 n_{0}} \\
& +c\left\|\left|\varepsilon^{1-2 \gamma}\left(\delta_{0} \delta G\right)^{\prime}\left(w, \varepsilon,\left(\cdot, \theta_{0}\right) ; \theta_{0}\right)\right|^{2}\right\|_{W^{1,2}((0,1))}^{2}
\end{aligned}
$$

and let $R_{0}^{c}(w)=0$.
Lemma 7.1. Assume that ( C 1$)$ and $(\mathrm{C} 2)$ are satisfied.
(1) For $l \in \overline{\mathbf{N}}, v \in \mathbf{M}$ and $p>1$,

$$
\begin{aligned}
& \sup _{(\eta, \theta) \in \Theta^{\prime}}\left\|\delta_{\eta}^{l} \delta_{v} G^{\prime}\left(w, \varepsilon,(\eta, \theta) ; \theta_{0}\right)-\delta_{\eta}^{l} \delta_{v} G^{\prime}\left(0,(\eta, \theta) ; \theta_{0}\right)\right\|_{p, 0} \\
& \quad \leqslant C_{1}(l, v, p) \varepsilon^{l \vee 1}
\end{aligned}
$$

$\varepsilon \in[0,1)$, for some constant $C_{1}(l, v, p)$.
(2) Let $m, n \in \mathbf{N}$. For $p>2 n$, there exists a positive constant $C_{2}\left(m, n, p, \Theta^{\prime}\right)$ such that

$$
\left\|\left\|G^{\prime}\left(w, \varepsilon, \cdot ; \theta_{0}\right)-G^{\prime}\left(0, \cdot ; \theta_{0}\right)\right\|_{W^{m, 2 n}\left(\Theta^{\prime}\right)}\right\|_{p, 0} \leqslant C_{2}\left(m, n, p, \Theta^{\prime}\right) \cdot \varepsilon
$$

for $\varepsilon \in[0,1)$.
(3) For $l \in \overline{\mathbf{N}}, v \in \overline{\mathbf{N}}^{k+1}$, and $p>1$,

$$
\sup _{\substack{(\eta, \theta) \in \theta^{\prime} \\ \varepsilon \in[0,1)}}\left\|\delta_{\eta}^{l} \delta_{v} \delta G^{\prime}\left(w, \varepsilon,(\eta, \theta) ; \theta_{0}\right)\right\|_{p, 0} \leqslant C_{3}(l, v, p)
$$

for some constant $C_{3}(l, v, p)>0$.
(4) For $p>2$ there exists constant $C_{4}(p, k)>0$ such that

$$
\left\|\left\|\left|\left(\delta_{0} \delta G\right)^{\prime}\left(w, \varepsilon,\left(\cdot, \theta_{0}\right) ; \theta_{0}\right)\right|^{2}\right\|_{W^{1,2}((0,1))}\right\|_{p, 0} \leqslant C_{4}(p, k)<\infty
$$

for $\varepsilon \in[0,1)$.
(5) For $a>0, c>0$, and $n \in \mathbf{N}, P\left(R_{\varepsilon}^{c}(w)>a\right)=O\left(\varepsilon^{n}\right)$ as $\varepsilon \downarrow 0$.
(6) If $R_{\varepsilon}^{c}(w)<1$, then

$$
\left\|G\left(w, \varepsilon^{\prime}, \cdot ; \theta_{0}\right)-G\left(0, \cdot ; \theta_{0}\right)\right\|_{c_{b}^{2}(\Theta)} \leqslant C\left(m_{0}, n_{0}, \Theta^{\prime}\right) c^{-p_{1}}
$$

for $0 \leqslant \varepsilon^{\prime} \leqslant \varepsilon, p_{1}=1 / 2 n_{0}$;

$$
\sup \left|\varepsilon^{1-2 \gamma}\left(\delta_{0} \delta G\right)\left(w, \eta \varepsilon, \theta_{0} ; \theta_{0}\right)\right| \leqslant C(1,1,(0,1))^{1 / 2} c^{-1 / 4} ;
$$

and

$$
\left|\varepsilon^{\prime-2 \gamma} \delta G\left(w, \varepsilon^{\prime}, \theta_{0} ; \theta_{0}\right)\right| \leqslant C(1,1,(0,1))^{1 / 2} c^{-1 / 4}
$$

for $0 \leqslant \varepsilon^{\prime} \leqslant \varepsilon$.
Proof. (1) For $v \in \mathbf{M}$ and $p>1$,

$$
\begin{aligned}
& \sup _{(\eta, \theta) \in \Theta^{\prime}}\left\|\delta_{v} G^{\prime}\left(w, \varepsilon,(\eta, \theta) ; \theta_{0}\right)-\delta_{v} G^{\prime}\left(w, 0,(\eta, \theta) ; \theta_{0}\right)\right\|_{p, 0} \\
& \quad=\sup _{(\eta, \theta) \in \Theta^{\prime}}\left\|\delta_{v} G\left(w, \eta \varepsilon, \theta ; \theta_{0}\right)-\delta_{v} G\left(w, 0, \theta ; \theta_{0}\right)\right\|_{p, 0} \\
& \quad=\sup _{(\eta, \theta) \in \Theta^{\prime}}\left\|\eta \varepsilon \int_{0}^{1}\left(\delta_{0} \delta_{v} G\right)\left(w, s \eta \varepsilon, \theta ; \theta_{0}\right) d s\right\|_{p, 0} \\
& \quad \leqslant \sup _{(\eta, \theta) \in \Theta^{\prime}} \varepsilon \int_{0}^{1}\left\|\left(\delta_{0} \delta_{v} G\right)\left(w, s \eta \varepsilon, \theta ; \theta_{0}\right)\right\|_{p, 0} d s \\
& \quad \leqslant C_{1}(0, v, p) \varepsilon
\end{aligned}
$$

$\varepsilon \in[0,1)$, by (C1). Since

$$
\delta_{\eta}^{l} \delta_{v} G^{\prime}\left(w, 0,(\eta, \theta) ; \theta_{0}\right)=0
$$

for $l \geqslant 1$,

$$
\begin{aligned}
& \sup _{(\eta, \theta) \in \Theta^{\prime}}\left\|\delta_{\eta}^{l} \delta_{v} G^{\prime}\left(w, \varepsilon,(\eta, \theta) ; \theta_{0}\right)-\delta_{\eta}^{l} \delta_{v} G^{\prime}\left(w, 0,(\eta, \theta) ; \theta_{0}\right)\right\|_{p, 0} \\
& =\sup _{(\eta, \theta) \in \Theta^{\prime}}\left\|\delta_{\eta}^{l} \delta_{v} G^{\prime}\left(w, \varepsilon,(\eta, \theta) ; \theta_{0}\right)\right\|_{p, 0} \\
& =\sup _{(\eta, \theta) \in \Theta^{\prime}}\left\|\varepsilon^{l}\left(\delta_{0}^{l} \delta_{v} G\right)\left(w, \eta \varepsilon, \theta ; \theta_{0}\right)\right\|_{p, 0} \\
& \leqslant C_{1}(l, v, p) \varepsilon^{l} \\
& \varepsilon \in[0,1), \text { by }(C 1) . \text { This shows (1). }
\end{aligned}
$$

One has (2) form (1), (3) form (C1), and (4) from (3), respectively.
(5) For $p>2 n_{0}$,

$$
\begin{aligned}
P\left(R_{\varepsilon}^{c}(w)>a\right)= & P\left(c\left\|G^{\prime}\left(w, \varepsilon, \cdot ; \theta_{0}\right)-G^{\prime}\left(0, \cdot ; \theta_{0}\right)\right\|_{W^{m_{0}}, 2 n_{0}\left(\Theta^{\prime}\right)}^{20}\right. \\
& \left.+c\left\|\left|\varepsilon^{1-2 \gamma}\left(\delta_{0} \delta G\right)^{\prime}\left(w, \varepsilon,\left(\cdot, \theta_{0}\right) ; \theta_{0}\right)\right|^{2}\right\|_{W^{1,2}((0,1))}^{2}>a\right) \\
\leqslant & P\left(\left\|G^{\prime}\left(w, \varepsilon, \cdot ; \theta_{0}\right)-G^{\prime}\left(0, \cdot ; \theta_{0}\right)\right\|_{W^{m_{0}}, 2 n_{0}\left(\Theta^{\prime}\right)}^{p}>\left(2^{-1} a c^{-1}\right)^{p / 2 n_{0}}\right) \\
& +P\left(\left\|\left|\left(\delta_{0} \delta G\right)^{\prime}\left(w, \varepsilon,\left(\cdot, \theta_{0}\right) ; \theta_{0}\right)\right|^{2}\right\|_{W^{1,2}((0,1))}^{2 p}\right. \\
> & \left.\left(2^{-1} a c^{-1}\right)^{p} \varepsilon^{-4 p(1-2 \gamma)}\right) \\
\leqslant & \left(2^{-1} a c^{-1}\right)^{-p / 2 n_{0}} C_{2}\left(m_{0}, n_{0}, p, \Theta^{\prime}\right)^{p} \varepsilon^{p} \\
& +\left(2^{-1} a c^{-1}\right)^{-p} C_{4}(2 p, k)^{2 p} \varepsilon^{4 p(1-2 \gamma)},
\end{aligned}
$$

$\varepsilon \in(0,1)$. Let $p>\max \left\{2 n_{0}, n / 4(1-2 \gamma), n\right\}$, which completes the proof.
(6) If $R_{\varepsilon}^{c}(w)<1$, by definition we see that

$$
\left\|G^{\prime}\left(w, \varepsilon, \cdot ; \theta_{0}\right)-G^{\prime}\left(0, \cdot ; \theta_{0}\right)\right\|_{W^{m_{0}}, 2 n_{0}\left(\Theta^{\prime}\right)} \leqslant c^{-1 / 2 n_{0}}
$$

and

$$
\left\|\left|\varepsilon^{1-2 \gamma}\left(\delta_{0} \delta G\right)^{\prime}\left(w, \varepsilon,\left(\cdot, \theta_{0}\right) ; \theta_{0}\right)\right|^{2}\right\|_{W^{1,2}((0,1))} \leqslant c^{-1 / 2} .
$$

By Sobolev's inequality

$$
\left\|G^{\prime}\left(w, \varepsilon, \cdot ; \theta_{0}\right)-G^{\prime}\left(0, \cdot ; \theta_{0}\right)\right\|_{C_{b}^{2}\left(\Theta^{\prime}\right)} \leqslant C\left(m_{0}, n_{0}, \Theta^{\prime}\right) c^{-1 / 2 n_{0}}
$$

and

$$
\left\|\left|\varepsilon^{1-2 \gamma}\left(\delta_{0} \delta G\right)^{\prime}\left(w, \varepsilon,\left(\cdot, \theta_{0}\right) ; \theta_{0}\right)\right|^{2}\right\|_{C_{b}((0,1))} \leqslant C(1,1,(0,1)) c^{-1 / 2}
$$

from which we have the first two assertions. Finally, since $\delta G\left(0, \theta_{0} ; \theta_{0}\right)=0$,

$$
\begin{aligned}
& \sup _{0<\varepsilon^{\prime} \leqslant \varepsilon}\left|\varepsilon^{\prime-2 \gamma} \delta G\left(w, \varepsilon^{\prime}, \theta_{0} ; \theta_{0}\right)\right|=\sup _{0<\eta \leqslant 1}\left|(\eta \varepsilon)^{-2 \gamma} \delta G\left(w, \eta \varepsilon, \theta_{0} ; \theta_{0}\right)\right| \\
& \leqslant \sup _{0<\eta \leqslant 1}(\eta \varepsilon)^{1-2 \gamma} \int_{0}^{1}\left|\left(\delta_{0} \delta G\right)\left(w, s \eta \varepsilon, \theta_{0} ; \theta_{0}\right)\right| d s \\
& \leqslant \sup _{0<\eta \leqslant 1} \int_{0}^{1}\left|\varepsilon^{1-2 \gamma}\left(\delta_{0} \delta G\right)\left(w, s \eta \varepsilon, \theta_{0} ; \theta_{0}\right)\right| d s \\
& \leqslant C(1,1,(0,1))^{1 / 2} c^{-1 / 4}
\end{aligned}
$$

from the above result.
The functional $R_{\varepsilon}^{c}(w) \in D^{\infty}$ for $c>0$ and $\varepsilon \in[0,1)$. Let $\lambda_{1}$ denote the minimum eigenvalue of the positive definite bilinear form $I\left(\theta_{0}\right)=$ $-\delta^{2} G\left(0, \theta_{0} ; \theta_{0}\right)$. Choose $c_{1}>0$ and $d_{1}>0$ for $\theta_{0} \in \Theta^{\circ}$ so that

$$
\begin{equation*}
c_{1}<\frac{1}{4} \lambda_{1} \tag{7.1}
\end{equation*}
$$

and

$$
\begin{equation*}
\left|\delta^{2} G\left(0, \theta ; \theta_{0}\right)-\delta^{2} G\left(0, \theta_{0} ; \theta_{0}\right)\right| \leqslant c_{1} \tag{7.2}
\end{equation*}
$$

for $\left|\theta-\theta_{0}\right| \leqslant d_{1}$. Next, take $c>0$ large enough so that

$$
\begin{equation*}
C\left(m_{0}, n_{0}, \Theta^{\prime}\right) c^{-p_{1}}<\min \left\{\frac{1}{4} \lambda_{1}, a_{0} d_{1}^{2}\right\} \tag{7.3}
\end{equation*}
$$

and

$$
\begin{equation*}
d_{1} C(1,1,(0,1))^{1 / 2} c^{-1 / 4}<\frac{1}{8} \lambda_{1} \tag{7.4}
\end{equation*}
$$

where $p_{1}=1 / 2 n_{0}$. Let $\psi_{\varepsilon}(w)=0$ if $\varepsilon^{\gamma} \geqslant d_{1}$ and $\psi_{\varepsilon}(w)=\psi\left(R_{\varepsilon}^{3 c}(w)\right)$ if $\varepsilon^{\gamma}<d_{1}$.
The following lemma ensures the existence and the smoothness of the maximum likelihood estimator under truncation.

Lemma 7.2. Assume that $(\mathrm{C} 1)$ and $(\mathrm{C} 2)$ are satisfied. Suppose that positive constants $c_{1}, d_{1}$, and c satisfy (7.1)-(7.4). Then
(1) For each $\varepsilon \in[0,1)$, the functional $w \mapsto \psi_{\varepsilon}(w) \in D^{\infty}$ and $0 \leqslant$ $\psi_{\varepsilon}(w) \leqslant 1$.
(2) If $\varepsilon^{\gamma}<d_{1}$ and $R_{\varepsilon}^{c}(w)<1$, there exists a maximum likelihood estimate $\hat{\theta}_{\varepsilon}\left(w ; \theta_{0}\right)$.
(3) $\delta^{2} G\left(w, \varepsilon, \theta ; \theta_{0}\right)$ are uniformly negative definite. More precisely, for $\left|\theta-\theta_{0}\right| \leqslant d_{1}$,

$$
\sup _{|\xi|=1} \delta^{2} G\left(w, \varepsilon, \theta ; \theta_{0}\right)[\xi, \xi] \leqslant-\frac{1}{2} \lambda_{1}
$$

if $\varepsilon^{\gamma} \leqslant d_{1}$ and $R_{\varepsilon}^{c}(w)<1$.
(4) If $\varepsilon^{\gamma}<d_{1}$ and $R_{\varepsilon}^{c}(w)<1$, the maximum likelihood estimate $\hat{\theta}_{\varepsilon}\left(w ; \theta_{0}\right)$ is a unique solution in $\left\{\theta:\left|\theta-\theta_{0}\right|<d_{1}\right\}$ of the equation $\delta G\left(w, \varepsilon, \theta ; \theta_{0}\right)=0$.
(5) $\hat{\theta}_{\varepsilon}\left(w ; \theta_{0}\right)$ can be extended to a functional on $W$ and $\psi_{\varepsilon}(w)$ $\hat{\theta}_{\varepsilon}\left(w ; \theta_{0}\right) \in D^{\infty}\left(\mathbf{R}^{k}\right)$.
(6) For any $n \in \mathbf{N}, \psi_{\varepsilon}(w)=1-O\left(\varepsilon^{n}\right)$ in $D^{\infty}$ as $\varepsilon \downarrow 0$.

Proof. (1) is easy to show. We verify (2), (3), and (4). For $\xi \in \mathbf{R}^{k}$ and $\theta \in \Theta,\left|\theta-\theta_{0}\right| \leqslant d_{1}$,

$$
\begin{aligned}
\delta^{2} G( & \left.w, \varepsilon, \theta ; \theta_{0}\right)[\xi, \xi] \\
\leqslant & \delta^{2} G\left(0, \theta_{0} ; \theta_{0}\right)[\xi, \xi]+\left|\delta^{2} G\left(w, \varepsilon, \theta ; \theta_{0}\right)-\delta^{2} G\left(0, \theta ; \theta_{0}\right)\right||\xi|^{2} \\
& +\left|\delta^{2} G\left(0, \theta ; \theta_{0}\right)-\delta^{2} G\left(0, \theta_{0} ; \theta_{0}\right)\right||\xi|^{2} \\
\leqslant & \left(-\lambda_{1}+C\left(m_{0}, n_{0}, \Theta^{\prime}\right) c^{-p_{1}}+c_{1}\right)|\xi|^{2} \\
\leqslant & \left(-1+\frac{1}{4}+\frac{1}{4}\right) \lambda_{1}|\xi|^{2} \\
= & -\frac{1}{2} \lambda_{1}|\xi|^{2}
\end{aligned}
$$

from Lemma 7.1(6), (7.1), (7.2), (7.3) if $R_{\varepsilon}^{c}(w)<1$. Then

$$
\begin{aligned}
& \sup _{\varepsilon^{\gamma} \leqslant\left|\theta-\theta_{0}\right| \leqslant d_{1}} \varepsilon^{-2 \gamma} G\left(w, \varepsilon, \theta ; \theta_{0}\right) \\
& \leqslant \sup _{\varepsilon^{\gamma} \leqslant\left|\theta-\theta_{0}\right| \leqslant d_{1}} \varepsilon^{-2 \gamma} \delta G\left(w, \varepsilon, \theta_{0} ; \theta_{0}\right)\left[\theta-\theta_{0}\right] \\
&+\sup _{\substack{\gamma}\left|\theta-\theta_{0}\right| \leqslant d_{1}}^{\left|\overparen{\theta}-\theta_{0}\right| \leqslant d_{1}} \\
& \leqslant \frac{1}{2} \varepsilon^{-2 \gamma} \delta^{2} G\left(w, \varepsilon, \widetilde{\theta} ; \theta_{0}\right)\left[\theta-\theta_{0}, \theta-\theta_{0}\right] \\
& \leqslant d_{1} C(1,1,(0,1))^{1 / 2} c^{-1 / 4} \\
&+\sup _{\varepsilon \gamma \leqslant\left|\theta-\theta_{0}\right| \leqslant d_{1}} \frac{1}{2} \varepsilon^{-2 \gamma}\left(-\frac{1}{2} \lambda_{1}\left|\theta-\theta_{0}\right|^{2}\right) \\
& \leqslant-\frac{1}{8} \lambda_{1}<0
\end{aligned}
$$

from Lemma 7.1(6) and (7.4) if $R_{\varepsilon}^{c}(w)<1$. On the other hand, from (C2) and (7.3),

$$
\begin{aligned}
& \sup _{d_{1} \leqslant\left|\theta-\theta_{0}\right|} G\left(w, \varepsilon, \theta ; \theta_{0}\right) \\
&=\sup _{d_{1} \leqslant\left|\theta-\theta_{0}\right|}\left[G\left(0, \theta ; \theta_{0}\right)+\left(G\left(w, \varepsilon, \theta ; \theta_{0}\right)-G\left(0, \theta ; \theta_{0}\right)\right)\right] \\
& \leqslant \sup _{d_{1} \leqslant\left|\theta-\theta_{0}\right|}\left(-a_{0}\left|\theta-\theta_{0}\right|^{2}\right)+C\left(m_{0} \cdot n_{0}, \Theta^{\prime}\right) c^{-p_{1}} \\
& \leqslant-a_{0} d_{1}^{2}+C\left(m_{0} \cdot n_{0}, \Theta^{\prime}\right) c^{-p_{1}} \\
&<0
\end{aligned}
$$

if $R_{\varepsilon}^{c}(w)<1$. Thus we obtain

$$
\sup _{\varepsilon^{\gamma} \leqslant\left|\theta-\theta_{0}\right|} G\left(w, \varepsilon, \theta, \theta_{0}\right)<0
$$

if $\varepsilon^{\gamma} \leqslant d_{1}$ and $R_{\varepsilon}^{c}(w)<1$. This shows that a maximum likelihood estimate exists in $\left|\theta-\theta_{0}\right|<\varepsilon^{\gamma}$. Moreover, for $\left|\theta-\theta_{0}\right| \leqslant d_{1}$,

$$
\sup _{|\xi|=1} \delta^{2} G\left(w, \varepsilon, \theta ; \theta_{0}\right)[\xi, \xi] \leqslant-\frac{1}{2} \lambda_{1}
$$

if $\varepsilon^{\gamma} \leqslant d_{1}$ and $R_{\varepsilon}^{c}(w)<1$, as shown above, so that $\delta^{2} G\left(w, \varepsilon, \theta ; \theta_{0}\right)$ are uniformly negative definite and, hence, the maximum likelihood estimate is a unique root in $\left\{\theta ;\left|\theta-\theta_{0}\right|<d_{1}\right\}$ of the equation $\delta G\left(w, \varepsilon, \theta ; \theta_{0}\right)=0$.

For each $h \in H$, constructing versions $\widetilde{G}_{h}, \widetilde{\delta G_{h}}$, etc. and $\widetilde{R}_{\varepsilon h}^{3 c}$ naturally, we can show (5) [15].

Finally, by Lemma 7.1 (5) and applying chain rules with respect to H-derivatives to $\psi\left(R_{\varepsilon}^{3 c}(w)\right)$ we obtain (6).

Remark 7.1. We can also prove that if $\varepsilon^{\gamma}<d_{1}$ and $R_{\varepsilon}^{c}(w)<1$, then for $0 \leqslant \varepsilon^{\prime} \leqslant \varepsilon$ the maximum likelihood estimate $\hat{\theta}_{\varepsilon^{\prime}}\left(w ; \theta_{0}\right)$ exists in $\left\{\theta ;\left|\theta-\theta_{0}\right| \leqslant \varepsilon^{\prime}\right\}$ and is a unique solution in $\left\{\theta ;\left|\theta-\theta_{0}\right|<d_{1}\right\}$ of the equation $\delta G\left(w, \varepsilon^{\prime}, \theta ; \theta_{0}\right)=0$. Moreover, for $\left|\theta-\theta_{0}\right| \leqslant d_{1}$,

$$
\sup _{|\xi|=1} \delta^{2} G\left(w, \varepsilon^{\prime}, \theta ; \theta_{0}\right)[\xi, \xi] \leqslant-\frac{1}{2} \lambda_{1} .
$$

For each $\varepsilon \in(0,1), \psi_{\varepsilon}(w) \hat{\theta} .\left(w ; \theta_{0}\right)$ is a $C\left([0, \varepsilon] \rightarrow \mathbf{R}^{k}\right)$-valued smooth functional.

Lemma 7.3. Assume that ( C 1 ) and ( C 2 ) are satisfied. Then $\psi_{\varepsilon}(w) \varepsilon^{-1}\left(\hat{\theta}_{\varepsilon}^{*}\left(w ; \theta_{0}\right)-\theta_{0}\right) \in D^{\infty}\left(\mathbf{R}^{k}\right)$ has the asymptotic expansion

$$
\psi_{\varepsilon}(w) \varepsilon^{-1}\left(\hat{\theta}_{\varepsilon}^{*}\left(w ; \theta_{0}\right)-\theta_{0}\right) \sim f_{0}+\varepsilon f_{1}+\cdots
$$

in $D^{\infty}\left(\mathbf{R}^{k}\right)$ as $\varepsilon \downarrow 0$ with $f_{0}, f_{1}, \ldots \in D^{\infty}\left(\mathbf{R}^{k}\right)$.
Proof. Suppose that $\varepsilon_{0}^{\gamma}<d_{1}$. Let $R_{\varepsilon_{0}}^{c}(w)<1$. Then, for $\varepsilon, \varepsilon^{\prime}<\varepsilon_{0}$, there exist $\tilde{\varepsilon}\left(|\tilde{\varepsilon}-\varepsilon|<\left|\varepsilon^{\prime}-\varepsilon\right|\right)$ and $\widetilde{\theta}_{s}\left(\left|\widetilde{\theta}_{s}-\hat{\theta}_{\varepsilon}\left(w ; \theta_{0}\right)\right|<\left|\hat{\theta}_{\varepsilon^{\prime}}\left(w ; \theta_{0}\right)-\hat{\theta}_{\varepsilon}\left(w ; \theta_{0}\right)\right|\right)$ for which

$$
\begin{aligned}
0= & \delta G\left(w, \varepsilon^{\prime}, \hat{\theta}_{\varepsilon^{\prime}}\left(w ; \theta_{0}\right) ; \theta_{0}\right)-\delta G\left(w, \varepsilon, \hat{\theta}_{\varepsilon}\left(w ; \theta_{0}\right) ; \theta_{0}\right) \\
= & \int_{0}^{1} \delta^{2} G\left(w, \varepsilon^{\prime}, \tilde{\theta}_{s} ; \theta_{0}\right) d s\left[\hat{\theta}_{\varepsilon^{\prime}}\left(w ; \theta_{0}\right)-\hat{\theta}_{\varepsilon}\left(w ; \theta_{0}\right)\right] \\
& +\delta_{0} \delta G\left(w, \tilde{\varepsilon}, \hat{\theta}_{\varepsilon}\left(w ; \theta_{0}\right) ; \theta_{0}\right)\left(\varepsilon^{\prime}-\varepsilon\right) .
\end{aligned}
$$

From this equation, Remark 7.1 and (C1) we see that if $0 \leqslant \varepsilon<\varepsilon_{0}, \hat{\theta}_{\varepsilon}\left(w ; \theta_{0}\right)$ is continuous in $\varepsilon$ and differentiable in $\varepsilon$ :

$$
\delta_{0} \hat{\theta}_{\varepsilon}\left(w ; \theta_{0}\right)=-\left[\delta^{2} G\left(w, \varepsilon, \hat{\theta}_{\varepsilon}\left(w ; \theta_{0}\right) ; \theta_{0}\right)\right]^{-1} \delta_{0} \delta G\left(w, \varepsilon, \hat{\theta}_{\varepsilon}\left(w ; \theta_{0}\right) ; \theta_{0}\right) .
$$

Since both sides are differentiable,

$$
\begin{aligned}
& \delta_{0}^{2} \hat{\theta}_{\varepsilon}\left(w ; \theta_{0}\right) \\
&= 2\left[\delta^{2} G\left(w, \varepsilon, \hat{\theta}_{\varepsilon}\left(w ; \theta_{0}\right) ; \theta_{0}\right)\right]^{-1} \delta_{0} \delta^{2} G\left(w, \varepsilon, \hat{\theta}_{\varepsilon}\left(w ; \theta_{0}\right) ; \theta_{0}\right) \\
& \times\left[\delta^{2} G\left(w, \varepsilon, \hat{\theta}_{\varepsilon}\left(w ; \theta_{0}\right) ; \theta_{0}\right)\right]^{-1} \delta_{0} \delta G\left(w, \varepsilon, \hat{\theta}_{\varepsilon}\left(w ; \theta_{0}\right) ; \theta_{0}\right) \\
&- {\left[\delta^{2} G\left(w, \varepsilon, \hat{\theta}_{\varepsilon}\left(w ; \theta_{0}\right) ; \theta_{0}\right)\right]^{-1} \delta_{0}^{2} \delta G\left(w, \varepsilon, \hat{\theta}_{\varepsilon}\left(w ; \theta_{0}\right) ; \theta_{0}\right) } \\
&+ {\left[\delta^{2} G\left(w, \varepsilon, \hat{\theta}_{\varepsilon}\left(w ; \theta_{0}\right) ; \theta_{0}\right)\right]^{-1} \delta^{3} G\left(w, \varepsilon, \hat{\theta}_{\varepsilon}\left(w ; \theta_{0}\right) ; \theta_{0}\right)\left[\cdot, \delta_{0} \hat{\theta}_{\varepsilon}\left(w ; \theta_{0}\right),\right.} \\
&\left.\left\{\delta^{2} G\left(w, \varepsilon, \hat{\theta}_{\varepsilon}\left(w ; \theta_{0}\right) ; \theta_{0}\right)\right\}^{-1} \delta_{0} \delta G\left(w, \varepsilon, \hat{\theta}_{\varepsilon}\left(w ; \theta_{0}\right) ; \theta_{0}\right)\right]
\end{aligned}
$$

if $0 \leqslant \varepsilon<\varepsilon_{0}$. The higher order derivatives with respect to $\varepsilon$ also exist and can be calculated in a similar way. We note that if $R_{\varepsilon_{0}}^{c}(w)<1, \hat{\theta}_{\varepsilon}\left(w ; \theta_{0}\right)$ is the unique solution of the estimating equation and smooth on $\left[0, \varepsilon_{0}\right]$, which is a consequence of the choice of $R_{\varepsilon_{0}}^{c}(w)$. See Remark 7.1. Then we have the expansion

$$
\begin{aligned}
\hat{\theta}_{\varepsilon_{0}}\left(w ; \theta_{0}\right)= & \theta_{0}+\frac{\varepsilon_{0}}{1!}\left(\delta_{0}\right)_{0} \hat{\theta} \cdot\left(w ; \theta_{0}\right)+\frac{\varepsilon_{0}^{2}}{2!}\left(\delta_{0}\right)_{0}^{2} \hat{\theta} \cdot\left(w ; \theta_{0}\right)+\cdots \\
& +\frac{\varepsilon_{0}^{j-1}}{(j-1)!}\left(\delta_{0}\right)_{0}^{j-1} \hat{\theta} \cdot\left(w ; \theta_{0}\right)+\varepsilon_{0}^{j} \int_{0}^{1} \frac{1}{(j-1)!}(1-s)^{j-1} \\
& \times\left(\delta_{0}\right)_{s \varepsilon_{0}}^{j} \hat{\theta} .\left(w ; \theta_{0}\right) d s .
\end{aligned}
$$

It is not difficult to show from this equation that

$$
\begin{aligned}
\psi_{\varepsilon}(w) & \varepsilon^{-1}\left(\hat{\theta}_{\varepsilon}\left(w ; \theta_{0}\right)-\theta_{0}\right) \\
& \sim \psi_{\varepsilon}(w) \frac{1}{1!}\left(\delta_{0}\right)_{0} \hat{\theta} \cdot\left(w ; \theta_{0}\right)+\psi_{\varepsilon}(w) \frac{\varepsilon}{2!}\left(\delta_{0}\right)_{0}^{2} \hat{\theta} \cdot\left(w ; \theta_{0}\right)+\cdots \\
& \sim \frac{1}{1!}\left(\delta_{0}\right)_{0} \hat{\theta} \cdot\left(w ; \theta_{0}\right)+\frac{\varepsilon}{2!}\left(\delta_{0}\right)_{0}^{2} \hat{\theta} \cdot\left(w ; \theta_{0}\right)+\cdots
\end{aligned}
$$

in $D^{\infty}\left(\mathbf{R}^{k}\right)$ as $\varepsilon \downarrow 0$ since $\psi_{\varepsilon}(w)=1-O\left(\varepsilon^{n}\right)$ in $D^{\infty}$ as $\varepsilon \downarrow 0$ for $n \in \mathbf{N}$.
Let $\sigma_{\varepsilon}^{*}(w)=\left(\sigma_{\varepsilon}^{* i j}(w)\right)_{i, j=1}^{k}, 0<\varepsilon<1$, denote the Malliavin covariance of $\psi_{\varepsilon}(w) \varepsilon^{-1}\left[\hat{\theta}_{\varepsilon}^{*}\left(w ; \theta_{0}\right)-\theta_{0}\right]$, that is,

$$
\begin{aligned}
\sigma_{\varepsilon}^{* i j}(w)= & \left\langle D\left\{\psi_{\varepsilon}(w) \varepsilon^{-1}\left[\hat{\theta}_{\varepsilon}^{*}\left(w ; \theta_{0}\right)-\theta_{0}\right]^{i}\right\},\right. \\
& \left.D\left\{\psi_{\varepsilon}(w) \varepsilon^{-1}\left[\hat{\theta}_{\varepsilon}^{*}\left(w ; \theta_{0}\right)-\theta_{0}\right]^{j}\right\}\right\rangle_{H}
\end{aligned}
$$

for $i, j=1,2 \cdots, k$. Similarly, define $\sigma_{\varepsilon}(w)$ for $\psi_{\varepsilon}(w) \varepsilon^{-1}\left[\hat{\theta}_{\varepsilon}\left(w ; \theta_{0}\right)-\theta_{0}\right]$.
Lemma 7.4. Assume that $(\mathrm{C} 1)-(\mathrm{C} 3)$ are satisfied. Then for $\theta_{0} \in \Theta^{\circ}$, $\varepsilon \in(0,1)$, and $c>0$ satisfying (7.3) and (7.4), there exists a Wiener functional $\xi_{\varepsilon}(w)$ with the following properties:
(1) $0 \leqslant \xi_{\varepsilon}(w) \in D^{\infty}$.
(2) If $\xi_{\varepsilon}(w) \leqslant 1, R_{\varepsilon}^{3 c}(w)<\frac{1}{2}$.
(3) There exists positive constant $a_{1}$ such that if $\xi_{\varepsilon}(w) \leqslant 1$,

$$
\inf _{\substack{v \in \mathbf{R}^{k} \\|v|=1}} \sigma_{\varepsilon}^{*}(w)[v, v] \geqslant a_{1} .
$$

(4) for any $n \in \mathbf{N}$,

$$
\lim _{\varepsilon \downarrow 0} \varepsilon^{-n} P\left(\left|\xi_{\varepsilon}(w)\right|>\frac{1}{2}\right)=0
$$

Proof. For $\varepsilon<\min \left\{d_{1}^{1 / \gamma},\left(2\|\delta b\|_{\infty}\right)^{-1 / 2}\right\}, c_{2}>6 c$, and $c_{3}>0$, let

$$
\xi_{\varepsilon}^{c_{2}, c_{3}}(w)=R_{\varepsilon}^{c_{2}}(w)+c_{3}\left\|\left|\sigma(w, \varepsilon, \cdot)-I\left(\theta_{0}\right)\right|^{2}\right\|_{W^{m n_{1}}, 2 n_{1}(\{|u|<1\})}^{2 n_{1}},
$$

where $\sigma(w, \varepsilon, u)=\left([\sigma(w, \varepsilon, u)]^{i j}\right)_{i, j=1}^{k}$ with

$$
[\sigma(w, \varepsilon, u)]^{i j}=\left\langle\varepsilon^{-1} D \delta_{i} G\left(w, \varepsilon, \theta_{0}+\varepsilon^{\gamma} u ; \theta_{0}\right), \varepsilon^{-1} D \delta_{j} G\left(w, \varepsilon, \theta_{0}+\varepsilon^{\gamma} u ; \theta_{0}\right)\right\rangle_{H}
$$

for $u \in \mathbf{R}^{k},|u| \leqslant 1$. Let $\xi_{\varepsilon}^{c_{2}, c_{3}}=2$ for other $\varepsilon$. Let $m_{1}, n_{1} \in \mathbf{N}, m_{1}>k / 2 n_{1}+2$. Define $\xi_{\varepsilon}(w)=\xi_{\varepsilon}^{c_{2}, c_{3}}(w)$. Assertions (1) and (2) are trivial. If $\xi_{\varepsilon}^{c_{2}, c_{3}} \leqslant 1$ then

$$
\sup _{|u| \leqslant 1}\left|\sigma(w, \varepsilon, u)-I\left(\theta_{0}\right)\right| \leqslant C\left(m_{1}, n_{1},\{|u|<1\}\right)^{1 / 2} c_{3}^{-1 / 4 n_{1}},
$$

$\sup \left|\delta^{2} G\left(w, \varepsilon, \theta_{0}+\varepsilon^{\gamma} u ; \theta_{0}\right)-\delta^{2} G\left(0, \theta_{0} ; \theta_{0}\right)\right| \leqslant C\left(m_{0}, n_{0}, \Theta^{\prime}\right) c_{2}^{-p_{1}}+c_{1}$, $|u| \leqslant 1$
and

$$
\sup _{|u| \leqslant 1}\left|\varepsilon^{2} \delta b\left(\theta_{0}+\varepsilon^{y} u\right)\right| \leqslant \frac{1}{2}
$$

for $|u| \leqslant 1, \varepsilon<\min \left\{d_{1}^{1 / \gamma},\left(2\|\delta b\|_{\infty}\right)^{-1 / 2}\right\}$. We know that the Malliavin covariance

$$
\begin{aligned}
\sigma_{\varepsilon}(w)= & {\left[\delta^{2} G\left(w, \varepsilon, \hat{\theta}_{\varepsilon}\left(w ; \theta_{0}\right) ; \theta_{0}\right)\right]^{-1} \sigma\left(w, \varepsilon, \varepsilon^{-\gamma}\left(\hat{\theta}_{\varepsilon}\left(w ; \theta_{0}\right)-\theta_{0}\right)\right) } \\
& \times\left[\delta^{2} G\left(w, \varepsilon, \hat{\theta}_{\varepsilon}\left(w ; \theta_{0}\right) ; \theta_{0}\right)\right]^{\prime-1}
\end{aligned}
$$

and

$$
\sigma_{\varepsilon}^{*}(w)=\left(I_{k}-\varepsilon^{2} \delta b\left(\hat{\theta}_{\varepsilon}\left(w ; \theta_{0}\right)\right)\right) \sigma_{\varepsilon}(w)\left(I_{k}-\varepsilon^{2} \delta b\left(\hat{\theta}_{\varepsilon}\left(w ; \theta_{0}\right)\right)\right)^{\prime}
$$

if $\xi_{\varepsilon}(w) \leqslant 1$ since then $\psi_{\varepsilon}(w)=1$ and $D \psi_{\varepsilon}(w)=0$. Thus if we choose $c_{2}, c_{3}$ large enough, (3) holds.

Finally we show (4). The Malliavin covariance of $\delta_{0} \delta G\left(w, 0, \theta_{0} ; \theta_{0}\right)$ is $I\left(\theta_{0}\right)$. We have

$$
\varepsilon^{-1} D \delta G\left(w, \varepsilon, \theta_{0}+\varepsilon^{\gamma} u ; \theta_{0}\right)=D \delta_{0} \delta G\left(w, 0, \theta_{0} ; \theta_{0}\right)+\varepsilon^{\gamma} r_{\varepsilon}(u),
$$

where $r_{\varepsilon}(u)$ is given by the Bochner integral

$$
\begin{aligned}
r_{\varepsilon}(u)= & \varepsilon^{1-\gamma} \int_{0}^{1}(1-\eta)\left(D \delta_{0}^{2} \delta G\right)\left(w, \eta \varepsilon, \theta_{0}+\varepsilon^{\gamma} u ; \theta_{0}\right) d \eta \\
& +\int_{0}^{1}\left(D \delta_{0} \delta^{2} G\right)\left(w, 0, \theta_{0}+s \varepsilon^{\nu} u ; \theta_{0}\right) d s[\cdot, u]
\end{aligned}
$$

From this fact we obtain (4) by estimating the Sobolev norm of the difference of Malliavin covariances.

For multiindex $\mathbf{n}=\left(n_{1}, \ldots, n_{k}\right)$, let $\mathbf{n}!=n_{1}!\cdots n_{k}!, \quad a^{\mathbf{n}}=a_{1}^{n_{1}} \cdots a_{k}^{n_{k}}$ for $a \in \mathbf{R}^{k}$ and $\partial^{\mathbf{n}}=\partial_{1}^{n_{1}} \cdots \partial_{k}^{n_{k}}$, where $\partial_{i}=\partial / \partial x^{i}, i=1, \ldots, k$.

Lemma 7.5. Assume that $(\mathrm{C} 1)-(\mathrm{C} 3)$ are satisfied. Then the generalized Wiener functional

$$
\psi\left(\xi_{\varepsilon}(w)\right) I_{A}\left(\psi_{\varepsilon}(w) \varepsilon^{-1}\left(\hat{\theta}_{\varepsilon}^{*}\left(w ; \theta_{0}\right)-\theta_{0}\right)\right)
$$

$A \in \mathbf{B}^{k}$, is well defined and has the asymptotic expansion

$$
\psi\left(\xi_{\varepsilon}(w)\right) I_{A}\left(\psi_{\varepsilon}(w) \varepsilon^{-1}\left(\hat{\theta}_{\varepsilon}^{*}\left(w ; \theta_{0}\right)-\theta_{0}\right)\right) \sim \Phi_{A, 0}+\varepsilon \Phi_{A, 1}+\cdots
$$

in $\widetilde{D}^{-\infty}$ as $\varepsilon \downarrow 0$ uniformly in $A \in \mathbf{B}^{k}$ with $\Phi_{A, 0}, \Phi_{A, 1}, \ldots \in \widetilde{D}^{-\infty}$ determined by the formal Taylor expansion

$$
\begin{aligned}
I_{A}\left(f_{0}+\varepsilon\left[f_{1}+\varepsilon f_{2}+\cdots\right]\right) & =\sum_{\mathbf{n}} \frac{1}{\mathbf{n}!} \partial^{\mathbf{n}} I_{A}\left(f_{0}\right)\left[\varepsilon f_{1}+\varepsilon^{2} f_{2}+\cdots\right]^{\mathbf{n}} \\
& =\Phi_{A, 0}+\varepsilon \Phi_{A, 1}+\cdots .
\end{aligned}
$$

In particular,

$$
\begin{aligned}
& \Phi_{A, 0}=I_{A}\left(f_{0}\right), \\
& \Phi_{A, 1}=f_{1}^{i} \partial_{i} I_{A}\left(f_{0}\right) .
\end{aligned}
$$

Proof. We obtain the results from Lemmas 7.3 and 7.4 above and Theorem 4.1 of [13].

Lemma 7.6. For $A \in \mathbf{B}^{k}$,

$$
E\left[f_{1}^{i} \partial_{i} I_{A}\left(f_{0}\right)\right]=\int_{A} p_{1}(x) d x
$$

where

$$
p_{1}(x)=-\partial_{i}\left\{q_{b}^{i}(x) \phi\left(x ; 0, I\left(\theta_{0}\right)^{-1}\right)\right\} .
$$

Proof. Using the integration by parts formula in the Malliavin calculus, for some smooth functional $F\left(w, f_{1}\right)$ we have

$$
E\left[f_{1}^{i} \partial_{i} I_{A}\left(f_{0}\right)\right]=E\left[F\left(w, f_{1}\right) I_{A}\left(f_{0}\right)\right]=\int_{A} p_{1}(x) d x
$$

where

$$
p_{1}(x)=E\left[F\left(w, f_{1}\right) \mid f_{0}=x\right] \phi\left(x ; 0, I\left(\theta_{0}\right)^{-1}\right) .
$$

To get $p_{1}(x)$, let $A_{x}=\left[x^{1}, \infty\right) \times \cdots \times\left[x^{k}, \infty\right)$. Then

$$
\begin{aligned}
p_{1}(x) & =(-1)^{k} \partial_{1} \cdots \partial_{k} E\left[f_{1}^{i} \partial_{i} I_{A_{x}}\left(f_{0}\right)\right] \\
& =-\partial_{i} E\left[f_{1}^{i} \delta_{x}\left(f_{0}\right)\right] \\
& =-\partial_{i}\left\{E\left[f_{1}^{i} \mid f_{0}=x\right] \phi\left(x ; 0, I\left(\theta_{0}\right)^{-1}\right)\right\} .
\end{aligned}
$$

Proof of Theorem 4.1. We obtain Theorem 4.1 from Lemmas 7.5 and 7.6.
Next, by Lemmas 6.4(2) and 7.5, we have the following.

Lemma 7.7. Assume that $(\mathrm{C} 1)-(\mathrm{C} 3)$ and $(\mathrm{C} 5)$ are satisfied. Let $\theta_{0} \in \Theta^{o}$ and let $K$ be any compact set in $\mathbf{R}^{k}$. Then

$$
\begin{aligned}
F_{\varepsilon}^{u, K}(w):= & \phi_{\varepsilon}^{K, u}(w) \exp \left\{\varepsilon^{-2} G\left(w, \varepsilon, \theta_{0}+\varepsilon u ; \theta_{0}\right)\right\} \\
& \times \psi\left(\xi_{\varepsilon}(w)\right) I_{A}\left(\psi_{\varepsilon}(w) \varepsilon^{-1}\left(\hat{\theta}_{\varepsilon}^{*}\left(w ; \theta_{0}\right)-\theta_{0}\right)\right)
\end{aligned}
$$

is well defined and has the asymptotic expansion

$$
F_{\varepsilon}^{u, K} \sim e^{f_{0}^{L, u}}\left(\bar{\Phi}_{A, 0}^{u}+\varepsilon \bar{\Phi}_{A, 1}^{u}+\cdots\right)
$$

in $\widetilde{D}^{-\infty}$ as $\varepsilon \downarrow 0$ uniformly in $A \in \mathbf{B}^{k}$ and $u \in K$ with $\bar{\Phi}_{A, 0}^{u}, \bar{\Phi}_{A, 1}^{u}, \ldots$ determined by the formal Taylor expansion

$$
\left(1+\varepsilon \Psi_{1}^{u}+\varepsilon^{2} \Psi_{2}^{u}+\cdots\right)\left(\Phi_{A, 0}+\varepsilon \Phi_{A, 1}+\cdots\right)=\bar{\Phi}_{A, 0}^{u}+\varepsilon \bar{\Phi}_{A, 1}^{u}+\cdots
$$

In particular,

$$
\bar{\Phi}_{A, 0}^{u}=I_{A}\left(f_{0}\right), \quad \bar{\Phi}_{A, 1}^{u}=f_{1}^{i} \partial_{i} I_{A}\left(f_{0}\right)+f_{1}^{L, u} I_{A}\left(f_{0}\right) .
$$

Proof of Theorem 4.2. The validity of the asymptotic expansion can be proved in a similar fashion as in the proof of Theorem 3.2. From integration by parts we see that each term on the right-hand side of the asymptotic expansion of $E\left[F_{\varepsilon}^{u,}, K_{( }(w)\right]$ of Lemma 7.7 is represented by an integration of some smooth function on the set $A$. We determine $p_{0}^{c, u}$ and $p_{1}^{c, u}$. Let $A+u=\{x ; x-u \in A\}$. We have

$$
f_{0}^{L, u}=I\left[f_{0}, u\right]-\frac{1}{2} I[u, u] .
$$

Using Lemma 7.7 for $A+u$ in place of $A$, we have

$$
\begin{aligned}
E\left[e^{f_{0}^{L, u}} \bar{\Phi}_{A+u, 0}^{u}\right] & =E\left[e^{f_{0}^{L, u}} I_{A+u}\left(f_{0}\right)\right] \\
& =\int_{A+u} \exp \left\{I[x, u]-\frac{1}{2} I[u, u]\right\} \phi\left(x ; 0, I^{-1}\right) d x \\
& =\int_{A+u} \phi\left(x-u ; 0, I^{-1}\right) d x \\
& =\int_{A} \phi\left(y ; 0, I^{-1}\right) d y
\end{aligned}
$$

Next,

$$
\begin{aligned}
& E\left[e^{f_{0}^{L L, u}} \bar{\Phi}_{A+u, 1}^{u}\right] \\
&= E\left[e^{f_{0}^{L, u}} f_{1}^{i} \partial_{i} I_{A+u}\left(f_{0}\right)\right]+E\left[e^{f_{0}^{L, u}} f_{1}^{L, u} I_{A+u}\left(f_{0}\right)\right] \\
&= \int_{A+u}-\partial_{i} E\left[e^{f_{0}^{L, u}} f_{1}^{i} \delta_{x}\left(f_{0}\right)\right] d x+E\left[e^{f_{0}^{L, u}} f_{1}^{L, u} I_{A+u}\left(f_{0}\right)\right] \\
&= \int_{A+u}\left[-\partial_{i}\left(\exp \left\{I[x, u]-\frac{1}{2} I[u, u]\right\} E\left[f_{1}^{i} \mid f_{0}=x\right] \phi\left(x ; 0, I^{-1}\right)\right)\right. \\
&\left.+\exp \left\{I[x, u]-\frac{1}{2} I[u, u]\right\} E\left[f_{1}^{L, u} \mid f_{0}=x\right] \phi\left(x ; 0, I^{-1}\right)\right] d x \\
&= \int_{A+u}\left[-\partial_{i}\left(q_{b}^{i}(x) \phi\left(x-u ; 0, I^{-1}\right)\right)+q_{0}^{L, u}(x) \phi\left(x-u ; 0, I^{-1}\right)\right] d x \\
&= \int_{A}\left[-\partial_{i}\left(q_{b}^{i}(y+u) \phi\left(y ; 0, I^{-1}\right)\right)+q_{0}^{L, u}(y+u) \phi\left(y ; 0, I^{-1}\right)\right] d y .
\end{aligned}
$$

This completes the proof.
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