In our paper [MNN24] the assertion of Proposition 3.2 is correct. However, the proof includes
some confusing typos. We show a correct proof.

Proposition 3.2. Assume that p = 3. Let L be given by (1.8). If \ € C\ oy, then (L —\)"[1]
and (L — X\)7H(uE)?] can be explicitly written as follows:

(3 —A) — 3(uy)”
N2 — 2\ — 3(a? — 1)2
where a == u(0) given by (2.6).
Proof. Let u := u* for simplicity. Multiplying (1.5) by u’ and integrating it over [0, z] we have

(202 — o) — (1 + M) (uy,)?

(L_)‘>_1[1] = A2 — 2\ — 3(042 _ 1)2

and (L—\)""(u)’] =

, (33)
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and hence
L[v?] = 2e%uu” + 26*u® — v* + v = 3u* — 20 + ™. (3.4)

Using L[1] = —1 + 3u? and (3.4), by direct calculation we can check that
(3—X) —3u? (20% —at) — (1 + \)u? )
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O
In the paper [MNN24, page 47],
202 w2 ot a2 ot
tem = = —
2 2 4 2 4
is not correct and it should be
202w Rt
- — = —— —,
2 2 4 4
and
L[] =1-3u?

is not correct and it should be
L[1] = —1 + 3u”.
However, (3,3) is correct. This note is written on Nov. 19th, 2024.
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