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1 Introduction

A subgroup of a locally compact second countable group G is said to be a
lattice if it is discrete in G and has cofinite measure with respect to the Haar
measure on G. Classically, it is a basic problem to consider whether a lattice
in a Lie group determines its ambient Lie group. More precisely, when Γ and
Λ are lattices in Lie groups G and H, respectively, it is an interesting problem
to study when the existence of an isomorphism between Γ and Λ implies the
existence of an isomorphism between G and H. The Mostow-Prasad-Margulis
rigidity theorem gives a complete answer to this question for semisimple Lie
groups in a more sophisticated form.

In this chapter, by a discrete group we mean a discrete and countable group.
Let us consider the following question: Given two discrete groups, under what
conditions can they be realized as lattices in the same locally compact second
countable group? Suppose that discrete groups Γ, Λ are lattices in a locally
compact second countable group G. We shall observe some consequences of
this situation. Consider the action of Γ × Λ on G given by

(γ, λ)g = γgλ−1, γ ∈ Γ, λ ∈ Λ, g ∈ G.

It is easy to check the following:

• The actions Γ(≅ Γ×{e}) y G and Λ(≅ {e}×Λ) y G are both measure-
preserving with respect to the (left) Haar measure m on G. Note that
the existence of a lattice in G implies the invariance of m under right
multiplication by each element of G.

• The action Γ y G is free and admits a fundamental domain of finite
measure, i.e., a Borel subset F ⊂ G such that m(F ) < ∞,

∪
γ∈Γ γF = G,

and m(γ1F ∩ γ2F ) = 0 for any distinct γ1, γ2 ∈ Γ. We can say the same
thing for the action Λ y G.

In a general situation of the above one, Gromov introduced the notion of
measure equivalence as follows.

Definition 1.1 ([23, 0.5.E]). We say that two discrete groups Γ and Λ are
measure equivalent (ME) if there exists a measure-preserving action of Γ × Λ
on a standard Borel space (Σ,m) with a σ-finite positive measure such that
both of the actions Γ(≅ Γ × {e}) y Σ and Λ(≅ {e} × Λ) y Σ are essentially
free and admit a fundamental domain of finite measure. The space (Σ,m)
(equipped with the (Γ × Λ)-action) is then called a ME coupling of Γ and Λ.

A standard Borel space is a Borel space arising from a separable complete
metric space (see [34] for details of standard Borel spaces). An action of a
discrete group on a measure space is said to be essentially free if the stabilizers
of almost all points are trivial.
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It is easy to see that ME defines an equivalence relation among discrete
groups (see Section 2 in [16] or Remark 3.8 in this chapter). In the study
of ME, it is fundamental to classify various discrete groups up to ME and to
determine completely the class consisting of all discrete groups ME to a given
group. We give three typical examples of ME couplings.

Example 1.2. Let G be a locally compact second countable group equipped
with the Haar measure and let Γ, Λ be lattices in G. The action of Γ × Λ on
G given by

(γ, λ)g = γgλ−1, γ ∈ Γ, λ ∈ Λ, g ∈ G

defines an ME coupling of Γ and Λ.

Example 1.3. This is a special case of the above example. Let Γ be a discrete
group and let Λ be a finite index subgroup of Γ. The action of Γ × Λ on Γ
given by

(γ, λ)γ′ = γγ′λ−1, γ, γ′ ∈ Γ, λ ∈ Λ

defines an ME coupling of Γ and Λ, where the measure on Γ is the counting
one.

Example 1.4. Let Γ be a discrete group and let N be a finite normal subgroup
of Γ. Choose an essentially free, measure-preserving action of Γ on a standard
Borel space X with a finite positive measure (e.g., the Bernoulli action Γ y∏

Γ[0, 1] when Γ is infinite). Then the action of Γ× (Γ/N) on X× (Γ/N) given
by

(γ, λ)(x, λ′) = (γx, p(γ)λ′λ−1), γ ∈ Γ, λ, λ′ ∈ Γ/N, x ∈ X

defines an ME coupling of Γ and Γ/N , where p : Γ → Γ/N is the quotient
homomorphism. Note that we can find a fundamental domain F for the action
N y X since N is finite. It is easy to see that F × {eN} ⊂ Γ × (Γ/N) is a
fundamental domain for the action Γ(≅ Γ × {e}) y X × (Γ/N).

Commensurability up to finite kernels is the equivalence relation for discrete
groups defined by declaring two groups in an exact sequence 1 → A → B →
C → 1 of discrete groups to be equivalent if the third group is finite. It follows
from the last two examples that two commensurable groups up to finite kernels
are ME. In particular, all finite groups are ME. Conversely, it is easy to see
that a discrete group ME to a finite group is also finite.

Measure equivalence can be viewed as a measure-theoretic analogue of
quasi-isometry (QI) between finitely generated groups. It is known that two
finitely generated groups are QI if and only if there exists a continuous (Γ×Λ)-
action on some locally compact space Ω such that both of the actions of
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Γ(≅ Γ × {e}) and Λ(≅ {e} × Λ) on Ω are properly discontinuous and co-
compact (see 0.2.C in [23]). On the other hand, there are examples of two ME
groups which are not QI, and examples of two QI groups which are not ME.
For example, Z and Z2 are ME but not QI (see Theorem 1.8). It is known
that Kazhdan’s property (T) is invariant under ME (see Corollary 1.4 in [17])
and that there exist two finitely generated groups Γ1, Γ2 satisfying the follow-
ing (see Section 3.6 in [6]): Γ1 and Γ2 are QI; and Γ1 satisfies property (T),
whereas Γ2 does not satisfy property (T). Hence, Γ1 and Γ2 are not ME.

ME rigidity for mapping class groups. In this chapter, we study map-
ping class groups of compact orientable surfaces from the viewpoint of ME,
and consider a locally compact second countable group containing a lattice
isomorphic to mapping class groups.

Let M be a connected compact orientable surface of genus g and with p
boundary components. The mapping class group Γ(M) of M is defined to be
the group of isotopy classes of all orientation-preserving diffeomorphisms of M .
Let Γ(M)⋄ be the extended mapping class group of M , i.e., the group of isotopy
classes of all diffeomorphisms of M . The group Γ(M)⋄ contains Γ(M) as a
subgroup of index 2. Let κ(M) = 3g+p−4 be the complexity of M and assume
that κ(M) > 0. Let C = C(M) be the curve complex of M , on which Γ(M)⋄

naturally acts (see Definition 2.1). We denote by Aut(C) the automorphism
group of the simplicial complex C. It is known that the kernel of the natural
homomorphism π : Γ(M)⋄ → Aut(C) and the index [Aut(C) : π(Γ(M)⋄)] are
both finite (see Theorem 2.3). Our first aim in this chapter is to survey the
proof of the following rigidity theorem for Γ(M), which completely determines
the class of discrete groups ME to Γ(M).

Theorem 1.5 ([36, Theorem 1.1]). Let M be a surface with κ(M) > 0. If
a discrete group Λ is ME to the mapping class group Γ(M), then there exists
a homomorphism ρ : Λ → Aut(C) such that the kernel of ρ and the index
[Aut(C) : ρ(Λ)] are both finite.

Our second aim is to survey the proof of the following theorem, which
determines all locally compact second countable groups containing a lattice
isomorphic to mapping class groups. The idea of this work relies on Furman’s
paper [18] about the same problem for higher rank lattices. To the best of our
knowledge, there exists no natural topological group containing the mapping
class group as a lattice other than the mapping class group itself. The following
theorem assures this observation. It has already been known that the mapping
class group for a surface with positive complexity is not isomorphic to a lattice
in any semisimple Lie group, by a result due to Kaimanovich and Masur [33].
(They also showed that any sufficiently large subgroup of the mapping class
group is not isomorphic to a lattice in a semisimple Lie group with real rank
at least 2.)
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Theorem 1.6 ([36, Theorem 1.4]). Let M be a surface with κ(M) > 0 and
let Γ be a finite index subgroup of Γ(M)⋄. Let G be a locally compact second
countable group and let σ : Γ → G be a lattice embedding, that is, σ is an
injective homomorphism such that σ(Γ) is a lattice in G. Then the following
assertions hold:

(i) There exists a continuous homomorphism Φ0 : G → Aut(C) such that
Φ0(σ(γ)) = π(γ) for any γ ∈ Γ, where π : Γ(M)⋄ → Aut(C) is the
natural homomorphism.

(ii) Let K be the kernel of Φ0 and let Γ act on K by conjugation via σ. Let
ρ : Γ n K → G be the homomorphism defined by ρ(k) = k for k ∈ K and
ρ(γ) = σ(γ) for γ ∈ Γ. Then the kernel of ρ and the index [G : ρ(ΓnK)]
are both finite.

In particular, G admits infinitely many connected components, and σ(Γ) is
cocompact in G.

This theorem says that there exists no interesting lattice embedding of the
mapping class group into a locally compact second countable group.

Amenability of the action Γ(M)⋄ y ∂C. This property plays an important
role in the proof of Theorems 1.5 and 1.6. Let M be a surface with κ(M) ≥ 0.
It is known that the curve complex C = C(M) is a hyperbolic metric space
in the sense of Gromov, by a result due to Masur and Minsky [43]. See also
Hamenstädt’s proof in Volume I of this handbook [27]. Hence, we can construct
the Gromov boundary ∂C of C, which is known to be non-empty. Then Γ(M)⋄

acts on ∂C continuously with respect to the topology on ∂C as the Gromov
boundary of C. It can be shown that ∂C is a standard Borel space with respect
to the σ-field of subsets of ∂C generated by this topology (see Proposition 3.10
in [35]). We refer to [39], [24], [27] for more details of the boundary ∂C. The
action Γ(M)⋄ y ∂C admits the following remarkable property:

Theorem 1.7 ([35, Theorem 3.29]). Let M be a surface with κ(M) ≥ 0 and let
C be the curve complex for M . Let µ be a probability measure on the Gromov
boundary ∂C such that the action of Γ(M)⋄ on (∂C, µ) is non-singular. Then
the action Γ(M)⋄ y (∂C, µ) is amenable (in a measurable sense).

Here, when we are given a Borel action of a discrete group Γ on a Borel
space S equipped with a positive measure ν, we say that the action Γ y (S, ν)
is non-singular if ν(γA) = 0 for any γ ∈ Γ and any Borel subset A of S with
ν(A) = 0. Amenability of group actions on measure spaces was first introduced
by Zimmer [62] as a generalization of amenability of groups. Once it is shown
that some action of a group is amenable, there are many applications to the
study of that group from various aspects (see Section 8). In Section 4, we
discuss the notion of amenable actions of groups and Theorem 1.7. We will
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apply Theorem 1.7 in the proof of Theorem 5.10 to show that IA subgroupoids
are amenable.

Short description of history. The first magnificent result on ME is due
to Ornstein and Weiss. Following Dye’s results [11], [12] on some amenable
groups from the viewpoint of orbit equivalence, Ornstein and Weiss obtained
the following result (see Section 4 for the definition and elementary facts about
amenable groups).

Theorem 1.8 ([52]). An infinite discrete group is ME to Z if and only if it is
amenable. In particular, all infinite solvable groups are ME to each other.

It is natural to consider lattices in various Lie groups from the viewpoint of
ME because of Example 1.2. Based on Zimmer’s cocycle superrigidity theorem
[63], Furman established the following rigidity result for higher rank lattices.

Theorem 1.9 ([16]). Let G be a connected simple Lie group of non-compact
type with finite center and real rank at least 2. Let Γ be a lattice in G. If
a discrete group Λ is ME to Γ, then there exists a homomorphism ρ : Λ →
Aut(AdG) such that kerρ is finite and ρ(Λ) is a lattice in Aut(AdG).

Note that the kernel of the natural composed map G → AdG → Aut(AdG)
and the index of the image of G in Aut(AdG) are both finite. Thanks to
this result, the class of discrete groups ME to a lattice in G is completely
determined. At present, these two theorems and Theorem 1.5 are the only
results which completely describe the class of discrete groups ME to a given
infinite group. It is known that there exist continuously many discrete groups
ME to a non-abelian free group (see Theorem 2.27 in [48]). Although no
group-theoretic characterization of the class of such groups is known, some
non-trivial examples of groups in that class are known (see [21]).

Gaboriau [20] proved that the sequence {βn(Γ)}n∈N of ℓ2-Betti numbers for
a discrete group Γ is an invariant for ME in the following sense: If two discrete
groups Γ and Λ are ME, then there exists a positive real number c such that
βn(Γ) = cβn(Λ) for all n. This fact leads to big progress in the classification
problem of discrete groups up to ME because this numerical invariant is defined
for all discrete groups and is computable for various discrete groups arising
geometrically.

The theory of ME is deeply linked with the theory of orbit equivalence.
In fact, Ornstein and Weiss’s original theorem is formulated in terms of orbit
equivalence. Moreover, orbit equivalence is closely related to the theory of von
Neumann algebras. There are many noteworthy results around these fields.
We recommend the reader to consult [21], [58], [60] and the references therein
for recent development of these fields.
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Organization of this chapter. In Section 2, we recall fundamentals of map-
ping class groups, groupoids, and ME. It is important to know the construction
of an isomorphism between two discrete measured groupoids from an ME cou-
pling. Thanks to this construction, we can handle the classification problem
of ME as an algebraic problem of groupoids arising from measure-preserving
actions of discrete groups on measure spaces. To analyze the groupoid arising
from an action of the mapping class group, we study its subgroupoids. Many
facts about subgroups of mapping class groups reviewed in this section will
help us to proceed to the analysis of subgroupoids because a groupoid is a
generalization of a group.

In Section 3, we give an outline of the proof of Theorems 1.5 and 1.6.
The main step in the proof is to consider a self ME coupling of the mapping
class group Γ(M), i.e., an ME coupling of Γ(M) and Γ(M). This corresponds
to considering an isomorphism between groupoids arising from two actions of
Γ(M). We first explain what we can say about such an isomorphism, which
will be formulated in Theorem 3.6. Here, we give only its statement, and
will explain its proof in subsequent sections. Assuming Theorem 3.6, we show
that any self ME coupling of Γ(M) can be reduced to a much simpler self ME
coupling of Γ(M). We explain how to deduce the rigidity results in Theorems
1.5 and 1.6 from such a reduction. As another direct application, we prove a
rigidity result in terms of orbit equivalence.

In Section 4, we recall amenability of discrete measured groupoids. This
notion is often utilized in the study of groupoids and plays an important role
in this work.

From Section 5 to Section 7, we study subgroupoids of a groupoid G arising
from a measure-preserving action of Γ(M) on a standard Borel space with a
finite positive measure. In Section 5, we classify subgroupoids of G, following
the classification of subgroups of Γ(M) due to McCarthy and Papadopoulos
[45]. We introduce two types of subgroupoids of G, which are called IA and
reducible ones, respectively. In Section 6, we recall the definition of normal
subgroupoids of a discrete measured groupoid, and study the normalizers in
G of an IA or reducible subgroupoid. In Section 7, using results shown in the
previous sections, we characterize various reducible subgroupoids in terms of
amenability and normal subgroupoids. This characterization makes it possible
to study an isomorphism between groupoids arising from two actions of Γ(M)
and to prove Theorem 3.6.

Finally, in Section 8, we briefly explain other related results shown in the
series of papers [35], [36], [37], [38].

Acknowledgements. The author would like to express his deep gratitude
to Athanase Papadopoulos and Charles Boubel for reading the first version of
this chapter very carefully. Thanks to their valuable comments, this chapter
was greatly improved. This chapter was written during the stay at Max Planck
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Institute for Mathematics in Bonn. The author wishes to thank the institute
for its warm hospitality.

2 Preliminaries

2.1 Mapping class groups

In this subsection, we recall fundamental facts about mapping class groups
and several geometric objects related to them. We refer the reader to [13],
[30], [32] or Sections 3.1, 3.2, 4.3 and 4.5 in [35] and the references therein for
the material of this subsection. Chapter 8 of Volume I of this handbook ([49])
also deals with this material.

Let M = Mg,p be a connected, compact and orientable surface of type
(g, p), that is, of genus g and with p boundary components. Throughout the
chapter, a surface is assumed to be connected, compact and orientable unless
otherwise stated. Let Γ(M) be the mapping class group of M , i.e., the group
of isotopy classes of all orientation-preserving diffeomorphisms of M . The
extended mapping class group Γ(M)⋄ of M is the group of isotopy classes of
all diffeomorphisms of M , which contains Γ(M) as a subgroup of index 2. Let
κ(M) = 3g+p−4 be the complexity of M . We recall two geometric objects, the
curve complex and the Thurston boundary, on which Γ(M)⋄ naturally acts.

The curve complex C. This simplicial complex was introduced by Harvey
[28] and plays an indispensable role in this chapter. We recall some funda-
mental properties.

Definition 2.1. For a surface M , let V (C) = V (C(M)) be the set of all non-
trivial isotopy classes of non-peripheral simple closed curves on M . Here, a
simple closed curve on M is said to be non-peripheral if it is not isotopic to
any boundary component of M . Let S(M) denote the set of all non-empty
finite subsets of V (C) which can be realized disjointly on M at the same time.

When κ(M) > 0, we define the curve complex C = C(M) as a simplicial
complex such that the set of vertices is V (C), and the set of simplices is S(M).

When κ(M) = 0, that is, when M is either of type (1, 1) or (0, 4), we define
the curve complex C = C(M) as the one-dimensional simplicial complex such
that the set of vertices is V (C), the set of edges is defined as follows: A pair
{α, β} of two distinct elements of V (C) forms an edge if α and β have the
lowest possible intersection number, that is, 1 for M1,1 and 2 for M0,4.

When M = M0,3, let C = C(M) be the empty set. For other surfaces, we
do not need to define curve complexes because such surfaces do not appear
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as components of the surface obtained by cutting a surface with non-negative
complexity along disjoint and mutually non-isotopic curves.

We immediately see that the curve complex is locally infinite (if it is non-
empty). Although it is often difficult to treat the curve complex because of
this property, it admits the following remarkable property.

Theorem 2.2 ([43], [47]). If M is a surface with κ(M) ≥ 0, then the curve
complex C = C(M) is connected. Moreover, when C is equipped with the
natural simplicial metric, it has infinite diameter and is hyperbolic in the sense
of Gromov.

Let Aut(C) be the automorphism group of the simplicial complex C. Note
that since Γ(M)⋄ acts on C simplicially, there is a natural homomorphism
π : Γ(M)⋄ → Aut(C). It is natural to ask whether this natural homomor-
phism is an isomorphism or not. The following theorem answers this question
completely in the case of κ(M) > 0. We refer to [40], [42], [47] for the case of
κ(M) = 0.

Theorem 2.3 ([31], [40], [42]). Let M be a surface with κ(M) > 0.

(i) If M is neither M1,2 nor M2,0, then π is an isomorphism.

(ii) If M = M1,2, then the image of π is a subgroup of Aut(C) with index 5
and ker(π) is the subgroup generated by a hyperelliptic involution, which
is isomorphic to Z/2Z.

(iii) If M = M2,0, then π is surjective and ker(π) is the subgroup generated
by a hyperelliptic involution, which is isomorphic to Z/2Z.

(iv) The two simplicial complexes C(M0,5) and C(M1,2) (resp. C(M0,6) and
C(M2,0)) are isomorphic.

The Thurston boundary PMF . Here, we recall some important facts on
the Thurston boundary. We recommend the reader to consult [13] for details
and proofs of the following facts.

Let M be a surface with κ(M) ≥ 0 and let R(M) be the set of all non-
negative real valued functions on V (C), endowed with the product topology.
We denote by PR(M) the quotient space of R(M) \ {0} by the natural diag-
onal action of the multiplicative group R∗

>0 of all positive real numbers. Let
i : V (C) × V (C) → N be the minimal geometric intersection number among
representatives of two elements of V (C). In particular, i(α, α) = 0 for all
α ∈ V (C). For each α ∈ V (C), we can define an element of R(M) \ {0} by
the function V (C) ∋ β 7→ i(α, β). The induced map V (C) → R(M) is then
injective. The closure of R∗

>0 · V (C) in R(M) is denoted by MF = MF(M),
and it is called the space of measured foliations on M . This space MF is
homeomorphic to R6g−6+2p. In fact, it is known that each element of MF
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can be identified with a foliation with some singularities on M equipped with
a transverse measure. The way to identify an element of MF and a measured
foliation is not immediate. The reader should be referred to Exposé 5 in [13]
for this identification.

Moreover, the composed map V (C) → R(M) \ {0} → PR(M) is also
injective. The closure of the image is denoted by PMF = PMF(M), and it
is called the Thurston boundary or the space of projective measured foliations
on M . This space PMF is homeomorphic to the sphere of dimension 6g −
7 + 2p. It is known that S(M) can also naturally be embedded into PMF
by using the minimal geometric intersection number i : S(M) × V (C) → N
among representatives of elements of S(M) and V (C). This function i can
be continuously extended to a function MF × MF → R≥0 which is R∗

>0-
homogeneous in the following sense:

i(r1F1, r2F2) = r1r2i(F1, F2)

for any r1, r2 ∈ R∗
>0 and F1, F2 ∈ MF . Hence, for two elements F1, F2 ∈

PMF , whether i(F1, F2) = 0 or ̸= 0 makes sense. As R(M) is endowed with
the product topology, the group Γ(M)⋄ acts continuously on both MF and
PMF , and the equation

i(gF1, gF2) = i(F1, F2)

holds for any g ∈ Γ(M)⋄ and F1, F2 ∈ MF (or PMF). Let

MIN = {F ∈ PMF : i(F, α) ̸= 0 for any α ∈ V (C)}

be the set of all minimal measured foliations on M , which is a Γ(M)⋄-invariant
Borel subset of PMF .

Each point of the Teichmüller space T = T (M) also defines an element of
R(M) \ {0}. Indeed, once chosen a hyperbolic metric on M , there is exactly
one geodesic in each free homotopy class of closed, non-peripheral curves on
M . The lengths of these geodesics give a map T → R(M) \ {0}. The induced
map T → PR(M) is then injective, and PMF forms the boundary of the
image of this map. The disjoint union T = T ∪ PMF is called the Thurston
compactification of the Teichmüller space, which is homeomorphic to a closed
Euclidean ball of dimension 6g−6+2p whose boundary corresponds to PMF .

For g ∈ Γ(M), let us denote by

Fix(g) =
{
x ∈ T : gx = x

}
the fixed point set of g. Each element g ∈ Γ(M) is classified as follows in
terms of its fixed points on T (see Exposé 9, §V, Théorème and Exposé 11,
§4, Théorème in [13]):

Theorem 2.4. Let M be a surface with κ(M) ≥ 0. Each element g ∈ Γ(M)
can be classified into the following three types:
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(i) g has finite order and has a fixed point on T .

(ii) g is pseudo-Anosov, that is, Fix(g) consists of exactly two points of
MIN .

(iii) g has infinite order and is reducible, that is, there exists σ ∈ S(M) such
that gσ = σ.

Note that these three types are mutually exclusive. We say that F ∈ PMF
is a pseudo-Anosov foliation if F is a fixed point for some pseudo-Anosov
element. It is known that the set of all pseudo-Anosov foliations is dense in
PMF .

Dynamics of each element of Γ(M) on PMF . This information will
help us to consider the problem of probability measures on PMF which are
invariant for the action of a subgroup of Γ(M) (see Subsection 5.1). Let M
be a surface with κ(M) ≥ 0. A pseudo-Anosov element g ∈ Γ(M) has the
following remarkable dynamics on T .

Theorem 2.5 ([32, Theorem 7.3.A]). Let M be a surface with κ(M) ≥ 0
and let g ∈ Γ(M) be a pseudo-Anosov element. Then the two fixed points
F±(g) ∈ MIN of g satisfy the following: If U is an open neighborhood of
F+(g) in T and if K is a compact subset of T \ {F−(g)}, then there exists
N ∈ N such that gn(K) ⊂ U for all n ≥ N .

We call F+(g) (resp. F−(g)) the unstable (resp. stable) foliation for g.
We next consider the dynamics of a reducible element. We say that g ∈

Γ(M) is pure if the isotopy class g contains a diffeomorphism ϕ of M satisfying
the following Condition (P):

We say that a diffeomorphism ϕ of M satisfies Condition (P) if there exists
a closed one-dimensional submanifold c (may be empty) of M such that

• each component of c is neither homotopic on M to a point nor to ∂M ;

• ϕ is the identity on c, and it does not rearrange the components of M \c.
Moreover, ϕ induces on each component of the surface Mc obtained by
cutting M along c a diffeomorphism isotopic to either a pseudo-Anosov
or the identity diffeomorphism.

We may assume that c does not have superfluous components, that is, we
cannot discard any component of c without violating Condition (P). Note
that if some component of c is on the boundary of two components on which
the action of ϕ is isotopic to the identity, then the action of ϕ on the union of
these two components is not necessarily isotopic to the identity. There exists
a finite index subgroup of Γ(M) consisting of pure elements (see Theorem 2.8
(i)).
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Let g ∈ Γ(M) be a pure element and let c be a one-dimensional submanifold
of M satisfying Condition (P) for some diffeomorphism in the isotopy class g.
Let Q1, . . . , Qn be the components of Mc on which g induces a pseudo-Anosov
element, and let F 1

+, . . . , Fn
+, F 1

−, . . . , Fn
− ∈ MF be some representatives of the

corresponding unstable and stable foliations. Let α1, . . . , αm be the isotopy
classes of the components of c which are also boundary components of some
Qi. Let β1, . . . , βl be the isotopy classes of the remaining components of c.
For F ∈ MF , let [F ] ∈ PMF denote the projection of F onto PMF . Define
two subsets ∆u, Ψs of PMF by

∆u =


 n∑

i=1

miF
i
+ +

m∑
j=1

ajαj +
l∑

k=1

bkβk

 ∈ PMF :

mi, aj , bk ≥ 0,
n∑

i=1

mi +
m∑

j=1

aj +
l∑

k=1

bk > 0

 ,

Ψs =
{
[F ] ∈ PMF : i(F, F i

−) = i(F, βk) = 0 for all i, k
}

.

See Section 2.4 in [30] for the sum of disjoint foliations. These subsets ∆u,
Ψs are closed in PMF . Moreover, if g is a reducible element of infinite order,
then both ∆u and Ψs are contained in PMF \MIN (see Corollary 2.16 in
[30]). The following gives the behavior of the dynamics of a pure reducible
element on PMF .

Theorem 2.6 ([30, Theorem 3.5]). Let M be a surface with κ(M) ≥ 0 and let
g ∈ Γ(M) be a pure element. Let U be an open subset and let K be a compact
subset of PMF such that ∆u ⊂ U and K ⊂ PMF \ Ψs. Then there exists
N ∈ N such that gn(K) ⊂ U for all n ≥ N .

Classification of subgroups of Γ(M). Let M be a surface with κ(M) ≥ 0.
Using the classification of elements of Γ(M) in Theorem 2.4, McCarthy and
Papadopoulos [45] classified subgroups of Γ(M) as follows.

Theorem 2.7. Let M be a surface with κ(M) ≥ 0. Each subgroup Γ of Γ(M)
can be classified into the following four types:

(i) Γ is finite.
(ii) There exists a pseudo-Anosov element g ∈ Γ such that h{F±(g)} =

{F±(g)} for any h ∈ Γ. In this case, Γ is virtually cyclic and we say
that Γ is IA (= infinite, irreducible and amenable).

(iii) Γ is infinite and there exists σ ∈ S(M) such that gσ = σ for any g ∈ Γ.
(iv) There exist two pseudo-Anosov elements g1, g2 ∈ Γ such that {F±(g1)}∩

{F±(g2)} = ∅. In this case, Γ contains a non-abelian free subgroup and
is said to be sufficiently large.
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Note that these four types are mutually exclusive (use Theorem 2.5). A
subgroup of Γ(M) is said to be reducible if it fixes some element of S(M).

Some special subgroups of finite index in Γ(M). We finally introduce
some finite index subgroups of Γ(M) which satisfy nice properties. Since a
discrete group and its finite index subgroup are ME as seen in Example 1.3,
we may consider such special subgroups instead of Γ(M) in the problem of ME.
Thanks to the nice properties, many arguments technically get much easier.

For σ ∈ S(M), we often denote by Mσ for simplicity the surface obtained
by cutting M along a realization of curves in σ when a realization of σ is not
specified. It is well-known that if g ∈ Γ(M) satisfies the equation gσ = σ, then
there exist a realization c of σ and a diffeomorphism ϕ of M whose isotopy class
is g such that ϕ(c) = c (see Theorem 5.2 in [41] for the proof). Then ϕ induces
a diffeomorphism on the surface Mc obtained by cutting M along c. When ϕ
preserves each component of Mc, we say that g preserves each component of
Mσ. This definition depends only on the isotopy classes σ and g, and does not
depend on the choice of c and ϕ. Likewise, we often identify an isotopy class
and some representative of it for simplicity of the notation if no serious problem
occurs. For an integer m, let Γ(M ; m) be the subgroup of Γ(M) consisting of
all elements which act trivially on the homology group H1(M ; Z/mZ). This
subgroup has the following notable properties (see Theorem 1.2 and Corollaries
1.5, 1.8, 3.6 in [30]).

Theorem 2.8. Let M be a surface with κ(M) ≥ 0 and let m ≥ 3 be an integer.
Then the following assertions hold:

(i) Γ(M ; m) is a torsion-free subgroup of finite index in Γ(M) and consists
of pure elements.

(ii) If g ∈ Γ(M ; m) and F ∈ PMF satisfy gnF = F for some n ∈ Z \ {0},
then gF = F .

(iii) If g ∈ Γ(M ; m) and σ ∈ S(M) satisfy gnσ = σ for some n ∈ Z \ {0},
then gα = α for any α ∈ σ, and g preserves each component of Mσ and
preserves each component of the boundary of M .

2.2 Discrete measured groupoids

This subsection is a short review of the notion of a discrete measured groupoid.
We refer to [4], [5] and Chapter XIII, §3 in [59] for more details.

Measure theory. We first recall some basic terminology in measure theory.
A Borel space X is a set equipped with a distinguished σ-field of subsets of
X. A subset in the σ-field is called a Borel subset. A map f : X → Y between
Borel spaces X and Y is said to be Borel if f−1(A) is a Borel subset of X for
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any Borel subset A of Y . In this chapter, we always assume a Borel space to
be standard. A Borel space is standard if as a Borel space, it is isomorphic to a
Borel space associated with a separable complete metric space. The following
facts are known:

Theorem 2.9. (i) If a Borel space X is a countable union of Borel subsets
of X which are standard as a Borel space, then X is standard.

(ii) Any Borel subset of a standard Borel space is standard as a Borel space.
(iii) Any two standard Borel spaces with the same cardinality are isomorphic

as a Borel space.
(iv) Let X, Y be standard Borel spaces and let f : X → Y be a Borel map such

that f−1(y) is countable for each y ∈ Y . Then there exists a countable
Borel partition X =

⊔
n Xn satisfying the following: Let fn denote the

restriction of f to Xn. The image fn(Xn) is a Borel subset of Y , and
the map fn : Xn → fn(Xn) is a Borel isomorphism.

We refer to 13.4, 15.6 and 18.14 in [34] for Assertions (ii), (iii) and (iv),
respectively. The reader should consult [34] for more details of standard Borel
spaces. By a standard measure space we mean a standard Borel space X
equipped with a σ-finite positive measure µ. If µ is finite, i.e., if µ(X) < ∞,
then we say that (X,µ) is a standard finite measure space.

Let µ be a positive measure on a Borel space X. We say that a Borel
subset A of X is (µ-)null (resp. conull) if µ(A) = 0 (resp. µ(X \ A) = 0). A
property of points of X which holds for all x outside some µ-null Borel subset
of X is said to hold for (µ-)almost every (or a.e.) x ∈ X. A point x ∈ X with
µ({x}) > 0 is called an atom for the measure space (X,µ). Two measures µ
and ν on a Borel space X are said to be equivalent if the following holds: For
a Borel subset A of X, µ(A) = 0 if and only if ν(A) = 0.

Let (X,µ), (Y, ν) be Borel spaces with a positive measure. By a measure
space isomorphism f : (X,µ) → (Y, ν) we mean a Borel isomorphism f : X ′ →
Y ′ between conull Borel subsets X ′ ⊂ X and Y ′ ⊂ Y such that f∗µ and ν are
equivalent.

Groupoids. A groupoid is a generalization of a group. Given a set X, a
groupoid G on X is, roughly speaking, the set of arrows whose end and initial
points are in X satisfying several conditions. In the following definition, the
maps r, s : G → X assign to an arrow in G its end and initial points in X,
respectively.

Definition 2.10. If two non-empty sets G, X are equipped with two maps
r, s : G → X and the following operations, then G is called a groupoid on X:

(i) We put

G(2) = {(γ1, γ2) ∈ G × G : s(γ1) = r(γ2)}.
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There is a map G(2) ∋ (γ1, γ2) 7→ γ1γ2 ∈ G satisfying the two equations
r(γ1γ2) = r(γ1) and s(γ1γ2) = s(γ2), and satisfying the associative law.
The last condition means that the equation (γ1γ2)γ3 = γ1(γ2γ3) holds
for all (γ1, γ2), (γ2, γ3) ∈ G(2).

(ii) There is a map X ∋ x 7→ ex ∈ G satisfying the following equations:
r(ex) = s(ex) = x; γex = γ for any γ ∈ G with s(γ) = x; and exγ′ = γ′

for any γ′ ∈ G with r(γ′) = x. It is easy to see that for each x ∈ X, ex

is an unique element of G satisfying these equations.

(iii) There is a map G ∋ γ 7→ γ−1 ∈ G satisfying the following equations:
r(γ−1) = s(γ); s(γ−1) = r(γ); γγ−1 = er(γ); and γ−1γ = es(γ). It is
easy to see that for each γ ∈ G, γ−1 is an unique element of G satisfying
these equations.

In the above notation, X is called the unit space, and X is identified with the
set of all units of G via the map x 7→ ex. The maps r, s : G → X are called the
range, source maps, respectively. For (γ1, γ2) ∈ G(2), the element γ1γ2 ∈ G is
called the product of two elements γ1, γ2. We refer to ex as the unit on x ∈ X
and refer to γ−1 as the inverse of γ ∈ G.

Consider a subset H ⊂ G satisfying the following three conditions:

• If (γ1, γ2) ∈ G(2) ∩ (H×H), then γ1γ2 ∈ H.

• If γ ∈ H, then γ−1 ∈ H.

• ex ∈ H for all x ∈ X.

This subset H admits the structure of a groupoid on X induced from the one
for G. This groupoid H on X is called a subgroupoid of G.

We say that a groupoid is Borel if all the associated spaces and maps are
Borel. When we consider a Borel groupoid G on a standard Borel space, we
always assume G to be also standard as a Borel space.

Notation. Let G be a groupoid on the unit space X with the range and source
maps r, s : G → X, respectively. We denote by

I : G ∋ γ 7→ γ−1 ∈ G.

the inverse map. We write Gx = r−1(x) and Gx = s−1(x) for x ∈ X. Note that
Gx = I(Gx) for each x ∈ X. We say that G is discrete when Gx is countable
for each x ∈ X. For x, y ∈ X, we write

Gx
y = {γ ∈ G : r(γ) = x, s(γ) = y}.

It is easy to see that for each x ∈ X, Gx
x admits the structure of a group

induced from the structure of a groupoid on G. This group Gx
x is called the

isotropy group on x ∈ X.
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Example 2.11. Groups. Let G be a group. Then G can be seen as a groupoid
on the set consisting of a single point. Conversely, any groupoid on the set
consisting of a single point is a group.

Example 2.12. Equivalence relations. Let X be a non-empty set. Let R be
an equivalence relation on X, i.e., a subset of X × X satisfying the following
three conditions:

• (x, x) ∈ R for all x ∈ X;

• If (x, y) ∈ R, then (y, x) ∈ R;

• If (x, y), (y, z) ∈ R, then (x, z) ∈ R.

Define two maps r, s : R → X and the operations of products and inverses by

r(x, y) = x, s(x, y) = y, (x, y)(y, z) = (x, z), (x, y)−1 = (y, x).

Then R is a groupoid on X. If each equivalence class for R is at most count-
able, then R is a discrete groupoid.

Measures on discrete Borel groupoids. If we are given a discrete Borel
groupoid and a positive measure on the unit space, then we can define a natural
measure on the groupoid as follows.

Definition 2.13. Given a discrete Borel groupoid G on a Borel space X, we
say that a σ-finite positive measure µ on X is quasi-invariant for G if the two
measures µ̃ and I∗µ̃ on G are equivalent. Here, the measure µ̃ is defined by

µ̃(A) =
∫

X

∑
γ∈Gx

χA(γ)dµ(x),

for a Borel subset A of G, where χA is the characteristic function on A. We say
that µ is invariant for G if I∗µ̃ = µ̃. A discrete Borel groupoid G equipped with
a quasi-invariant measure µ on the unit space X is called a discrete measured
groupoid on (X,µ). Given a discrete measured groupoid G on (X,µ), we always
equip G with the measure µ̃ defined above. This measure µ̃ is a σ-finite positive
measure on G.

Notation. Let G be a discrete measured groupoid on a standard measure
space (X,µ). If A is a Borel subset of X, then we denote by GA the saturation
of A, which is the Borel subset of X defined by

GA = {r(γ) ∈ X : γ ∈ G, s(γ) ∈ A} = {s(γ) ∈ X : γ ∈ G, r(γ) ∈ A}.

It can be shown that GA is a Borel subset of X and that µ(GA) = 0 when
µ(A) = 0 (use Theorem 2.9 (iv)). If GA = A, then A is said to be G-invariant.
Note that if X ′ is a conull Borel subset of X, then X ′ \ G(X \ X ′) is a conull
G-invariant Borel subset of X contained in X ′.
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Definition 2.14. Let G be a discrete measured groupoid on a standard mea-
sure space (X,µ). If A is a Borel subset of X with positive measure, then the
Borel subset

{γ ∈ G : r(γ), s(γ) ∈ A}

has the natural structure of a groupoid on A induced from G. This groupoid
is called the restriction of G to A and is denoted by (G)A.

Definition 2.15. Let G, H be discrete measured groupoids on standard
measure spaces (X,µ), (Y, ν), respectively. By a groupoid homomorphism
f : G → H we mean a Borel map f : (G)A → H for some conull G-invariant
Borel subset A of X satisfying the following two conditions:

• f∗µ and ν are equivalent;

• f preserves the operation of products, i.e., the equation f(γ1γ2) =
f(γ1)f(γ2) holds for all (γ1, γ2) ∈ ((G)A)(2).

When X is identified with the set of all units of G, the map f : (G)A → H
induces a Borel map f : A → Y .

We do not distinguish two groupoid homomorphisms f1, f2 : G → H such
that f1 = f2 on (G)A for some conull G-invariant Borel subset A of X.

Remark 2.16. For i ∈ {1, 2, 3}, let Gi be a discrete measured groupoid on a
standard measure space (Xi, µi). Let f : G1 → G2 and g : G2 → G3 be groupoid
homomorphisms. For i ∈ {1, 2}, take a conull Gi-invariant Borel subset Ai of
Xi such that fi is defined on (Gi)Ai . It is easy to see that the Borel subset
A′

1 = (A1 ∩ f−1(A2)) \G1(A1 \ f−1(A2)) of X1 is conull and G1-invariant. The
composition of the two Borel maps f : (G1)A′

1
→ G2 and g : (G2)A2 → G3 is then

defined. It is clear that this composition defines a groupoid homomorphism
from G1 into G3. We denote it by g ◦ f : G1 → G3.

Definition 2.17. Let G, H be discrete measured groupoids on standard mea-
sure spaces (X,µ), (Y, ν), respectively. A groupoid homomorphism f : G → H
is called an isomorphism if there exists a groupoid homomorphism g : H → G
such that the compositions g ◦ f : G → G and f ◦ g : H → H coincide with the
identity homomorphisms on G and on H, respectively. In this case, G and H
are said to be isomorphic.

Though we often need to take G-invariant Borel subsets of X in many
situations in this chapter, we do not always mention it for simplicity of the
notation.

As seen in Example 2.12, an equivalence relation on a set defines a groupoid
on the set. We next introduce an equivalence relation on a Borel space which
induces a discrete measured groupoid on the Borel space.
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Definition 2.18. Let (X,µ) be a standard measure space. Let R be a Borel
subset of X × X such that

• R defines an equivalence relation on X as in Example 2.12;

• for each x ∈ X, the equivalence class Rx = {y ∈ X : (y, x) ∈ R} of x is
at most countable.

Then R is a discrete Borel groupoid on X with respect to the structure in-
troduced in Example 2.12. If µ is quasi-invariant for this groupoid, then R
is called a discrete measured equivalence relation (or simply an equivalence
relation) on (X,µ).

Definition 2.19. Let G be a discrete measured groupoid on a standard mea-
sure space (X,µ). It is easy to see that

R = {(r(γ), s(γ)) ∈ X × X : γ ∈ G}

has the structure of a discrete measured groupoid on (X,µ) such that

r(x, y) = x, s(x, y) = y, (x, y)(y, z) = (x, z), (x, y)−1 = (y, x).

This groupoid is called the quotient equivalence relation of G. Note that if the
isotropy group Gx

x is trivial for a.e. x ∈ X, then G and its quotient equivalence
relation R are isomorphic via the following isomorphism:

G ∋ γ 7→ (r(γ), s(γ)) ∈ R.

In this case, G is said to be principal.

We give one typical example of discrete measured groupoids appearing in
this chapter. We recommend the reader to see [5] for other examples of discrete
measured groupoids.

Example 2.20. Group actions. Let G be a discrete group and assume that
G admits a non-singular action on a standard measure space (X,µ), which
means that µ(A) = 0 if and only if µ(gA) = 0 for any g ∈ G and for any Borel
subset A ⊂ X. The direct product G×X then has the structure of a groupoid
such that

r(g, x) = gx, s(g, x) = x, (g, hx)(h, x) = (gh, x), (g, x)−1 = (g−1, gx).

This groupoid is often written as G n (X,µ) or G n X. Since the action
G y (X,µ) is non-singular, µ is quasi-invariant for G n X.

It is easy to see that µ is invariant for the action G y (X,µ) if and only if
it is an invariant measure for the groupoid G n X. For a Borel subset A ⊂ X,
the saturation (G n X)A is equal to the saturation GA =

∪
g∈G gA.

The quotient equivalence relation

R = {(gx, x) ∈ X × X : g ∈ G, x ∈ X}
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of G n X admits the structure of a discrete measured groupoid on (X,µ)
as seen in Definition 2.19. This R can also be seen as a discrete measured
equivalence relation on (X,µ) arising from the equivalence relation declaring
that two points of X are equivalent if and only if they are in the same G-orbit.

Note that the action G y (X,µ) is essentially free, that is, the stabilizer
of almost every point x ∈ X is trivial if and only if G n X is principal.

In this chapter, we mainly treat groupoids isomorphic to subgroupoids
of a groupoid arising from a measure-preserving action of a discrete group
on a standard finite measure space. In Section 4, we however treat discrete
measured groupoids arising from non-singular actions of discrete groups which
are never measure-preserving (see Theorems 4.20 and 4.21).

Conjugacy and orbit equivalence. Given two actions G y (X,µ) and
H y (Y, ν), when are the two associated groupoids isomorphic? We shall
give two equivalence relations for non-singular actions of discrete groups on
measure spaces, called conjugacy and orbit equivalence. It is shown that when
two actions are both essentially free, they are orbit equivalent if and only if
the associated groupoids are isomorphic.

Definition 2.21. Let Γ, Λ be discrete groups and let (X,µ), (Y, ν) be standard
measure spaces. Consider non-singular actions Γ y (X,µ) and Λ y (Y, ν).
The two actions are said to be conjugate if there exist an isomorphism F : Γ →
Λ and a measure space isomorphism f : (X,µ) → (Y, ν) such that

f(γx) = F (γ)f(x) for any γ ∈ Γ and a.e. x ∈ X.

More precisely, this means that we can take conull Borel subsets X ′ ⊂ X and
Y ′ ⊂ Y and a Borel isomorphism f : X ′ → Y ′ satisfying the following: the
two measures f∗µ and ν are equivalent; and for any γ ∈ Γ and a.e. x ∈ X ′, γx
belongs to X ′ and the equation f(γx) = F (γ)f(x) holds.

Orbit equivalence is a weaker equivalence relation than conjugacy.

Definition 2.22. Let Γ, Λ be discrete groups and let (X,µ), (Y, ν) be standard
measure spaces. Consider non-singular actions Γ y (X,µ) and Λ y (Y, ν).
The two actions are said to be orbit equivalent (OE) if there exists a measure
space isomorphism f : (X,µ) → (Y, ν) such that

f(Γx) = Λf(x) for a.e. x ∈ X.

More precisely, this means that we can take conull Borel subsets X ′ ⊂ X and
Y ′ ⊂ Y and a Borel isomorphism f : X ′ → Y ′ satisfying the following: the
two measures f∗µ and ν are equivalent; and for a.e. x ∈ X ′, Γx is contained
in X ′ and the equation f(Γx) = Λf(x) holds. It is easy to see that this
f induces an isomorphism between the two quotient equivalence relations of
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Γ n X and Λ n Y , which is defined by (x, y) 7→ (f(x), f(y)). Conversely, if
an isomorphism between the two quotient equivalence relations of Γ n X and
Λ n Y is given, then the associated map f between their unit spaces satisfies
the above condition of OE.

If the action Λ y (Y, ν) is essentially free, then we can define a Borel map

α : Γ × X → Λ so that f(γx) = α(γ, x)f(x)

for γ ∈ Γ and a.e. x ∈ X. This map α satisfies the following cocycle identity

α(γ1, γ2x)α(γ2, x) = α(γ1γ2, x)

for any γ1, γ2 ∈ Γ and a.e. x ∈ X. Thus, α is a groupoid homomorphism from
Γ n X into Λ. We call α the OE cocycle associated with f .

The reader can check that when the actions Γ y (X,µ) and Λ y (Y, ν)
are both essentially free, they are OE via f if and only if the two groupoids
Γ n X and Λ n Y are isomorphic under the groupoid homomorphism (γ, x) 7→
(α(γ, x), f(x)) associated with f .

We next introduce a slightly weaker equivalence relation than OE, called
weak orbit equivalence (WOE). It is known that two discrete groups are mea-
sure equivalent (ME) if and only if the two groups admit ergodic, measure-
preserving and essentially free actions which are WOE (see Corollary 2.34).

Definition 2.23. Let Γ, Λ be discrete groups and let (X,µ), (Y, ν) be standard
measure spaces. Consider non-singular actions Γ y (X,µ) and Λ y (Y, ν).
The two actions are said to be weakly orbit equivalent (WOE) if there exist
Borel subsets A ⊂ X, B ⊂ Y and a Borel isomorphism f : A → B satisfying
the following three conditions:

(i) ΓA = X, ΛB = Y up to null sets;

(ii) The two measures f∗(µ|A) and ν|B are equivalent;

(iii) f(Γx ∩ A) = Λf(x) ∩ B for a.e. x ∈ A.

As in the case of OE, this f induces an isomorphism between the two quotient
equivalence relations of (ΓnX)A and (ΛnY )B . Conversely, if an isomorphism
between the two quotient equivalence relations of (Γ n X)A and (Λ n Y )B for
Borel subsets A, B of X satisfying Condition (i) is given, then the associated
map f between their unit spaces A and B satisfies Conditions (ii), (iii).

Groupoids of infinite type. In most sections of this chapter, we study a
groupoid G associated with a measure-preserving action of a discrete group Γ
on a standard finite measure space and study its subgroupoids. In particular,
we mainly study its subgroupoids of infinite type. When the unit space of G
consists of a single atom and G is then isomorphic to Γ, subgroupoids of G of
infinite type correspond to infinite subgroups of Γ. Before defining the notion
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of groupoids of infinite type, we introduce recurrence of a discrete measured
equivalence relation. Recall that a discrete measured equivalence relation can
be seen as a discrete measured groupoid (see Definition 2.18).

Definition 2.24. Let R be a discrete measured equivalence relation on a
standard finite measure space (X,µ) with an invariant measure µ for R. We
say that R is recurrent if a.e. equivalence class for R is infinite, that is, for a.e.
x ∈ X, the set Rx = {y ∈ X : (y, x) ∈ R} is infinite.

Let R be a discrete measured equivalence relation on a standard finite
measure space (X,µ) with an invariant measure µ for R. It is known that if
R is recurrent and A is a Borel subset of X with positive measure, then the
restriction (R)A is also recurrent (see the proof of Lemma 2.5 in [2]). Moreover,
it is shown that there exists an essentially unique Borel partition X = A1⊔A2

such that

• (R)A1 is recurrent;

• (R)A2 admits a fundamental domain, i.e., there exists a Borel subset B
of A2 such that for a.e. x ∈ A2, (R)A2x∩B consists of exactly one point,
where (R)A2x denotes the equivalence class for (R)A2 containing x.

See Lemma 2.12 in [2] for the proof of this fact. The reader can check that
RA1 = A1 and RA2 = A2 up to null sets. It is easy to treat an equivalence re-
lation which admits a (Borel) fundamental domain because the space of orbits
of the equivalence relations can be identified with its fundamental domain.
The above fact means that any equivalence relation can be divided into an
easy part and a non-trivial part. Hence, it is often enough to consider only
recurrent equivalence relations in the study of equivalence relations. We refer
to Section 2 in [2] for fundamental properties of discrete measured equivalence
relations, where the recurrence of discrete measured equivalence relations such
that µ is not necessarily invariant is also discussed. The notion of groupoids
of infinite type is defined as follows.

Definition 2.25. Let G be a discrete measured groupoid on a standard finite
measure space (X,µ) with an invariant measure µ for G. Then we say that G
is of infinite type if there exists a Borel partition X = X1 ⊔ X2 such that

• the isotropy group Gx
x is infinite for a.e. x ∈ X1;

• the quotient equivalence relation of (G)X2 is recurrent.

By definition, if G is of infinite type, then (G)A is also of infinite type for
any Borel subset A ⊂ X with positive measure. The next proposition shows
that a measure-preserving action of an infinite discrete group on a standard
finite measure space always gives rise to a groupoid of infinite type.
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Proposition 2.26. Let Γ be an infinite discrete group and suppose that Γ
admits a measure-preserving action on a standard finite measure space (X,µ).
Then the associated groupoid Γ n X is of infinite type, and thus so is the
restriction (Γ n X)A for any Borel subset A ⊂ X with positive measure.

Proof. Let R be the quotient equivalence relation of Γ n X. Choose a Borel
partition X = A1 ⊔ A2 such that (R)A1 is recurrent and (R)A2 admits a
fundamental domain B ⊂ A2 (see the comment right after Definition 2.24).
Both A1 and A2 are then invariant under the action Γ y (X,µ). For a.e.
x ∈ A2, the orbit Γx consists of only finitely many points because the action
Γ y (X,µ) is measure-preserving and µ(A2) < ∞. Therefore, the stabilizer of
a.e. x ∈ A2 is infinite.

2.3 ME and isomorphism of groupoids

In this subsection, we construct from an ME coupling of discrete groups Γ
and Λ an isomorphism of groupoids associated with some measure-preserving
actions of Γ and Λ on standard finite measure spaces. This construction was
essentially given in Section 3 in [17]. Thanks to this construction, we can
reduce the problem of ME to an algebraic problem of groupoids arising from
group actions.

Let (Σ,m) be an ME coupling of discrete groups Γ and Λ, i.e., (Σ,m) is a
standard Borel space with a σ-finite positive measure, and there is a measure-
preserving action Γ×Λ y (Σ,m) such that both of the actions Γ(≅ Γ×{e}) y
(Σ, m) and Λ(≅ {e}×Λ) y (Σ,m) are essentially free and admit a fundamental
domain of finite measure (see Definition 1.1). Choose fundamental domains
Y ⊂ Σ for the action Γ y Σ, and X ⊂ Σ for the action Λ y Σ. Remark
that we have a natural measure-preserving action of Γ on X equipped with
the restricted finite measure µ of m to X because X can be identified with the
quotient space Σ/Λ as a Borel space. Similarly, we have a natural measure-
preserving action of Λ on Y with a finite measure ν. In order to distinguish
from the original actions of Γ and Λ on Σ, we denote the actions Γ y X and
Λ y Y by γ · x, λ · y, respectively, using a dot.

Lemma 2.27. In the above notation, one can choose X and Y so that A =
X ∩ Y satisfies the following two conditions:

• Γ · A = X up to null sets when A is regarded as a subset of X;

• Λ · A = Y up to null sets when A is regarded as a subset of Y .

Proof. Let S be the set of all Borel subsets B ⊂ Σ such that m(γ1B△γ2B) = 0
for all distinct γ1, γ2 ∈ Γ, and m(λ1B△λ2B) = 0 for all distinct λ1, λ2 ∈ Λ.
Here, C△D denotes the symmetric difference of two sets C and D. If we find
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A ∈ S such that the equation (Γ×Λ)A = Σ holds up to null sets, then choose
fundamental domains X ⊂ Σ for the action Λ y Σ, and Y ⊂ Σ for the action
Γ y Σ such that A ⊂ X and A ⊂ Y . The above two conditions are then
satisfied for these X and Y . Hence, we will find A ∈ S satisfying the equation
(Γ × Λ)A = Σ up to null sets.

Put M = supB∈S m(B). Then M < ∞. Since we can always take fun-
damental domains of the actions of Γ and Λ on Σ whose intersection has
positive measure, the number M is positive. Let {Bn}n∈N be a sequence of
elements of S such that m(Bn) → M as n → ∞. Put A1 = B1 and define
An = (Bn \ (Γ × Λ)An−1) ∪ An−1 for n ≥ 2 inductively. Then An ∈ S and
A =

∪
n An is also in S. It is easy to see that m((Γ×Λ)Bn \ (Γ×Λ)An) = 0.

In particular, m((Γ × Λ)Bn \ (Γ × Λ)A) = 0 for all n.
We claim that (Γ × Λ)A = Σ up to null sets. If Σ \ (Γ × Λ)A had positive

measure, then it would be an ME coupling of Γ and Λ. There exists a Borel
subset B ⊂ Σ \ (Γ×Λ)A which is in S as a Borel subset of Σ and has positive
measure. Take n ∈ N so that M − m(Bn) < m(B). Then B ∪ Bn ∈ S and
m(B ∪ Bn) = m(B) + m(Bn) > M , which is a contradiction.

In what follows, suppose that X and Y satisfy the conditions of Lemma
2.27. Let G = Γ n (X,µ) (resp. H = Λ n (Y, ν)) be the groupoid associated
with the action Γ y X (resp. Λ y Y ). We can define a Borel map

α : Γ × X → Λ so that γ · x = α(γ, x)γx ∈ X

for any γ ∈ Γ and a.e. x ∈ X because X is a fundamental domain of the action
Λ y Σ. Similarly, we can define a Borel map

β : Λ × Y → Γ so that λ · y = β(λ, y)λy ∈ Y

for λ ∈ Λ and a.e. y ∈ Y .

Lemma 2.28. The map α : Γ×X → Λ is a cocycle, that is, the cocycle identity

α(γ1, γ2 · x)α(γ2, x) = α(γ1γ2, x)

is satisfied for each γ1, γ2 ∈ Γ and a.e. x ∈ X. The map β : Λ × Y → Γ also
satisfies a similar identity.

This cocycle identity implies that α is a groupoid homomorphism from
ΓnX into Λ. We call α (resp. β) the ME cocycle associated with X (resp. Y ).

Proof. This follows from the following equality:

α(γ1, γ2 · x)α(γ2, x)γ1γ2x = α(γ1, γ2 · x)γ1(γ2 · x) = γ1 · (γ2 · x) = (γ1γ2) · x

for γ1, γ2 ∈ Γ and x ∈ X, where the right hand side is in X.
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Let p : X → Y and q : Y → X be the Borel maps defined by

p(x) = Γx ∩ Y, q(y) = Λy ∩ X

for x ∈ X and y ∈ Y . Note that both p and q are the identity on A = X ∩ Y .
Then we can show that

p(γ · x) = α(γ, x) · p(x), q(λ · y) = β(λ, y) · q(y)

for any γ ∈ Γ, λ ∈ Λ and a.e. x ∈ X, y ∈ Y as follows: Since γ ·x = α(γ, x)γx,
there exists a unique γ1 ∈ Γ such that

p(γ · x) = γ1α(γ, x)x ∈ Y. (2.1)

Let γ2, γ3 ∈ Γ be unique elements such that p(x) = γ2x ∈ Y and

α(γ, x) · p(x) = γ3α(γ, x)γ2x ∈ Y. (2.2)

Comparing (2.1) and (2.2), we see that γ1 = γ3γ2 since Y is a fundamental
domain of the action Γ y Σ. This proves the claim.

Define groupoid homomorphisms

f : (G)A ∋ (γ, x) 7→ (α(γ, x), p(x)) ∈ (H)A,

g : (H)A ∋ (λ, y) 7→ (β(λ, y), q(y)) ∈ (G)A.

Note that β(α(γ, x), x) = γ for any γ ∈ Γ and a.e. x ∈ A with γ ·x ∈ A because
γα(γ, x)x = γ · x ∈ A ⊂ Y . Similarly, α(β(λ, y), y) = λ for any λ ∈ Λ and a.e.
y ∈ A with λ · y ∈ A. Therefore, we obtain the following

Proposition 2.29. In the above notation, the groupoid homomorphisms

f : (G)A → (H)A, g : (H)A → (G)A

satisfy g ◦ f = id and f ◦ g = id.

This is a construction of an isomorphism between two (restrictions of)
groupoids generated by actions of Γ and Λ from an ME coupling of Γ and Λ.
In particular, if we can show that Γ and Λ admit no actions which generate
isomorphic groupoids (even after restricting to any Borel subsets with positive
measure), then this implies that Γ and Λ are not ME. Therefore, when we
consider the problem of ME, it is effective to study algebraic properties of
groupoids arising from specific groups. Such a groupoid Γ n X often behaves
like the group Γ. More precisely, suppose that Γ admits some “nice” action
on a space S. The action is given by a homomorphism Γ → Aut(S). The
projection Γ n X → Γ is a groupoid homomorphism. We can then view the
groupoid homomorphism Γ n X → Γ → Aut(S) as an action of Γ n X on S,
and we observe that this action of ΓnX often gives rise to phenomena similar
to the ones for the action of Γ on S. This idea greatly helps us to study the
groupoid Γ n X (see also the beginning of Section 5).
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Return to the situation before Proposition 2.29 and consider the action of
Γ × Λ on X × Λ defined by

(γ, λ)(x, λ′) = (γ · x, α(γ, x)λ′λ−1), γ ∈ Γ, λ, λ′ ∈ Λ, x ∈ X.

It is easy to check the following lemma, which means that we can reconstruct
an ME coupling from the cocycle α.

Lemma 2.30. In the above notation, the Borel map Σ → X × Λ defined
by λx 7→ (x, λ−1) for x ∈ X and λ ∈ Λ is Borel isomorphic and (Γ × Λ)-
equivariant.

Note that Proposition 2.29 implies that the two actions of Γ on X and
Λ on Y are WOE (see Definition 2.23). Conversely, the following theorem is
known. This states that given WOE actions of Γ and Λ, we can construct the
corresponding ME coupling of Γ and Λ.

Definition 2.31. For simplicity, by a standard action of a discrete group we
mean an essentially free, measure-preserving Borel action of that group on a
standard finite measure space.

Theorem 2.32 ([17, Theorem 3.3]). Suppose that two discrete groups Γ and
Λ admit ergodic standard actions on (X,µ) and (Y, ν), respectively, which are
WOE. Then we can construct an ME coupling (Σ,m) of Γ and Λ such that
the Γ-actions on X and on Λ\Σ (resp. the Λ-actions on Y and on Γ\Σ) are
conjugate.

In particular, if the two actions Γ y (X,µ) and Y y (Y, ν) are OE via
a Borel isomorphism f between conull Borel subsets of X and Y , then we
can construct the above ME coupling (Σ,m) so that the ME cocycle associated
with some fundamental domain of the Λ-action on Σ, which is identified with
X under the above conjugacy of the Γ-actions on X and on Λ\Σ, is equal to
the OE cocycle associated with f .

Remark 2.33. In the case of WOE, we can also define an associated WOE
cocycle and prove a statement similar to the latter assertion in Theorem 2.32
(see Theorem 3.3 in [17]).

Corollary 2.34. Two discrete groups are ME if and only if they admit ergodic
standard actions on standard finite measure spaces which are WOE.

Proof. The “if” part follows from Theorem 2.32. We prove the “only if” part.
Let (Σ,m) be an ME coupling of discrete groups Γ and Λ. Let Γ y (X,µ) be
a standard action. For example, the Bernoulli action Γ y

∏
Γ[0, 1] given by

γ(xg)g∈Γ = (xγ−1g)g∈Γ, γ ∈ Γ, (xg)g∈Γ ∈
∏
Γ

[0, 1]
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is standard (see Section 2 in [38]). The action of Γ × Λ on Σ × X given by

(γ, λ)(x, x′) = ((γ, λ)x, γx′), γ ∈ Γ, λ ∈ Λ, x ∈ Σ, x′ ∈ X

defines an ME coupling of Γ and Λ such that the action Γ×Λ y (Σ×X,m×µ)
is essentially free. By utilizing the ergodic decomposition for the action Γ×Λ y
(Σ × X,m × µ), we can construct an ME coupling (Σ0,m0) of Γ and Λ such
that the action Γ × Λ y (Σ0,m0) is essentially free and ergodic (see Lemma
2.2 in [16]). Thus, the two actions Γ y Λ\Σ0 and Λ y Γ\Σ0 are both ergodic
and standard. Proposition 2.29 implies that the two actions are WOE.

3 ME rigidity for mapping class groups

In this section, we state two key theorems for the proof of the ME rigidity result
of the mapping class group Γ(M). The first one, Theorem 3.1, is reduction
of a self ME coupling of Γ(M) (i.e., an ME coupling of Γ(M) and itself) to
a simpler self ME coupling of Γ(M). This reduction is a very important step
for the proof of measurable rigidity. As stated in Proposition 2.29, a self ME
coupling of Γ(M) gives rise to an isomorphism between groupoids arising from
two measure-preserving actions of Γ(M). The second key theorem 3.6 states a
certain important property of such an isomorphism. The proof of this theorem
will be explained in subsequent sections. In Subsection 3.1, assuming Theorem
3.6, we show Theorem 3.1. To establish ME rigidity from these theorems, we
need one more step, which is explained in Subsection 3.2. In Subsection 3.3,
we give another immediate application of the reduction of self ME couplings.
We prove an OE rigidity result for ergodic standard actions of the mapping
class group.

3.1 Reduction of self ME couplings of mapping class
groups

We first give an outline to prove Theorem 1.5, an ME rigidity result for the
mapping class group, and give three steps (1), (2), (3) for the proof. This
outline is similar to Furman’s one for the proof of Theorem 1.9, an ME rigidity
result for higher rank lattices. Step (2) is devoted to the first key theorem 3.1
noted above. Here is the most important and difficult step. We give three steps
(a), (b), (c) for the proof of this theorem. Some of the steps are formulated in
terms of groupoids arising from actions of mapping class groups, and it seems
complicated for beginners of groupoids. Before giving an explicit formulation
of these steps, we explain how the steps are formulated when the unit spaces
of the groupoids consist of a single atom, i.e., when the groupoids are groups.
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Under this assumption, these steps are formulated in terms of groups, which
is much easier to understand.

We shall give three steps (1), (2), (3) for the proof of Theorem 1.5. Let M be
a surface with κ(M) > 0. Let (Σ,m) be an ME coupling of the mapping class
group Γ = Γ(M) and a discrete group Λ. Let C = C(M) be the curve complex
of M and let Aut(C) be its automorphism group. Let π : Γ(M)⋄ → Aut(C)
be the natural homomorphism.

(1) Let Ω be the quotient space of Σ × Λ × Σ by the (Λ × Λ)-action on
Σ × Λ × Σ given by

(λ1, λ2)(x, λ, y) = (λ1x, λ1λλ−1
2 , λ2y), λ1, λ2, λ ∈ Λ, x, y ∈ Σ.

We define a (Γ × Γ)-action on Σ × Λ × Σ by

(γ1, γ2)(x, λ, y) = (γ1x, λ, γ2y), γ1, γ2 ∈ Γ, λ ∈ Λ, x, y ∈ Σ.

This (Γ × Γ)-action then induces a (Γ × Γ)-action on Ω. It is easy to
check that Ω is a self ME coupling of Γ, i.e., an ME coupling of Γ and Γ.

(2) We construct an almost (Γ×Γ)-equivariant Borel map Φ: Ω → Aut(C),
i.e.,

Φ((γ1, γ2)z) = π(γ1)Φ(z)π(γ2)−1

for any γ1, γ2 ∈ Γ and a.e. z ∈ Ω.

(3) Using the map Φ, we construct a representation ρ of the group Λ on
Aut(C). Moreover, this homomorphism ρ : Λ → Aut(C) has finite kernel,
and ρ(Λ) is a finite index subgroup of Aut(C). This proves Theorem 1.5.

In this subsection, details of Step (2) are discussed. We explain Step (3) in
Subsection 3.2. Step (2) is a consequence of the following theorem.

Theorem 3.1 ([36, Corollary 5.9]). Let M be a surface with κ(M) > 0. Let
Γ1 and Γ2 be finite index subgroups of Γ(M)⋄ and suppose that there is an ME
coupling (Ω, ω) of Γ1 and Γ2. Then there exists an almost (Γ1×Γ2)-equivariant
Borel map Φ: Ω → Aut(C), i.e.,

Φ((γ1, γ2)z) = π(γ1)Φ(z)π(γ2)−1

for any γ1 ∈ Γ1, γ2 ∈ Γ2 and a.e. z ∈ Ω.

This theorem means that all ME coupling of Γ1 and Γ2 can be reduced
to the simpler ME coupling Aut(C) of Γ1 and Γ2 on which Γ1 × Γ2 acts as
follows:

(γ1, γ2)g = π(γ1)gπ(γ2)−1, γ1 ∈ Γ1, γ2 ∈ Γ2, g ∈ Aut(C).

By a technical lemma (see Lemma 5.8 in [36]), if we can construct an
almost (Γ′

1 × Γ′
2)-equivariant Borel map Φ: Ω → Aut(C) for some finite index
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subgroups Γ′
i of Γi for i ∈ {1, 2}, then Φ is in fact an almost (Γ1 × Γ2)-

equivariant. It follows that in the proof of Theorem 3.1, we may assume that
both Γ1 and Γ2 are finite index subgroups of Γ(M ;m) with an integer m ≥ 3
(see Theorem 2.8 for the subgroup Γ(M ; m) of Γ(M)). In what follows in
this subsection, we always assume this condition (because the key theorem,
Theorem 3.6, is proved under this assumption). To state an outline of the
proof of Theorem 3.1, we fix the notation as follows.

Notation. We refer to the following assumption as (•):
• Let M be a surface with κ(M) > 0 and let m ≥ 3 be an integer. Let

Γ1 and Γ2 be finite index subgroups of Γ(M ; m). Let (Ω, ω) be an ME
coupling of Γ1 and Γ2

• Take fundamental domains X1 ⊂ Ω for the Γ2-action on Ω, and X2 ⊂ Ω
for the Γ1-action on Ω. Recall that the natural actions Γ1 y X1 and
Γ2 y X2 are denoted by (γ, x) 7→ γ · x by using a dot. By Lemma 2.27,
we can choose X1, X2 so that Y = X1 ∩ X2 satisfies that for i ∈ {1, 2},
Γi · Y = Xi up to null sets when Y is regarded as a subset of Xi.

• For i ∈ {1, 2}, set Gi = Γi n Xi and let ρi : Gi → Γi be the projection,
which is a groupoid homomorphism. By Proposition 2.29, there exists a
groupoid isomorphism

f : (G1)Y → (G2)Y .

Note that f is the identity on the unit space Y .

• For i ∈ {1, 2} and α ∈ V (C), let Di
α be the intersection of Γi with the

subgroup of Γ(M) generated by the Dehn twist tα ∈ Γ(M) about α. Let
Gi

α be the subgroupoid of Gi generated by the action of Di
α, i.e.,

Gi
α = {(γ, x) ∈ Gi : γ ∈ Di

α, x ∈ Xi}.

An outline of the proof of Theorem 3.1 is as follows.

(a) f preserves subgroupoids generated by Dehn twists up to a countable
Borel partition (see Theorem 3.6 for a precise statement).

(b) Using Step (a), we construct a Borel map Ψ: Y → Aut(C) associated
with f .

(c) The Borel map Y ∋ x 7→ Ψ(x)−1 ∈ Aut(C) can be extended to an
almost (Γ1 × Γ2)-equivariant Borel map Φ: X1 × Γ2 → Aut(C). Here,
Y is identified with the Borel subset Y × {e} of X1 × Γ2. Note that
(Γ1 × Γ2)(Y × {e}) = X1 × Γ2 up to null sets and that X1 × Γ2 can be
identified with Ω as an ME coupling of Γ1 and Γ2 (see Lemma 2.30).

In what follows, we explain an explicit statement of Step (a) and details of
Steps (b) and (c).
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Ivanov’s argument. Before discussing details of Steps (a), (b) and (c), we
study these steps in the degenerate case, that is, in the case where both X1 and
X2 consist of a single atom. In this case, our groupoids G1 and G2 degenerate
into the groups Γ1 and Γ2, respectively. Therefore, the argument for these
steps gets much easier and clearer.

In the above argument, we obtained an isomorphism between the two re-
stricted groupoids (Γ1 nX1)Y and (Γ2 nX2)Y arising from an ME coupling of
finite index subgroups Γ1 and Γ2 of the mapping class group. What happens
if we assume that each of X1 and X2 consists of a single atom? In this case,
we obtain a group isomorphism f : Γ1 → Γ2. Conversely, if f : Γ1 → Γ2 is an
isomorphism, then the action of Γ1 × Γ2 on Γ2 given by

(γ1, γ2)γ = f(γ1)γγ−1
2 , γ1 ∈ Γ1, γ2, γ ∈ Γ2

defines an ME coupling of Γ1 and Γ2 such that {e} is a fundamental domain
for both of the actions of Γ1 and Γ2 on Γ2, and the isomorphism between Γ1

and Γ2 given in Proposition 2.29 is equal to f . Ivanov showed the following
theorem about an isomorphism between finite index subgroups of the mapping
class group.

Theorem 3.2 ([32, Theorem 8.5.A]). Let M be a surface with κ(M) > 0
and M ̸= M1,2, M2,0. Let Γ1 and Γ2 be finite index subgroups of Γ(M)⋄. If
f : Γ1 → Γ2 is an isomorphism, then there exists a unique g ∈ Γ(M)⋄ such
that f(γ) = gγg−1 for any γ ∈ Γ1.

Outline of the proof. The first step of the proof is to show that f maps
sufficiently high powers of Dehn twists into powers of Dehn twists. Namely,
for each α ∈ V (C), there exist non-zero integers N , M and β ∈ V (C) such
that tNα ∈ Γ1, tMβ ∈ Γ2 and f(tNα ) = tMβ . This fact is a consequence of the
following theorem, which characterizes a non-trivial power of a Dehn twist
algebraically.

Theorem 3.3 ([32, Theorem 7.5.B]). Let M be a surface with κ(M) > 0
and let m ≥ 3 be an integer. Let G be a finite index subgroup of Γ(M ; m).
An element g ∈ G is a non-trivial power of some Dehn twist (i.e., there are
n ∈ Z \ {0} and α ∈ V (C) such that g = tnα) if and only if the center of the
centralizer of g in G is isomorphic to Z and is not equal to the centralizer of
g in G.

Note that in the notation of Theorem 3.3, if g = tnα for n ∈ Z \ {0} and
α ∈ V (C), then

• the centralizer CG(g) of g in G is equal to the stabilizer of α in G, i.e.,
{h ∈ G : hα = α};

• the center of CG(g) is equal to G ∩ 〈tα〉, where 〈tα〉 is the subgroup of
Γ(M) generated by tα.
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Return to the proof of Theorem 3.2. It follows from Theorem 3.3 that
the isomorphism f : Γ1 → Γ2 induces a map ϕ : V (C) → V (C) determined
by f(tNα ) = tMϕ(α) for α ∈ V (C) and some non-zero integers N , M . Such an
element ϕ(α) is uniquely determined by the following fact.

Lemma 3.4. Let M be a surface with κ(M) ≥ 0. For α, β ∈ V (C) and
(k, l) ∈ Z2 \ {(0, 0)}, if tkα = tlβ, then α = β and k = l.

For the proof of Lemma 3.4, we use the following lemma, which is shown
by using the dynamics of Dehn twists on the Thurston boundary.

Lemma 3.5 ([36, Lemma 5.3]). Let M be a surface with κ(M) ≥ 0.
(i) If two curves α, β ∈ V (C) satisfy i(α, β) = 0, then the subgroup of Γ(M)

generated by the Dehn twists tα, tβ ∈ Γ(M) about them is a free abelian
group of rank 2. In particular, it is amenable.

(ii) On the other hand, if i(α, β) ̸= 0, then the subgroup of Γ(M) generated
by tnα and tmβ is a non-abelian free group of rank 2 for all sufficiently
large n,m ∈ N.

Proof of Lemma 3.4. Suppose that tkα = tlβ for α, β ∈ V (C) and (k, l) ∈
Z2 \ {(0, 0)}. It is enough to prove that α = β because any Dehn twist is
an element of infinite order. If i(α, β) ̸= 0, then it would contradict Lemma
3.5 (ii). Thus, i(α, β) = 0. When κ(M) = 0, two distinct elements of V (C)
always have non-zero geometric intersection number. This shows that α = β.
Suppose that κ(M) > 0. If α ̸= β, then there would exist γ ∈ V (C) such that
i(α, γ) = 0 and i(β, γ) ̸= 0. This also contradicts Lemma 3.5. 2

Return to the proof of Theorem 3.2. Since f is an isomorphism, it is easy
to see that the map ϕ : V (C) → V (C) is a bijection. By using Lemma 3.5,
one can show that ϕ induces an automorphism of the curve complex C, which
comes from some g ∈ Γ(M)⋄ by Theorem 2.3. Namely, for each α ∈ V (C),
there exist non-zero integers N , M such that f(tNα ) = tMg(α). Note that

gtαg−1 = tεgα for α ∈ V (C) and g ∈ Γ(M)⋄, (3.1)

where ε is 1 if g ∈ Γ(M), and −1 otherwise (see Lemma 4.1.C in [32]). Let
γ ∈ Γ1. For each α ∈ V (C), we have

f(γtNα γ−1) = f(γ)f(tNα )f(γ)−1 = f(γ)tMg(α)f(γ)−1 = tεM
f(γ)g(α)

for some non-zero integers N , M and ε ∈ {±1}. On the other hand,

f(γtN
′

α γ−1) = f(tε
′N ′

γα ) = tM
′

g(γα)

for some non-zero integers N ′, M ′ and ε′ ∈ {±1}. These equations imply
that f(γ)g(α) = g(γα) by Lemma 3.4, and thus f(γ)β = g(γg−1(β)) for any
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β ∈ V (C). By Theorem 2.3, f(γ) = gγg−1 for any γ ∈ Γ1. Uniqueness of g
satisfying this equation follows from the fact that the center of Γ1 is trivial
(use the equation (3.1) and Theorem 2.3). This proves Theorem 3.2. ¤

To sum up, Ivanov’s proof of Theorem 3.2 is outlined as follows. Steps
(A), (B) correspond to our Steps (a), (b), respectively. We use the notation
of Theorem 3.2.
(A) Characterize Dehn twists algebraically, and show that the isomorphism

f : Γ1 → Γ2 preserves Dehn twists.
(B) Define a bijection ϕ : V (C) → V (C) by the equation f(tNα ) = tMϕ(α) for

each α ∈ V (C) and some non-zero integers N , M . Show that ϕ defines
an element of Aut(C). Let g ∈ Γ(M)⋄ ≅ Aut(C) be the corresponding
element.

(C) By a direct calculation, show the equation f(γ) = gγg−1 for all γ ∈ Γ1.

The case of groupoids. Return to our situation. Our Step (a) corresponds
to Ivanov’s Step (A) and is stated explicitly as follows.

Theorem 3.6. Under Assumption (•), for each α ∈ V (C), there exist a
countable Borel partition Y =

⊔
Yn and βn ∈ V (C) such that

f((G1
α)Yn) = (G2

βn
)f(Yn) for each n.

As explained in Step (a), this equation means that f preserves subgroupoids
generated by Dehn twists after taking some countable Borel partition of Y .

Remark 3.7. Note that if a countable Borel partition Y =
⊔

Y ′
m and β′

m ∈
V (C) also satisfy the equation in Theorem 3.6 and if Z = f(Yn ∩ Y ′

m) has
positive measure for some n and m, then (G2

βn
)Z = (G2

βm′ )Z . It follows from
Proposition 2.26 that there exist non-zero integers N , M and x ∈ Z such that
(tNβn

, x) = (tMβm′ , x) ∈ (G2
βn

)Z = (G2
βm′ )Z , which implies that βn = βm′ by

Lemma 3.4.

The subsequent sections of this chapter will be devoted to the proof of
Theorem 3.6. In Section 7, our plan of the proof will be presented. In this
section, assuming Theorem 3.6, we proceed to Step (b).

About Step (b). Assuming Theorem 3.6, we construct the map Ψ in Step (b).
We use the notation in Assumption (•). Let Ψ: Y × V (C) → V (C) be the
Borel map defined by

Ψ(x, α) = βn if x ∈ Yn

for α ∈ V (C), where Y =
⊔

Yn and βn are chosen for α as in Theorem 3.6.
By Remark 3.7, this definition does not depend on the choice of the countable
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Borel partition of Y . It can be shown that the map Ψ(x, ·) : V (C) → V (C)
is a bijection (because f is an isomorphism), and moreover Ψ(x, ·) defines an
automorphism of the curve complex C for a.e. x ∈ Y . Namely, Ψ(x, ·) satisfies
the following two conditions for a.e. x ∈ Y :

• If α, β ∈ V (C) satisfy i(α, β) = 0, then i(Ψ(x, α),Ψ(x, β)) = 0;

• If α, β ∈ V (C) satisfy i(α, β) ̸= 0, then i(Ψ(x, α),Ψ(x, β)) ̸= 0.

This fact can be shown by utilizing Lemma 3.5 and some elementary facts
about amenable discrete measured groupoids. (In Section 4, amenability of
a discrete measured groupoid will be introduced, which is an isomorphism
invariant of discrete measured groupoids.)

Therefore, we can define a Borel map Ψ: Y → Aut(C) by Ψ(x) = Ψ(x, ·)
for x ∈ Y . Using the equation (3.1) in Ivanov’s proof, we can show that this
map Ψ satisfies the following equality:

Ψ(r(δ)) = π ◦ ρ2(f(δ))Ψ(s(δ))π ◦ ρ1(δ)−1,

or equivalently,

Ψ(γ · x) = π ◦ ρ2(f(γ, x))Ψ(x)π(γ)−1 (3.2)

for a.e. δ = (γ, x) ∈ (G1)Y (see Lemma 5.5 in [36]), where π : Γ(M)⋄ →
Aut(C) is the natural homomorphism. Note that Ψ, π ◦ρ2(f(δ)) and π ◦ρ1(δ)
correspond to g, f(γ) and γ in Ivanov’s argument, respectively. Thus, the
equation (3.2) corresponds to his conclusion g = f(γ)gγ−1.

About Step (c). Recall that the action of Γ1 × Γ2 on X1 × Γ2 was defined by

(γ1, γ2)(x, γ) = (γ1 · x, α(γ1, x)γγ−1
2 ), γ1 ∈ Γ1, γ2, γ ∈ Γ2, x ∈ X1

(see Lemma 2.30). Here, α : Γ1×X1 → Γ2 is the ME cocycle associated with a
fundamental domain X1 of the Γ2-action on Ω. Note that ρ2 ◦ f = α on (G1)Y

(see the definition of f introduced right before Proposition 2.29). Recall that
the equation (Γ1 × Γ2)(Y × {e}) = X1 × Γ2 holds up to null sets. Therefore,
we define a Borel map Φ: X1 × Γ2 → Aut(C) by

Φ((γ1, γ2)(x, e)) = π(γ1)Ψ(x)−1π(γ2)−1

for γ1 ∈ Γ1, γ2 ∈ Γ2 and x ∈ Y . If it is well-defined, then it is easy to see that
Φ is almost (Γ1 × Γ2)-equivariant. Take γ1, γ

′
1 ∈ Γ1, γ2, γ

′
2 ∈ Γ2 and x, x′ ∈ Y

satisfying the equality

(γ1, γ2)(x, e) = (γ′
1, γ

′
2)(x

′, e).

This equality implies that

(x, e) = (γ−1
1 γ′

1, γ
−1
2 γ′

2)(x
′, e) = ((γ−1

1 γ′
1) · x′, α(γ−1

1 γ′
1, x

′)(γ−1
2 γ′

2)
−1).
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Hence, (γ−1
1 γ′

1) · x′ = x ∈ Y . By using the equation (3.2) and the equation
ρ2 ◦ f = α on (G1)Y , we see that

Ψ(x) = Ψ((γ−1
1 γ′

1) · x′) = π ◦ ρ2(f(γ−1
1 γ′

1, x
′))Ψ(x′)π(γ−1

1 γ′
1)

−1

= π ◦ α(γ−1
1 γ′

1, x
′)Ψ(x′)π(γ−1

1 γ′
1)

−1 = π(γ−1
2 γ′

2)Ψ(x′)π(γ−1
1 γ′

1)
−1.

This implies that π(γ1)Ψ(x)−1π(γ2)−1 = π(γ′
1)Ψ(x′)−1π(γ′

2)
−1 and that the

map Φ is well-defined. This shows Step (c).

Therefore, the remaining problem is to show Theorem 3.6, which will
be explained in the subsequent sections. The first Step (A) for Ivanov’s
proof is to show that the isomorphism f : Γ1 → Γ2 preserves powers of Dehn
twists. To prove this, he characterized a power of a Dehn twist algebraically
as in Theorem 3.3. In our case, to prove that the groupoid isomorphism
f : (G1)Y → (G2)Y preserves subgroupoids generated by Dehn twists as in
Theorem 3.6, we characterize such a subgroupoid algebraically in terms of
discrete measured groupoids. However, we cannot expect a characterization
similar to that of Theorem 3.3 because there is no notion corresponding to
centralizers and centers in the theory of discrete measured groupoids. In the
subsequent sections, we give a characterization of a subgroupoid generated
by a Dehn twist from another point of view. This is formulated in terms of
amenable, non-amenable subgroups and normal subgroups (see Propositions
7.7 and 7.8). Since amenability of a discrete measured groupoid and normality
of a subgroupoid are invariant under isomorphism of groupoids, subgroupoids
generated by Dehn twists are preserved by f thanks to this characterization.

In Sections 4, 5 and 6, we introduce many notions necessary for the formu-
lation of this characterization. In Section 7, the characterization is given.

3.2 Deriving ME rigidity from reduction of self ME
couplings

As an application of Theorem 3.1, we prove Theorems 1.5 and 1.6.

ME rigidity. The process to deduce ME rigidity from reduction of self ME
couplings has already been developed by Furman [16], and Monod and Shalom
[48]. We review their techniques here. Recall the following two operations to
construct a new ME coupling from a given ME coupling.

An opposite coupling. Let (Σ,m) be an ME coupling of discrete groups Γ
and Λ. Then an ME coupling (Σ̌, m̌) of Λ and Γ is defined as follows: As a
measure space, (Σ̌, m̌) = (Σ,m). The action of Λ × Γ on (Σ̌, m̌) is defined via
the canonical isomorphism between Γ × Λ and Λ × Γ.
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A composed coupling. If (Σ,m) is an ME coupling of discrete groups Γ and
Λ and if (Ω, n) is an ME coupling of discrete groups Λ and ∆, then an ME
coupling Σ ×Λ Ω of Γ and ∆ is defined to be the quotient space of Σ × Ω by
the diagonal Λ-action, equipped with the induced action of Γ × ∆.

Remark 3.8. By using the above two associated couplings, we see that ME
is an equivalence relation among discrete groups (see Section 2 in [16]). Note
that a discrete group Γ is itself an ME coupling of Γ and Γ as in Example 1.3.

Let M be a surface with κ(M) > 0 and let Γ = Γ(M) be the mapping
class group. Let (Σ, m) be an ME coupling of Γ and an unknown group Λ.
Construct the self ME coupling

Ω = Σ ×Λ Λ ×Λ Σ̌

of Γ. We denote by [x, λ, y] ∈ Ω the projection of (x, λ, y) ∈ Σ × Λ × Σ̌. By
applying Theorem 3.1, we obtain an almost (Γ × Γ)-equivariant Borel map
Φ: Ω → Aut(C), i.e.,

Φ((γ1, γ2)z) = π(γ1)Φ(z)π(γ2)−1

for any γ1, γ2 ∈ Γ and a.e. z ∈ Ω, where π : Γ(M)⋄ → Aut(C) is the natural
homomorphism. From this map, we want to construct a representation ρ of
the unknown group Λ on Aut(C). We first consider the following special case.

Example 3.9 ([16, Example 5.1]). Let G be a locally compact second count-
able group and let Γ and Λ be lattices in G. Then G equipped with its Haar
measure is an ME coupling of Γ and Λ as in Example 1.2. Define a Borel map

Φ: G ×Λ Λ ×Λ Ǧ → G

by Φ([x, λ, y]) = xλy−1. This map is (Γ × Γ)-equivariant. Observe that the
map

λ 7→ Φ([x, λ, y])Φ([x, e, y])−1 = (xλy−1)(xy−1)−1 = xλx−1

does not depend on y, and defines a representation of Λ on G for a fixed x.

From this observation, in our case, we can also expect that the map

λ 7→ Φ([x, λ, y])Φ([x, e, y])−1 (3.3)

does not depend on y, and defines a representation of Λ on Aut(C) for a.e.
x ∈ Σ. In fact, we can show these claims by using the following notable fact.

Theorem 3.10 ([36, Theorem 2.6]). Let C be the curve complex of a surface
M with κ(M) > 0. Let Γ be a finite index subgroup of Aut(C). Then the set

{γgγ−1 ∈ Aut(C) : γ ∈ Γ}
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is infinite for any g ∈ Aut(C) \ {e}.

We do not here present how to use this theorem. It can be shown that the
kernel of the representation

ρx : Λ → Aut(C), ρx(λ) = Φ([x, λ, y])Φ([x, e, y])−1

and the index [Aut(C) : ρx(Λ)] are both finite, which implies Theorem 1.5. To
construct this representation, we do not use special properties of the mapping
class group other than the one in Theorem 3.10. In fact, this construction can
be applied to a more general setting (see Theorem 6.1 in [36]).

Lattice embeddings of mapping class groups. We briefly give an outline
of the proof of Theorem 1.6. We explain only the construction of Φ0 in the
statement. The reader is referred to Section 8 in [36] for more details.

Let M be a surface with κ(M) > 0 and let Γ be a finite index subgroup of
Γ(M)⋄. Let G be a locally compact second countable group and let σ : Γ → G
be a lattice embedding, i.e., an injective homomorphism such that the image
σ(Γ) is a lattice in G. As in Example 1.2, G is a self ME coupling of Γ
(via σ). By Theorem 3.1, there exists an almost (Γ × Γ)-equivariant Borel
map Φ: G → Aut(C). By using Theorem 3.10 and the fact that the self ME
coupling G of Γ is not only a measure space but a group, we can show that
Φ(g1g2) = Φ(g1)Φ(g2) for a.e. (g1, g2) ∈ G × G. Recall the following theorem.

Theorem 3.11 ([63, Theorems B.2, B.3]). If H1, H2 are locally compact sec-
ond countable groups and f : H1 → H2 is a Borel map such that f(hh′) =
f(h)f(h′) for a.e. (h, h′) ∈ H1 ×H1, then there exists a continuous homomor-
phism f0 : H1 → H2 such that f and f0 are equal a.e. on H1.

It follows that there exists a continuous homomorphism Φ0 : G → Aut(C)
such that Φ and Φ0 are equal a.e. on G. It is easy to check that K = kerΦ0

admits a finite invariant measure. Therefore, K is compact. After several easy
observations, we see that this Φ0 is a desired homomorphism.

3.3 OE rigidity

In this subsection, we briefly give another application of Theorem 3.1. We
prove a rigidity result for ergodic standard actions of mapping class groups in
terms of OE.

Corollary 3.12. Let M be a surface with κ(M) > 0 and M ̸= M1,2,M2,0. Put
Γ = Λ = Γ(M)⋄. Let Γ y (X,µ) and Λ y (Y, ν) be ergodic standard (i.e.,
measure-preserving and essentially free) actions on standard finite measure
spaces. If the two actions are OE, then they are conjugate.
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Proof. Since the two actions are OE, there exists a measure space isomorphism
f : (X,µ) → (Y, ν) such that

f(Γx) = Λf(x) for a.e. x ∈ X.

One can then construct the OE cocycle α : Γ × X → Λ associated with f by
the equation

f(γx) = α(γ, x)f(x) for γ ∈ Γ and a.e. x ∈ X.

By Theorem 2.32, we can construct an ME coupling (Ω, m) of Γ and Λ such
that the ME cocycle associated with some fundamental domain of the Λ-action
on Ω, which can be identified with X, is equal to α. In what follows, we denote
the action Γ y X by (γ, x) 7→ γ · x, using a dot.

By Theorem 3.1, there exists an almost (Γ × Λ)-equivariant Borel map
Φ: Ω → G, where G = Γ(M)⋄ and Aut(C) are identified via the natural
isomorphism π : Γ(M)⋄ → Aut(C) (see Theorem 2.3). Let ϕ : X → G be the
Borel map defined by ϕ(x) = Φ(x) for x ∈ X. Then

ϕ(γ · x)α(γ, x)ϕ(x)−1 = Φ(γ · x)α(γ, x)Φ(x)−1

=Φ(γα(γ, x)x)α(γ, x)Φ(x)−1 = γΦ(x)Φ(x)−1 = γ

for any γ ∈ Γ and a.e. x ∈ X. Define a Borel map fϕ : X → Y by fϕ(x) =
ϕ(x)f(x) for x ∈ X. Then for any γ ∈ Γ and a.e. x ∈ X,

fϕ(γ · x) = ϕ(γ · x)f(γ · x) = ϕ(γ · x)α(γ, x)f(x)
= γϕ(x)f(x) = γfϕ(x).

Since the actions Γ y (X,µ) and Λ y (Y, ν) are both essentially free and f is
a measure space isomorphism, the above equation implies that fϕ : X → Y is
a measure space isomorphism.

Remark 3.13. We can show the following much stronger rigidity theorem
than Corollary 3.12.

Theorem 3.14 ([37, Theorem 1.1]). Let M be a surface with κ(M) > 0.
If an ergodic standard action of a finite index subgroup Γ of Γ(M)⋄ and an
ergodic standard action of a discrete group Λ are WOE, then the two actions
are virtually conjugate.

See Definition 1.3 in [37] for the definition of virtual conjugacy. In particu-
lar, the conclusion of this theorem implies that Γ and Λ are commensurable up
to finite kernel. We refer to [17], [19], [37], [48], [55], [56], [60] for other rigidity
results in terms of OE. See also the fourth remark in Section 8. These rigidity
theorems and Theorem 3.14 sharply contrast with the following theorem due
to Ornstein and Weiss.
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Theorem 3.15 ([52]). Let G1 and G2 be infinite amenable groups and suppose
that Gi admits an ergodic standard action on a standard finite measure space
(Xi, µi) for i ∈ {1, 2}. Then the two actions are OE.

It is known that amenability of the acting group is preserved under OE.
More precisely, let Gi y (Xi, νi) be an ergodic standard action of a discrete
group Gi for i ∈ {1, 2}. If the two actions are OE and G1 is amenable,
then G2 is also amenable (see Theorem 4.18 (i), (ii)). Therefore, Theorem
1.8 is a consequence of Corollary 2.34 and Theorem 3.15. Connes, Feldman,
and Weiss [10] proved a generalization of Theorem 3.15 in terms of discrete
measured equivalence relations (see Theorem 4.17).

It is well-known that there are many non-conjugate ergodic standard ac-
tions of Z as follows. Let Γ be a discrete group and let (X0, µ0) be a standard
probability space, i.e., a standard Borel space with a probability measure. We
assume that (X0, µ0) may contain an atom, whereas (X0, µ0) does not consist
of a single atom. The Bernoulli action of Γ associated with (X0, µ0) is the
action of Γ on the product space (X0, µ0)Γ =

∏
Γ(X0, µ0) given by

γ(xg)g∈Γ = (xγ−1g)g∈Γ, γ ∈ Γ, (xg)g∈Γ ∈ XΓ
0 .

It is a natural question to understand when Bernoulli actions of Z arising from
two different standard probability spaces are conjugate. Kolmogorov and Sinăı
introduced a conjugacy invariant for actions of Z, called entropy, and showed
that the entropy of Bernoulli actions of Z can be computed in terms of (X0, µ0)
and assumes all non-negative values. In particular, there exist continuously
many conjugacy classes of ergodic actions of Z. As the culmination of the
study on this conjugacy problem, Ornstein [50], [51] proved that entropy is
a complete invariant for Bernoulli actions of Z, that is, two Bernoulli actions
of Z which have the same entropy are conjugate. Moreover, this theory of
entropy was extended to the setting of Bernoulli actions of infinite amenable
groups by Ornstein and Weiss [53].

4 Amenable discrete measured groupoids

In the study of discrete measured groupoids, amenability is one of the most
important notions like amenability of groups. One can construct a discrete
measured groupoid from a non-singular action of a discrete group on a stan-
dard measure space (see Example 2.20). If the groupoid associated with a
non-singular action of a discrete group is amenable, then the action is said to
be amenable. This notion was first introduced by Zimmer [62]. One advan-
tage of studying amenability of a group action is that (the groupoid arising
from) an amenable action of a group behaves like an amenable group even
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if the acting group is non-amenable. We can thus apply various techniques
for amenable groups to study a non-amenable group via its amenable action.
Another advantage of the study of amenable groupoids is that under a certain
condition, we can easily decide whether a groupoid is amenable or not. Since
amenability is invariant under isomorphism of groupoids, this property is often
used to distinguish two groupoids.

In this section, we recall the definition of amenable discrete measured
groupoids and some of their fundamental properties. References for the mate-
rial of this section is [4], [5] and Chapter 4 in [63]. We recommend the reader
to consult [54] for applications of amenable actions of groups.

As discussed in Section 3, our final goal is to prove Theorem 3.6. For
this purpose, we analyze various subgroupoids of the groupoid arising from a
measure-preserving action of the mapping class group. It will be often nec-
essary to prove amenability of some subgroupoids. To prove it, we make use
of the amenability (in a measurable sense) of the action of the mapping class
group on the boundary ∂C of the curve complex C. This fact will be explained
at the end of this section. We note here that in this chapter, this amenability
of the boundary action will be used only in the proof of Theorem 5.10.

Amenable groups. We first recall the notion of amenability of discrete
groups. Although we can proceed to most parts of this section under the
assumption that a group is locally compact and second countable, we always
assume that a group is discrete for simplicity. We refer to Section 4.1 in [63]
for amenability of locally compact second countable groups. Although there
are many equivalent definitions of amenability of groups, we recall only the
definition which motivated Zimmer to define amenability of a group action.

Let G be a discrete group. Let A be a non-empty compact convex subset
in the closed unit ball of E∗, where E is a separable Banach space and its
dual E∗ is equipped with the weak*-topology. Suppose that G acts on E by
isometric isomorphisms and that A is invariant for the induced action of G on
E∗. Such an action of G is called an affine action on A.

Definition 4.1. Let G be a discrete group. We say that G is amenable if for
every affine action of G on a space A like above, there exists a fixed point,
that is, a ∈ A such that ga = a for any g ∈ G.

Example 4.2. We refer to Section 4 in [63] for the proof of the following facts.

(i) Finite groups and abelian groups are both amenable.

(ii) Let 1 → A → B → C → 1 be an exact sequence of discrete groups.
Then A and C are both amenable if and only if B is amenable. Hence,
all solvable groups are amenable.
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(iii) If G is a discrete group and {Hi}i∈I is a directed set of amenable sub-
groups of G, then the union

∪
i∈I Hi is also amenable. For example, the

following groups are amenable:

• The direct product ⊕n∈NHn. Here, Hn is an amenable group.

• The infinite symmetric group S∞ =
∪

n∈N Sn. Here, Sn is the
symmetric group on n letters, and Sn is identified with the sub-
group of Sn+1 fixing the (n + 1)-st letter.

(iv) Non-abelian free groups are typical examples of non-amenable groups.
Therefore, every group containing a non-abelian free subgroup is non-
amenable.

Example 4.3. Let G be an amenable group and suppose that G acts on
a separable compact space K continuously. We denote by M(K) the space
of all probability measures on K with the weak*-topology, on which G acts
continuously. Note that M(K) is a weak*-closed, convex subset of the closed
unit ball of C(K)∗, where C(K) is the Banach space of C-valued continuous
functions on K with the sup norm. By the definition of amenability, there
exists µ ∈ M(K) such that gµ = µ for any g ∈ G.

If G is an infinite amenable subgroup of the mapping class group Γ(M)
for a surface M with κ(M) ≥ 0, then it follows from Theorem 2.7 that there
exists a non-empty finite subset S ⊂ PMF such that gS = S for any g ∈ G.
More explicitly, if G is IA, then we put S = {F±(g)} for some pseudo-Anosov
element g ∈ G. If G is reducible, then there exists σ ∈ S(M) fixed by all
elements of G, and we put S = {σ}. The uniformly distributed probability
measure on S is then a fixed point for the action of G on M(PMF). Therefore,
in this case, we can explicitly find an invariant probability measure on PMF
for each amenable subgroup of Γ(M).

Amenable groupoids. Zimmer [62] defined amenability of a group action as
an analogue of Definition 4.1. The following definition of an amenable discrete
measured groupoid is introduced in Chapter 4 of [4], which is a generalization
of Zimmer’s definition. A precise definition of amenable discrete measured
groupoids is somehow complicated. After giving it, we recall several funda-
mental facts. The readers unfamiliar with this notion are recommended to
consult [5], where a survey of amenability of groupoids is given.

When we defined amenability of groups, we considered an action of it on
a separable Banach space. In the definition of amenability of groupoids G, it
is necessary to consider measurable bundles over the unit space of G whose
fiber is an object appearing in the definition of amenability of groups. We first
introduce an object on which a groupoid acts, called a measurable Banach
bundle. A reference for the material in the following Definitions 4.4 and 4.6 is
Chapter II in [15]. In the first definition, we shall recall basic terminology in
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measure theory. Recall that we refer to a standard Borel space X equipped
with a σ-finite positive measure µ as a standard measure space. If µ(X) < ∞,
then we say that (X,µ) is a standard finite measure space.

Definition 4.4 ([15, II.1]). Let (X,µ) be a standard measure space. We
denote by B the set of all Borel subsets of X.

(i) A subset A of X is µ-null if there exists a countable family {An}n of
elements of B such that A ⊂

∪
n An and µ(An) = 0 for all n.

(ii) A subset A of X is µ-measurable if the symmetric difference A△B is
µ-null for some B ∈ B.

(iii) A property of points of X which holds for all x outside some µ-null subset
of X is said to hold for µ-almost every (or µ-a.e.) x.

(iv) A map f : X → Y into a standard Borel space Y is µ-measurable if
f−1(A) is µ-measurable for any Borel subset A of Y .

The following lemma is an easy exercise. For the proof, note that the σ-
field of Borel subsets of a standard Borel space is generated by countably many
Borel subsets of it as a σ-field.

Lemma 4.5. Let (X,µ) be a standard measure space. If ϕ : X → Y is a
µ-measurable map into a standard Borel space Y , then there exist a Borel
map ψ : X → Y and a Borel subset X ′ of X such that µ(X \ X ′) = 0 and
ϕ(x) = ψ(x) for all x ∈ X ′.

We next introduce the notion of measurable Banach bundles over a stan-
dard measure space (X,µ). Suppose that for each x ∈ X, we are given a
Banach space Ex. We refer to a function f on X such that f(x) ∈ Ex for each
x ∈ X as a vector field on X. We will define measurability of such a vector
field. We equip the complex field C with the structure of a standard Borel
space associated with the usual topology of C.

Definition 4.6 ([15, II.4]). In the above notation, a µ-measurable structure for
the family {Ex}x∈X is a non-empty family M of vector fields on X satisfying
the following four conditions:

(i) If f, g ∈ M, then the vector field x 7→ f(x) + g(x) is also in M.
(ii) If f ∈ M and a map φ : X → C is µ-measurable, then the vector field

x 7→ φ(x)f(x) is also in M.
(iii) If f ∈ M, then the function x 7→ ∥f(x)∥ is µ-measurable, where ∥ · ∥ is

the norm on Ex.
(iv) Suppose that f is a vector field on X such that there exists a sequence

{gn} of elements of M such that gn(x) → f(x) in Ex as n → ∞ for
µ-a.e. x ∈ X. Then f ∈ M.
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The family {Ex}x∈X endowed with this structure M is called a measurable
Banach bundle over (X,µ), and is denoted by E. We refer to an element of
M as a measurable section for the bundle E.

In the next definition, we introduce the notion of separability for a mea-
surable Banach bundle.

Definition 4.7 ([4, Definition A.3.4]). Let E = ({Ex}x∈X ,M) be a measur-
able Banach bundle over a standard measure space (X,µ). We say that E is
separable if there exists a sequence {gn}n of elements of M such that the set
{gn(x)}n is total in Ex for µ-a.e. x ∈ X, that is, the set of all finite C-linear
combinations of elements in {gn(x)}n is dense in Ex.

Remark 4.8. Let E = ({Ex}x∈X ,M) be a measurable Banach bundle over
a standard measure space (X,µ).

(i) Let (Y, ν) be a standard measure space and suppose that we are given
a Borel map π : Y → X such that π∗ν and µ are equivalent. The set
N = {f ◦ π : f ∈ M} generates a ν-measurable structure π∗M for the
family {Ef(y)}y∈Y . We denote by π∗E the corresponding bundle over
(Y, ν) and call it the pull-back of E by π. If E is separable, then so is
π∗E (see Example (3) of Appendix A in [4]).

(ii) Consider the family {E∗
x}x∈X of the duals. We denote by M∗ the set of

all vector fields ϕ for this family such that the function x 7→ 〈ϕ(x), f(x)〉
is µ-measurable for all f ∈ M. The following fact is known (see Lemma
A.3.7 in [4]): If E is separable, then E∗ = ({E∗

x}x∈X ,M∗) is a measur-
able Banach bundle.

(iii) When E is separable, we denote by L∞(X,E∗) the space of all ϕ ∈
M∗ such that the function x 7→ ∥ϕ(x)∥ belongs to L∞(X), and we
denote by ∥ϕ∥∞ the µ-essential supremum for this function. It is known
that L∞(X,E∗) is a Banach space with respect to the norm ∥ · ∥∞ (see
Proposition A.3.9 in [4]).

We next define an action of a discrete measured groupoid on a measurable
Banach bundle.

Definition 4.9 ([4, Definition 4.1.1]). Let G be a discrete measured groupoid
on a standard measure space (X,µ). A measurable G-bundle over (X,µ) is a
pair (E,L), where E = ({Ex}x∈X ,M) is a measurable Banach bundle over
(X,µ), and L is a linear isometric representation of G on E. Namely,

• for each γ ∈ G, L gives an isometric isomorphism L(γ) : Es(γ) → Er(γ);

• L preserves products, i.e., L(γ1γ2) = L(γ1)L(γ2) for all (γ1, γ2) ∈ G(2);



42 Yoshikata Kida

• L is measurable in the sense that for each f ∈ M, the vector field
γ 7→ L(γ)f(s(γ)) for the family {Er(γ)}γ∈G is in r∗M, where r : G → X
is the range map.

Remark 4.10. In Definition 4.9, assume that E is separable. The pair
(E∗, L∗) defined by the following equation then gives a measurable G-bundle
over (X,µ), and we call it the dual G-bundle of the G-bundle E:

〈L∗(γ)e∗, e〉 = 〈e∗, L(γ−1)e〉 for γ ∈ G, e∗ ∈ E∗
s(γ), e ∈ Er(γ).

The next definition introduces the notion corresponding to convex, weak*-
closed subsets contained in the closed unit ball of the dual of a separable
Banach space appearing in the definition of amenability of groups.

Definition 4.11 ([4, Definitions 4.2.1, 4.2.5]). Let (X,µ) be a standard mea-
sure space.

(i) Let E = ({Ex}x∈X ,M) be a separable measurable Banach bundle over
(X,µ). Suppose that for each x ∈ X, we are given a subset Ax of the
closed unit ball of the dual E∗

x. We refer to the family A = {Ax}x∈X

as a measurable field for the dual E∗ if there exists a sequence {ψn}n of
elements of L∞(X,E∗) such that Ax is the closed convex hull of the set
{ψn(x)}n for µ-a.e. x ∈ X.

(ii) Let G be a discrete measured groupoid on (X,µ) and let (E,L) be a
separable measurable G-bundle over (X,µ). A measurable field A =
{Ax}x∈X for the dual E∗ is called a G-field if L∗(γ)As(γ) = Ar(γ) for
µ̃-a.e. γ ∈ G, where µ̃ is the measure on G introduced in Definition 2.13.

Finally, we define amenability of discrete measured groupoids as follows.

Definition 4.12. A discrete measured groupoid G on a standard measure
space (X,µ) is amenable if the following holds: For any separable measurable
G-bundle (E,L) over (X,µ) and for any G-field A = {Ax}x∈X for the dual E∗,
there exists ϕ ∈ L∞(X,E∗) such that

• ϕ(x) ∈ Ax for µ-a.e. x ∈ X;

• L∗(γ)ϕ(s(γ)) = ϕ(r(γ)) for µ̃-a.e. γ ∈ G.

When the discrete measured groupoid arising from a non-singular action of a
discrete group on a standard finite measure space is amenable, we say that the
action is amenable.

Note that in Zimmer’s definition of amenable actions of groups, only con-
stant Banach bundles (i.e., bundles {Ex}x∈X such that Ex is the same for all
x ∈ X) are considered instead of general Banach bundles as above. However,
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Zimmer’s definition is equivalent to the above one. The proof of this fact is
given in Theorem 4.2.7 in [4] and Section 3 in [3].

Compared with the definition of amenability of groups in Definition 4.1, the
second condition for ϕ in Definition 4.12 can be phrased by saying that ϕ is a
fixed point for the action L of the groupoid G on E. In general, given a group
G and a space S, we refer to a homomorphism G → Aut(S) as an action of G
on S. Hence, given a groupoid G, we should refer to a groupoid homomorphism
G → Aut(S) as an action of G on S. We next define a fixed point for such
an action of a groupoid. However, for a standard Borel space S, we know
no natural Borel structure on Aut(S), the group of Borel automorphisms of
S. Hence, we consider nothing but the following special action of a groupoid
when the groupoid admits a Borel structure. In what follows, a groupoid
homomorphism from a discrete measured groupoid G into a discrete group Γ
is always assumed to be Borel as a map from G into Γ.

Definition 4.13. Let G be a discrete measured groupoid on a standard mea-
sure space (X,µ). Let S be a standard Borel space. Suppose that we are
given a Borel action of a discrete group Γ on S and a groupoid homomor-
phism ρ : G → Γ. Then a Borel map ϕ : X → S satisfying the equation

ρ(γ)ϕ(s(γ)) = ϕ(r(γ)) for a.e. γ ∈ G

is called an invariant Borel map for G. We say that ϕ is ρ-invariant for G
when we specify ρ.

More generally, if A is a Borel subset of X and if a Borel map ϕ : A → S
satisfies the above equation for a.e. γ ∈ (G)A, then we say for simplicity that
ϕ is invariant for G although we should say that ϕ is invariant for (G)A.

Given an action of a groupoid, we often use amenability of the groupoid
to obtain an invariant Borel map for the action as shown in the following
proposition. Recall that for a separable compact space K, we denote by M(K)
the space of probability measures on K. This space is a convex, weak*-closed
subset contained in the closed unit ball of the dual of C(K), the Banach space
of C-valued continuous functions on K with the sup norm.

Proposition 4.14. Let G be a discrete measured groupoid on a standard mea-
sure space (X,µ). Let Γ be a discrete group and suppose that Γ acts on a
separable compact space K continuously. Let ρ : G → Γ be a groupoid ho-
momorphism. If G is amenable, then there exists a ρ-invariant Borel map
ϕ : X → M(K), i.e., a Borel map satisfying the equation

ρ(γ)ϕ(s(γ)) = ϕ(r(γ)) for a.e. γ ∈ G.

Here, the action Γ y M(K) is given by the induced one from the action
Γ y K.
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Proof. We put Ex = C(K) for all x ∈ X. We define a µ-measurable structure
M for the family {Ex}x∈X as the one generated by the constant vector fields
x 7→ e for all e ∈ C(K). Then E = ({Ex}x∈X ,M) is a separable measurable
Banach bundle. For γ ∈ G, we define an isometric isomorphism L(γ) : Es(γ) →
Er(γ) by L(γ)e = ρ(γ)e for e ∈ Es(γ). The pair (E,L) is then a G-bundle.
Since the family A = {Ax}x∈X given by Ax = M(K) defines a G-field for
E∗, we get ϕ ∈ L∞(X,E∗) such that ϕ(x) ∈ M(K) for µ-a.e. x ∈ X, and
L∗(γ)ϕ(s(γ)) = ϕ(r(γ)) for µ̃-a.e. γ ∈ G. This equation is equivalent to
ρ(γ)ϕ(s(γ)) = ϕ(r(γ)). The proposition follows from Lemma 4.5.

Example 4.15. Let Γ be a discrete group and suppose that Γ admits a non-
singular action on a standard measure space (X,µ). We denote by G the
associated groupoid Γ n X. Then

ρ : G → Γ, (g, x) 7→ g

defines a groupoid homomorphism. Suppose that we are given a separable
compact space K on which Γ acts continuously. It follows from Proposition
4.14 that if S is an amenable subgroupoid of G, then there exists a Borel map
ϕ : X → M(K) such that ρ(g, x)ϕ(x) = ϕ(gx), that is, gϕ(x) = ϕ(gx) for a.e.
(g, x) ∈ S.

We give fundamental properties of amenable discrete measured groupoids.

Theorem 4.16. Let G be a discrete measured groupoid on a standard measure
space (X,µ).

(i) G is amenable if and only if its quotient equivalence relation

{(r(γ), s(γ)) ∈ X × X : γ ∈ G}

is amenable and for a.e. x ∈ X, the isotropy group Gx
x = {γ ∈ G : r(γ) =

s(γ) = x} is amenable.

(ii) Any subgroupoid of an amenable discrete measured groupoid is amenable.

(iii) Let A ⊂ X be a Borel subset with positive measure. If G is amenable,
then so is the restricted groupoid (G)A. If GA = X up to null sets, then
the converse also holds.

For Assertion (i), we refer to Corollary 5.3.33 in [4]. Assertion (ii) follows
from hyperfiniteness of amenable equivalence relations shown in [10] and As-
sertion (i). The former part of Assertion (iii) can be shown by using Assertion
(ii) because (G)A is identified with the subgroupoid (G)A ∪{ex : x ∈ X \A} of
G, where ex ∈ G denotes the unit on x. The latter part can also be proved di-
rectly by using this identification. The following is one of the most highlighted
theorems about principal discrete measured groupoids, and it is a generaliza-
tion of Theorem 3.15. Recall that G is said to be principal if the isotropy group
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Gx
x is trivial for each x ∈ X. A principal groupoid is isomorphic to its quotient

equivalence relation.

Theorem 4.17 ([10]). For i ∈ {1, 2}, let Gi be ergodic principal discrete
measured groupoids on a standard finite measure space (Xi, µi). For i ∈ {1, 2},
we suppose that µi is invariant for Gi and that µi has no atom, that is, there
exists no point x ∈ Xi with µi({x}) > 0. Then G1 and G2 are isomorphic.

Here, a discrete measured groupoid G on (X,µ) is said to be ergodic if the
following holds: If a Borel subset A ⊂ X satisfies the equation GA = A up
to null sets, then either µ(A) = 0 or µ(X \ A) = 0. In the next theorem, we
particularly consider a groupoid arising from a group action.

Theorem 4.18. Let (X,µ) and (Y, ν) be standard finite measure spaces.
(i) Let G be a discrete group and suppose that we have a non-singular action

of G on (X,µ). Let G be the associated groupoid. If G is amenable, then
G is amenable.

(ii) Conversely, in Assertion (i), if the action G y (X,µ) is measure-
preserving and G is amenable, then G is amenable.

(iii) Let G be a discrete group and suppose that we have non-singular actions
G y (X,µ) and G y (Y, ν). If there exists a G-equivariant Borel map
f : X → Y such that f∗µ = ν and if the action G y (Y, ν) is amenable,
then the action G y (X,µ) is also amenable.

Assertion (i) follows from Propositions 4.2.2 and A.3.9 in [4]. For Asser-
tions (ii) and (iii), we refer to Proposition 4.3.3 in [63] and [3], respectively.
This subsection will end with several examples of amenable discrete measured
groupoids.

Example 4.19. Groupoids admitting fundamental domains. Let G be a dis-
crete group. Then the action of G on G by left multiplication is amenable,
where a measure µ on G is given by f ∈ ℓ1(G) such that f(g) > 0 for each
g ∈ G. More generally, suppose that G admits a non-singular action on a
standard finite measure space (X,µ) and suppose that the action admits a
fundamental domain, that is, there exists a Borel subset F ⊂ X such that
µ(

∪
g∈G F ) = µ(X) and Gx∩F consists of a single point for a.e. x ∈ X. Then

the action G y (X,µ) is amenable. Note that if G is infinite and G admits
an essentially free, measure-preserving action on a standard finite measure
space, then there exists no Borel fundamental domain for the action. A dis-
crete measured equivalence relation which admits a fundamental domain is
also amenable.

The following is an example of amenable actions of non-amenable groups.
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Theorem 4.20 ([1], [4, Appendix B]). Let Γ be an infinite hyperbolic group in
the sense of Gromov. Let µ be a probability measure on the Gromov boundary
∂Γ such that the action of Γ on (∂Γ, µ) is non-singular. Then the action
Γ y (∂Γ, µ) is amenable.

In the proof of this result, approximately invariant means for (the groupoid
arising from) the boundary action of Γ are constructed. Recall that for a
discrete group G, a sequence {fn}n∈N in ℓ1(G) is called approximately invariant
means for G if

• for each n, fn(g) ≥ 0 for all g ∈ G and
∑

g∈G fn(g) = 1;

• for each g ∈ G,
∑

h∈G |fn(g−1h) − fn(h)| → 0 as n → ∞.

It is well-known that a discrete group G is amenable if and only if G admits
approximately invariant means. We can also define approximately invariant
means for a discrete measured groupoid as an analogue of the above definition
(see Chapter 3 in [4]), and we can show that a discrete measured groupoid
is amenable if and only if there exist such means for it (see Theorem 4.2.7
in [4]). When we are given a group action and we want to show that it is
amenable, we often prove that it admits approximately invariant means, for it
is often difficult to prove the fixed point property in Definition 4.12 directly
for concrete examples of group actions.

In Example 3.8 of [5] and Example 2.2 of [54], approximately invariant
means for the boundary action of non-abelian free groups are constructed
explicitly. This construction can be generalized to the case of hyperbolic groups
by using the uniform thinness of all geodesic triangles on their Cayley graphs.
Since the curve complex C for a surface M with κ(M) ≥ 0 is hyperbolic (see
Theorem 2.2), this proof motivates the following theorem. We denote by ∂C
the Gromov boundary of C. It is known that ∂C is a non-empty standard
Borel space (see Proposition 3.10 in [35]). We refer to [39], [24], [27] for details
of the boundary ∂C.

Theorem 4.21 ([35, Theorem 3.29]). Let M be a surface with κ(M) ≥ 0 and
let C be the curve complex for M . Let µ be a probability measure on the Gromov
boundary ∂C such that the action of Γ(M)⋄ on (∂C, µ) is non-singular. Then
the action Γ(M)⋄ y (∂C, µ) is amenable.

Since C is hyperbolic, we expect a construction of approximately invariant
means for the action of Γ(M)⋄ on ∂C similar to the one for hyperbolic groups
noted above. However, we can not apply the construction directly because C
is locally infinite. To avoid this difficulty, we use the finiteness property of
tight geodesics on the curve complex established by Masur and Minsky [44],
and Bowditch [9]. A tight geodesic is a geodesic in C with a special property.
Roughly speaking, the finiteness property of tight geodesics says that the set of



Measurable rigidity of mapping class groups 47

tight geodesics behaves like the set of geodesics on a locally finite hyperbolic
graph. Thanks to this property, we can construct approximately invariant
means for the action of Γ(M)⋄ on ∂C as in the case of hyperbolic groups.
Geometric properties of the curve complex we use in the proof of Theorem
4.21 are only the hyperbolicity and this finiteness property. We omit the proof
of Theorem 4.21 and note here that the finiteness property of tight geodesics
will also be used in the construction of several natural Borel maps associated
with the curve complex (see Remark 5.9).

In Section 5, we will use the following corollary, which is an immediate
consequence of Theorem 4.21. We denote by ∂2C the quotient space of C ×C
by the coordinate exchanging action of the symmetric group on two letters.

Corollary 4.22 ([35, Lemma 4.32]). Let M be a surface with κ(M) ≥ 0. Let
µ be a probability measure on ∂2C such that the action of Γ(M)⋄ on (∂2C, µ)
is non-singular. Then the action Γ(M)⋄ y (∂2C, µ) is amenable.

5 Two types of subgroupoids: IA and reducible ones

Let M be a surface with κ(M) > 0 and let m ≥ 3 be an integer. Let Γ be a fi-
nite index subgroup of Γ(M ; m) (see Theorem 2.8 for the subgroup Γ(M ; m) of
Γ(M)). Let G be the discrete measured groupoid on a standard finite measure
space (X,µ) which arises from a measure-preserving action Γ y (X,µ). The
final goal of Sections 5, 6 and 7 is to prove Theorem 3.6. This theorem states
that any isomorphism between such groupoids arsing from actions of mapping
class groups preserves subgroupoids generated by actions of Dehn twists. To
characterize such subgroupoids algebraically in terms of groupoids, we intro-
duce two types of subgroupoids of G. The first one is called IA subgroupoids,
which correspond to IA (= infinite, irreducible and amenable) subgroups in
the classification theorem of subgroups of mapping class groups (see Theorem
2.7). The second one is called reducible subgroupoids, which correspond to
infinite reducible subgroups.

Let ρ : G → Γ be the groupoid homomorphism given by (g, x) 7→ g for g ∈ Γ
and x ∈ X. We denote by M(PMF) the space of probability measures on
the Thurston boundary PMF . Each element γ ∈ G then acts on M(PMF)
via ρ. We can regard this assignment as the action of G on M(PMF). We
define the above two classes of subgroupoids S of G in terms of Borel maps
ϕ : X → M(PMF) which is ρ-invariant for S, i.e., ρ(γ)ϕ(s(γ)) = ϕ(r(γ)) for
a.e. γ ∈ S. These ρ-invariant Borel maps play a role of fixed points for the
action of G on M(PMF) (see Definition 4.13 and the comment right before
it).
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In Subsection 5.1, we characterize IA and reducible subgroups in terms of
their fixed points in M(PMF). This will help us to understand the motiva-
tion of the definition of IA and reducible subgroupoids. In Subsection 5.2, we
analyze IA subgroupoids and study properties of Borel maps into M(PMF)
which are ρ-invariant for them. It is shown that IA subgroupoids are in fact
amenable as groupoids. In Subsection 5.3, we study reducible subgroupoids
S and give the definition of canonical reduction systems for S. This is an
essentially unique Borel map into S(M) which is ρ-invariant for S and which
satisfies nice properties. This system is a generalization of canonical reduc-
tion systems for reducible subgroups introduced by Birman, Lubotzky, and
McCarthy [8], and Ivanov [30].

5.1 IA and reducible subgroups

Let M be a surface with κ(M) ≥ 0 and let Γ be an infinite subgroup of
Γ(M). Recall that Γ is said to be IA if there exists a pseudo-Anosov element
g ∈ Γ such that {F±(g)}, the set of its pseudo-Anosov foliations, is fixed by
all elements of Γ. In this case, Γ is virtually cyclic. If there exists σ ∈ S(M)
fixed by all elements of Γ, then Γ is said to be reducible. In the next two
propositions, we characterize these two classes of subgroups in terms of their
fixed points on the space M(PMF) of probability measures on the Thurston
boundary PMF . We say that ν ∈ M(PMF) is invariant for a subgroup Γ of
Γ(M) if gν = ν for each g ∈ Γ.

Proposition 5.1. Let M be a surface with κ(M) ≥ 0 and let Γ be an infinite
subgroup of Γ(M). Then the following assertions hold:

(i) The subgroup Γ is IA if and only if there exists an invariant measure
ν ∈ M(PMF) for Γ such that ν(MIN ) = 1.

(ii) If Γ is IA, then any invariant measure ν ∈ M(PMF) for Γ satisfies that
ν({F±(g)}) = 1 for some pseudo-Anosov element g ∈ Γ.

Proof. The “only if” part of Assertion (i) has already been seen in Example
4.3. Assertion (ii) follows from the dynamics of pseudo-Anosov elements on
PMF (see Theorem 2.5).

We may assume that Γ is a subgroup of Γ(M ;m) for an integer m ≥ 3
to prove the “if” part of Assertion (i). Recall that Γ(M ; m) consists of pure
elements and is torsion-free (see Theorem 2.8). Let ν ∈ M(PMF) be an
invariant measure for Γ such that ν(MIN ) = 1.

Assume that Γ contains a reducible element g of infinite order. Let ∆u and
Ψs be the subsets of PMF associated with g as in the comment right before
Theorem 2.6. We can choose a non-empty closed one-dimensional submani-
fold c of M which satisfies Property (P) for g and does not have superfluous
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components. Note that both Ψs and ∆u are contained in PMF \MIN . Let
{Un}n be a sequence of open subsets of PMF such that Un ⊃ Un+1 for each
n, and ∆u =

∩
n Un. It follows from ν(∆u) = 0 that ν(Un) ↘ 0. Let K be any

compact subset of PMF\Ψs. By Theorem 2.6, for each n, there exists N such
that gNK ⊂ Un, and thus ν(K) = ν(gNK) ≤ ν(Un). Therefore, ν(K) = 0.
Since PMF \ Ψs can be expressed as a countable union of compact subsets,
this implies that ν(PMF \ Ψs) = 0, which is a contradiction.

Thus, Γ does not contain a reducible element of infinite order, and it con-
sists of pseudo-Anosov elements and the trivial element. If g is a pseudo-
Anosov element of Γ, then by the dynamics of g on PMF (see Theorem 2.5),
the support of ν is contained in {F±(g)}. Since ν is invariant for Γ, this implies
that Γ is an IA subgroup.

Proposition 5.2. Let M be a surface with κ(M) ≥ 0 and let Γ be an infinite
subgroup of Γ(M). Then Γ is reducible if and only if there exists an invariant
measure ν ∈ M(PMF) for Γ such that ν(PMF \MIN ) = 1.

Proof. The “only if” part has already been seen in Example 4.3. To prove
the “if” part, let ν ∈ M(PMF) be an invariant measure for Γ such that
ν(PMF \ MIN ) = 1. It follows from Theorem 2.7 that Γ is either IA,
reducible or sufficiently large. By Proposition 5.1 (ii), Γ is not IA. If Γ were
sufficiently large, then there exist pseudo-Anosov elements g1, g2 ∈ Γ such
that {F±(g1)}∩{F±(g2)} = ∅. Theorem 2.5 implies that any sufficiently large
subgroup admits no invariant probability measure on PMF . Therefore, Γ is
reducible.

We next define IA and reducible subgroupoids, which is motivated by the
above two propositions. We often use the following notation in what follows.

Notation. We refer to the following assumption as (⋆): Let M be a surface
with κ(M) > 0 and let m ≥ 3 be an integer. Let Γ be a finite index subgroup
of Γ(M ; m). Suppose that Γ admits a measure-preserving action on a standard
finite measure space (X,µ). We denote by G the associated groupoid Γn(X,µ).
Let ρ : G → Γ be the groupoid homomorphism defined by (g, x) 7→ g.

Propositions 5.1 and 5.2 imply that there exists no infinite subgroup of
Γ(M) which admits an invariant measure ν ∈ M(PMF) such that 0 <
ν(MIN ) < 1. The following is a generalization of this fact.

Theorem 5.3. Under Assumption (⋆), let Y be a Borel subset of X with
positive measure and let S be a subgroupoid of (G)Y of infinite type. Suppose
that there is an invariant Borel map ϕ : Y → M(PMF) for S. Then there
exists a Borel partition Y = Y1 ⊔ Y2 such that

• ϕ(x)(MIN ) = 1 for a.e. x ∈ Y1;
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• ϕ(x)(PMF \MIN ) = 1 for a.e. x ∈ Y2.

Recall that a Borel map ϕ : Y → M(PMF) is (ρ-)invariant for S if the
equation ρ(γ)ϕ(s(γ)) = ϕ(r(γ)) holds for a.e. γ ∈ S.

Remark 5.4. In Theorem 5.3, let us assume that there is another invariant
Borel map ψ : Y → M(PMF) for S. It is easy to check that ψ also satisfies

• ψ(x)(MIN ) = 1 for a.e. x ∈ Y1;

• ψ(x)(PMF \MIN ) = 1 for a.e. x ∈ Y2.

for the same Y1 and Y2 as in the theorem. (Consider the invariant Borel map
(ϕ + ψ)/2 for S and apply the theorem.)

By this remark, the two subgroupoids (S)Y1 and (S)Y2 should be distin-
guished, and it is natural to define the following two classes of subgroupoids.

Definition 5.5. Under Assumption (⋆), let Y be a Borel subset of X with
positive measure and let S be a subgroupoid of (G)Y of infinite type.

(i) We say that S is IA (= irreducible and amenable) if there is an invariant
Borel map ϕ : Y → M(PMF) for S such that ϕ(x)(MIN ) = 1 for a.e.
x ∈ Y .

(ii) We say that S is reducible if there is an invariant Borel map ϕ : Y →
M(PMF) for S such that ϕ(x)(PMF \MIN ) = 1 for a.e. x ∈ Y .

It follows from Remark 5.4 that the classes of IA and reducible subgroupoids
are mutually exclusive. The definition of reducible subgroupoids is also moti-
vated by the following lemma.

Lemma 5.6. Under Assumption (⋆), let Y be a Borel subset of X with positive
measure and let S be a subgroupoid of (G)Y of infinite type. Then the following
two conditions are equivalent:

(i) S is reducible.

(ii) There exists an invariant Borel map Y → S(M) for S.

It is clear that Assertion (ii) implies Assertion (i) because there is a Γ(M)⋄-
equivariant embedding ι : S(M) → PMF \ MIN . To prove the converse
implication, we construct a Borel map H : PMF \ MIN → S(M) which is
equivariant for the action of Γ(M)⋄ and satisfies H ◦ ι = id (see Subsection 4.2
in [35]).
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5.2 IA subgroupoids

The following lemma is the first important observation about invariant Borel
maps for IA subgroupoids. It is known that there exists a natural Γ(M)⋄-
equivariant map π : MIN → ∂C, which is continuous and surjective (see
[39]). We can define a Borel structure on the set M(∂C) of all probability
measures on ∂C by using a Borel section of π : MIN → ∂C, i.e., a Borel
map s : ∂C → MIN such that π ◦ s = id (see the comment right before
Proposition 4.30 in [35]). For a technical reason, we study invariant Borel
maps into M(∂C) for IA subgroupoids instead of ones into M(PMF).

Lemma 5.7. Under Assumption (⋆), let Y be a Borel subset of X with positive
measure and let S be a subgroupoid of (G)Y of infinite type. Then the following
assertions hold:

(i) S is IA if and only if there exists an invariant Borel map ϕ : Y → M(∂C)
for S.

(ii) If S is IA and ϕ : Y → M(∂C) is an invariant Borel map for S, then
supp(ϕ(x)) consists of at most two points.

Here, for a measure ν, we denote by supp(ν) the support of ν. It is easy to
see the “only if” part of Assertion (i) by using the map π : MIN → ∂C.

We denote by ∂2C the quotient space of ∂C × ∂C by the coordinate ex-
changing action of the symmetric group on two letters. Then ∂2C can be
viewed as a Borel subset of M(∂C) by regarding each element of ∂2C as an
atomic measure on ∂C such that each atom has measure 1 or 1/2. We denote
by M(MIN ) the Borel subset of M(PMF) consisting of all measures ν such
that ν(MIN ) = 1. We can prove the following lemma by using Lemma 5.7.

Lemma 5.8. Under Assumption (⋆), let Y be a Borel subset of X with positive
measure and let S be a subgroupoid of (G)Y of infinite type. If S is IA, then
there exists an essentially unique invariant Borel map ϕ0 : Y → ∂2C for S
satisfying the following condition: If Y ′ ⊂ Y is a Borel subset with positive
measure and ϕ : Y ′ → M(∂C) is an invariant Borel map for S, then

supp(ϕ(x)) ⊂ supp(ϕ0(x)) for a.e. x ∈ Y ′.

This unique invariant Borel map plays an important role when we study
the normalizer of an IA subgroupoid (see Lemma 6.7).

Remark 5.9. In the proof of Propositions 5.1 and 5.2, it was important to
observe the dynamics of each element of the mapping class group on PMF .
However, we cannot consider the dynamics of each element of a groupoid
because powers γn of an element γ of a groupoid do not make sense in general.
Hence, we cannot apply a similar argument in the proof of Theorem 5.3 and
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Lemma 5.7. As a different approach, by using the finiteness properties of tight
geodesics in the curve complex (see Theorem 4.21 and the comment around
it), we construct the following natural Borel maps: Put

δC = {(a, b, c) ∈ (∂C)3 : a ̸= b ̸= c ̸= a}

and define an action of Γ(M)⋄ on δC by g(a, b, c) = (ga, gb, gc). Let F ′(C)
be the set of all non-empty finite subsets of V (C) whose diameters are at
least three, on which Γ(M)⋄ naturally acts. We can then construct a Γ(M)⋄-
equivariant Borel map

MS : δC → F ′(C)

(see Section 4.1 in [35]). A remarkable property of the set F ′(C) is that the
stabilizer of each element of F ′(C) is finite (see Lemma 10 in [7]). Moreover,
in the proof of Theorem 5.3, we construct a Γ(M)⋄-equivariant Borel map

G : ∂2C × V (C) → F ′(C),

where the action of Γ(M)⋄ on ∂2C × V (C) is given by g(a, x) = (ga, gx) (see
Lemma 4.40 in [35]). In this chapter, we do not further mention the proof of
these facts.

As observed in Proposition 5.1, if an infinite subgroup Γ of Γ(M ; m) has
an invariant measure ν ∈ M(PMF) such that ν(MIN ) = 1, then Γ is IA
and in particular, Γ is amenable. Hence, we can expect any IA subgroupoid S
to be amenable, which is in fact shown in the following theorem. In the proof
of this theorem, we use the amenability of the action Γ(M)⋄ on ∂C shown in
Theorem 4.21 and Corollary 4.22. We give the proof of this theorem to show
how to use this amenable action of the mapping class group.

Theorem 5.10. Under Assumption (⋆), let Y be a Borel subset of X with
positive measure and let S be a subgroupoid of (G)Y of infinite type. If S
is IA, then S is amenable. Equivalently, if there is an invariant Borel map
Y → ∂2C for S, then S is amenable.

Note that S is IA if and only if there exists an invariant Borel map Y → ∂2C
for S (see Lemma 5.7 (ii)). Let ϕ : Y → ∂2C be an invariant Borel map for S.
An important point of the proof is to construct a standard Borel space S on
which Γ acts so that

• S is isomorphic to a subgroupoid of Γ n S;
• we can construct a Γ-equivariant Borel map S → ∂2C by using ϕ.

If we can construct such a space S, then the theorem follows from Theorem
4.16 (ii), Theorem 4.18 (iii) and Corollary 4.22.

Proof of Theorem 5.10. We identify S with the groupoid on (X,µ) defined by
the union {ex ∈ G : x ∈ X \ Y } ∪ S. Extend ϕ to the map from X defined
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by ϕ(x) = a0 for x ∈ X \ Y , where a0 ∈ ∂2C is some fixed point. We denote
by the same symbol ϕ the extended map. The extended map ϕ is then also
invariant for S.

Consider the action of Γ on X × Γ given by

g(x, g1) = (x, g1g
−1) for x ∈ X, g, g1 ∈ Γ.

The equivalence relation R1 on X × Γ defined by

(s(γ), g) ∼ (r(γ), ρ(γ)g) for γ ∈ G, g ∈ Γ

admits a fundamental domain F1 = X × {e}, i.e., a Borel subset F1 of the
unit space X × Γ such that R1x ∩ F1 consists of exactly one point for a.e.
x ∈ X × Γ, where R1x denotes the equivalence class containing x. Let R2 be
the equivalence relation on X × Γ given by

(s(γ), g) ∼ (r(γ), ρ(γ)g) for γ ∈ S, g ∈ Γ.

Since R2 is a subrelation of R1, we can show that R2 also admits a fundamental
domain F2 ⊂ X × Γ (use Lemma 2.12 in [2]). Let S be the quotient space of
X×Γ by R2, which is identified with F2 as a measure space via the projection
X × Γ → S. Note that the action of Γ on X × Γ induces an action of Γ on S.
Denote the projection of (x, g) ∈ X × Γ onto S by [x, g] ∈ S. Then S can be
identified with a Borel subgroupoid

H = {(ρ(γ), [s(γ), e]) ∈ Γ n S : γ ∈ S}

of Γ n S via an isomorphism

S ∋ γ 7→ (ρ(γ), [s(γ), e]) ∈ H.

Using the invariant Borel map ϕ : X → ∂2C for S, we construct a Borel map
ϕ′ : S → ∂2C by the formula [x, g] 7→ g−1ϕ(x). Then ϕ′ is well-defined and
Γ-equivariant. By Theorem 4.18 (iii) and Corollary 4.22, the groupoid Γ n S
is amenable. Since H is a subgroupoid of Γ n S, it is also amenable. ¤

5.3 Reducible subgroupoids

We shall recall Assumption (⋆): Let M be a surface with κ(M) > 0 and let
m ≥ 3 be an integer. Let Γ be a finite index subgroup of Γ(M ; m). Suppose
that Γ admits a measure-preserving action on a standard finite measure space
(X,µ). We denote by G the associated groupoid Γ n (X,µ). Let ρ : G → Γ be
the groupoid homomorphism defined by (g, x) 7→ g.

Let Y be a Borel subset of X with positive measure and let S be a sub-
groupoid of (G)Y of infinite type. Suppose that S is reducible. By Lemma
5.6, we can construct an invariant Borel map ϕ : Y → S(M) for S, i.e.,
ρ(γ)ϕ(s(γ)) = ϕ(r(γ)) for a.e. γ ∈ S. In general, there are many such maps ϕ.
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The aim of this subsection is to construct an invariant Borel map Y → S(M)
for S with some nice properties, called the canonical reduction system (CRS)
for S. This is a generalization of the canonical reduction system (CRS) for
a reducible subgroup, introduced by Birman, Lubotzky, and McCarthy [8],
and Ivanov [30]. It is shown that the CRS exists essentially uniquely for each
reducible subgroupoid. This uniqueness will be useful when we study the
normalizer of a reducible subgroupoid (see Lemma 6.8).

We shall recall the definition and some fundamental facts of the CRS for a
subgroup of the mapping class group. Let M be a surface with κ(M) ≥ 0 and
let m ≥ 3 be an integer. We first define the CRS for a subgroup of Γ(M ; m).

Definition 5.11. Let M be a surface with κ(M) ≥ 0 and let m ≥ 3 be an
integer. Let Γ be a subgroup of Γ(M ; m).

(i) An element α ∈ V (C) is called an essential reduction class for Γ if the
following two conditions are satisfied:

• gα = α for any g ∈ Γ;
• If β ∈ V (C) satisfies i(α, β) ̸= 0, then there exists g ∈ Γ such that

gβ ̸= β.

(ii) The canonical reduction system (CRS) for Γ is defined to be the set of
all essential reduction classes for Γ. We denote by σ(Γ) the CRS for Γ.

It is easy to check that σ(Γ) ∈ S(M) ∪ {∅}. It can be shown that if Λ is
a finite index subgroup of Γ, then σ(Λ) = σ(Γ). Therefore, we can define the
CRS for a general subgroup Γ of Γ(M) as the CRS for Γ ∩ Γ(M ;m), which is
independent of m. We refer to Chapter 7 in [30] for more details. Note that if
Γ is finite, then σ(Γ) = ∅ because σ({e}) = ∅. The following is a fundamental
fact on the CRS for an infinite subgroup of Γ(M).

Theorem 5.12 ([30, Corollary 7.17]). An infinite subgroup Γ of Γ(M) is
reducible if and only if σ(Γ) is non-empty.

In the next theorem, we give a geometric meaning of CRS’s. We introduce
the following notation.

Notation. Let M be a surface with κ(M) ≥ 0 and let m ≥ 3 be an integer.
Let Γ be a subgroup of Γ(M ;m) and assume that each element of Γ fixes
σ ∈ S(M). By Theorem 2.8 (iii), there is a natural homomorphism

pσ : Γ →
∏
Q

Γ(Q),

where Q runs through all components of Mσ, the surface obtained by cutting
M along a realization of σ. For each component Q of Mσ, let pQ : Γ → Γ(Q)
be the composition of pσ and the projection onto Γ(Q).
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Theorem 5.13 ([30, Theorem 7.16]). Let M be a surface with κ(M) ≥ 0 and
let Γ be a subgroup of Γ(M). Then there exists a unique σ ∈ S(M) ∪ {∅}
satisfying the following three conditions, and then σ is in fact the CRS for Γ:

(i) All elements of Γ fix σ.
(ii) Let m ≥ 3 be an integer and put Γ0 = Γ∩Γ(M ; m). For each component

Q of Mσ, the quotient group pQ(Γ0) cannot be infinite reducible.
(iii) σ ∈ S(M) is the minimal one satisfying the above Conditions (i), (ii)

(for some/any m).

Example 5.14. We present some examples of reducible subgroups whose CRS
can be computed. Let M be a surface with κ(M) ≥ 0.

(i) Let σ ∈ S(M) and let Dσ be the subgroup of Γ(M) generated by all
Dehn twists about curves in σ, which is isomorphic to a free abelian
group of rank |σ|. Then σ(Dσ) = σ.

(ii) Let g ∈ Γ(M) be a pure element and take a closed one-dimensional
submanifold c (may be empty) of M such that Condition (P) is satisfied
for c and some representative of g (see the comment right after Theorem
2.5). If we denote by σ ∈ S(M) ∪ {∅} the isotopy class of c, then σ is
the CRS for the cyclic subgroup of Γ(M) generated by g.

(iii) Take σ ∈ S(M). If we denote by Γσ = {g ∈ Γ(M) : gσ = σ} its
stabilizer, then σ(Γσ) = σ.

In the same manner, we can define the canonical reduction system for a
reducible subgroupoid as an invariant Borel map into S(M) satisfying some
special properties. In the following definition, a purely ρ-invariant pair corre-
sponds to an essential reduction class. We shall recall Assumption (⋆): Let M
be a surface with κ(M) > 0 and let m ≥ 3 be an integer. Let Γ be a finite
index subgroup of Γ(M ;m). Suppose that Γ admits a measure-preserving ac-
tion on a standard finite measure space (X,µ). We denote by G the associated
groupoid Γ n (X,µ). Let ρ : G → Γ be the groupoid homomorphism defined
by (g, x) 7→ g.

Definition 5.15. Under Assumption (⋆), let Y ⊂ X be a Borel subset with
positive measure and let S be a subgroupoid of (G)Y of infinite type. Let A
be a Borel subset of Y with positive measure and let α ∈ V (C).

(i) We say that the pair (α,A) is ρ-invariant for S if there exists a countable
Borel partition A =

⊔
n An of A such that for each n, the constant map

An → {α} is invariant for S, i.e., ρ(γ)α = α for a.e. γ ∈ (S)An .
(ii) Suppose that (α,A) is ρ-invariant for S. The pair (α,A) is said to be

purely ρ-invariant for S if (β,B) is not ρ-invariant for S for any Borel
subset B of A with positive measure and any β ∈ V (C) with i(α, β) ̸= 0.
(In [35], we refer to such a pair as an essential ρ-invariant one for S.)
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Remark 5.16. In the notation of Definition 5.15, it is easy to see the following:

(i) If (α,A) is a ρ-invariant pair for S, then so is the pair (α,B) for any
Borel subset B of A with positive measure. The same statement is true
for purely ρ-invariant pairs for S.

(ii) For each n ∈ N, let An be a Borel subset of Y with positive measure. If
(α,An) is a ρ-invariant pair for S, then so is the pair (α,

∪
n∈N An). The

same statement is true for purely ρ-invariant pairs for S.

Theorem 5.17 ([35, Theorem 4.50]). Under Assumption (⋆), let Y ⊂ X be
a Borel subset with positive measure and let S be a subgroupoid of (G)Y of
infinite type. If S is reducible, then there exists a purely ρ-invariant pair for
S.

In the notation of Theorem 5.17, for α ∈ V (C), let Mα be the set of all
Borel subsets A of Y such that either µ(A) = 0 or the pair (α,A) is purely
ρ-invariant for S. Put mα = supA∈Mα

µ(A). By Remark 5.16 (ii), there exists
an essentially unique Borel subset Yα of Y such that µ(Yα) = mα. Theorem
5.17 implies the equation Y =

∪
α∈V (C) Yα up to null sets if S is reducible. By

the definition of purely ρ-invariant pairs, if α, β ∈ V (C) satisfy µ(Yα∩Yβ) > 0,
then i(α, β) = 0. We then define a Borel map ϕ : Y → S(M) by the formula

ϕ(x) = {α ∈ V (C) : x ∈ Yα}

for x in a conull Borel subset of Y .

Definition 5.18. The map ϕ : Y → S(M) constructed above is called the
canonical reduction system (CRS) for a reducible subgroupoid S.

The following theorem states that the invariance and the uniqueness of the
CRS for a reducible subgroupoid.

Theorem 5.19 ([35, Lemma 4.53]). Under Assumption (⋆), let Y ⊂ X be
a Borel subset with positive measure and let S be a subgroupoid of (G)Y of
infinite type. Suppose that S is reducible. Then the CRS ϕ : Y → S(M) for S
is an essentially unique invariant Borel map for S such that

• if σ ∈ S(M) satisfies µ(ϕ−1(σ)) > 0 and if α ∈ σ, then (α,ϕ−1(σ)) is a
purely ρ-invariant pair for S;

• if (α,A) is a purely ρ-invariant pair for S, then

µ(A \ ϕ−1({σ ∈ S(M) : α ∈ σ})) = 0.
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6 Normal subgroupoids

Feldman, Sutherland, and Zimmer [14] introduced the notion of normal sub-
relations of discrete measured equivalence relations. We define the notion of
normal subgroupoids as its generalization, which is also a generalization of the
notion of normal subgroups. It will be shown that if a subgroup of the map-
ping class group is IA (resp. infinite and reducible), then so is its normalizer.
We prove a similar statement in the setting of groupoids. These facts will be
used repeatedly in Section 7.

6.1 Generalities

Let G be a discrete group and let H be a subgroup of G. We refer to the
subgroup NG(H) = {g ∈ G : gHg−1 = H} as the normalizer of H in G. If
NG(H) = G, then H is called a normal subgroup of G.

Let G be a discrete measured groupoid on a standard measure space (X,µ)
and let r, s : G → X be the range, source maps, respectively. Let S be a
subgroupoid of G. (We mean by a subgroupoid of G a Borel subgroupoid of G
whose unit space is the same as the one for G.) We denote by EndG(S) the set
of all Borel maps φ : dom(φ) → G from a Borel subset dom(φ) of X such that

• s(φ(x)) = x for a.e. x ∈ dom(φ);
• for a.e. γ ∈ (G)dom(φ), the following equivalence holds: γ ∈ S if and only

if φ(r(γ))γφ(s(γ))−1 ∈ S.
If X consists of a single atom, i.e., if G and S are groups, then EndG(S) is
equal to the normalizer NG(S) of S in G.

Remark 6.1. Let φ ∈ EndG(S). Note that the groupoid homomorphism
(S)dom(φ) ∋ γ 7→ φ(r(γ))γφ(s(γ))−1 ∈ G does not define an isomorphism onto
its image when the map dom(φ) ∋ x 7→ r(φ(x)) ∈ X is not injective. Hence,
we use the symbol “End”.

Definition 6.2. Let G be a discrete measured groupoid on a standard measure
space (X,µ). A subgroupoid S of G is said to be normal in G if the following
condition is satisfied: There exists a countable family {φn} of elements of
EndG(S) such that for a.e. γ ∈ G, we can find φn in the family such that
r(γ) ∈ dom(φn) and φn(r(γ))γ ∈ S. In this case, we write S C G, and we call
{φn} a family of normal choice functions for the pair (G,S).

Example 6.3. Normal subgroups. Let G be a discrete group and let H be
a subgroup of G. When we regard G as a groupoid, EndG(H) = NG(H) as
noted above. It is easy to see that H is normal in G in the sense of Definition
6.2 if and only if we can choose all representatives of G/H from NG(H), that
is, G = NG(H). This means that H is a normal subgroup of G.
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Lemma 6.4. Suppose that we are given a non-singular action of a discrete
group G on a standard measure space (X,µ). We denote by G the associated
groupoid. Let H be a normal subgroup of G and let S be the subgroupoid of G
associated with the action H y (X,µ). Then S is normal in G.

Proof. For g ∈ G, let φg : X → G be the Borel map defined by φg(x) = (g, x).
We show that φg ∈ EndG(S). Let (h, x) ∈ G. If (h, x) ∈ S, then

φg(hx)(h, x)φg(x)−1 = (g, hx)(h, x)(g, g−1x) = (ghg−1, g−1x) ∈ S

since H is a normal subgroup of G. Conversely, if (ghg−1, g−1x) ∈ S, then
ghg−1 ∈ H, which implies that h ∈ H and (h, x) ∈ S. Thus, φg ∈ EndG(S).

Since φg−1(gx)(g, x) = ex ∈ S for (g, x) ∈ G, {φg}g∈G is a family of normal
choice functions for the pair (G,S).

We omit the proof of the following lemma.

Lemma 6.5 ([36, Lemma 2.13]). Let G be a discrete measured groupoid on a
standard measure space (X,µ). Let S be a normal subgroupoid of G. If A is a
Borel subset of X with positive measure, then (S)A is normal in (G)A.

6.2 Normalizers of IA and reducible subgroupoids

Let M be a surface with κ(M) ≥ 0 and let N be an infinite subgroup of
Γ(M). If N is IA, then there exists a pseudo-Anosov element g ∈ N such that
{F±(g)}, the set of pseudo-Anosov foliations of g, is fixed by all elements of
N . If N is reducible, then N fixes an element of S(M). The CRS σ(N) for N
is a special element of S(M) fixed by N (see Subsection 5.3). By using these
special fixed elements of N , we show the following

Proposition 6.6. Let M be a surface with κ(M) ≥ 0 and let Γ be an infinite
subgroup of Γ(M). Suppose that Γ contains an infinite normal subgroup N .

(i) If N is IA (resp. reducible), then so is Γ.

(ii) If N is reducible, then σ(N) ⊂ σ(Γ).

Proof. We first assume that N is IA. By Theorem 2.7, there exists a pseudo-
Anosov element g ∈ N such that h{F±(g)} = {F±(g)} for any h ∈ N . Let
γ ∈ Γ. Then γ−1gγ{F±(g)} = {F±(g)} since γ−1gγ ∈ N . Thus, gγ{F±(g)} =
γ{F±(g)}. On the other hand, the fixed point set on PMF for g consists of
exactly the two points F±(g). Hence, γ{F±(g)} = {F±(g)}. This means that
every γ ∈ Γ fixes {F±(g)} and that Γ is IA by Theorem 2.7.
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We next assume that N is reducible. For γ ∈ Γ, the equation γσ(N) =
σ(γNγ−1) = σ(N) holds. The first equation follows by definition. Thus, Γ is
reducible. By the definition of essential reduction classes for Γ, we see that
σ(N) ⊂ σ(Γ).

In this subsection, we prove a result similar to the above proposition in
the framework of groupoids. We recall Assumption (⋆): Let M be a surface
with κ(M) > 0 and let m ≥ 3 be an integer. Let Γ be an infinite subgroup of
Γ(M ; m). Suppose that Γ admits a measure-preserving action on a standard
finite measure space (X,µ). Let G be the associated groupoid Γ n (X,µ).
Define a cocycle ρ : G → Γ by (g, x) 7→ g.

Using the uniqueness of the invariant Borel maps for IA and reducible
subgroupoids constructed in Subsections 5.2 and 5.3, we show that if a sub-
groupoid T of G contains an IA (resp. reducible) subgroupoid as a normal
one, then T is also IA (resp. reducible). We give only the proof of Lemma 6.7,
where IA subgroupoids are dealt with. The proof of Lemma 6.8 for reducible
ones is not given here. We refer to Lemma 4.60 in [35] for the proof, in which
we assume that the action Γ y (X,µ) is essentially free. However, one can
show Lemma 6.8 along the same line as in Lemma 4.60 in [35].

Lemma 6.7. Under Assumption (⋆), let Y ⊂ X be a Borel subset with positive
measure and let S be a subgroupoid of (G)Y of infinite type. Suppose that S
is IA. Let T be a subgroupoid of (G)Y with S C T . Let ϕ0 : Y → ∂2C be the
essentially unique Borel map constructed in Lemma 5.8. Then ϕ0 is invariant
for T . In particular, T is IA by Lemma 5.7 (i).

Proof. Let r : T → Y be the range map. Take g ∈ EndT (S). Recall that g is
a Borel map from a Borel subset dom(g) of Y into T such that

• s(g(x)) = x for a.e. x ∈ dom(g);

• for a.e. γ ∈ (T )dom(g), the following equivalence holds: γ ∈ S if and only
if g(r(γ))γg(s(γ))−1 ∈ S.

It is enough to show that ρ(g(x)−1)ϕ0(r(g(x))) = ϕ0(x) for a.e. x ∈ dom(g).
By applying Theorem 2.9 (iv) to the composition r ◦ g : dom(g) → Y , we get
a countable Borel partition dom(g) =

⊔
n Yn satisfying the following: Let gn

denote the restriction of g to Yn. The image r ◦ gn(Yn) is a Borel subset of Y ,
and the map r ◦ gn : Yn → r ◦ gn(Yn) is a Borel isomorphism. Moreover, each
gn is an element of EndT (S). We may therefore assume that g ∈ EndT (S)
satisfies that r◦g(dom(g)) is a Borel subset of Y and the map r◦g : dom(g) →
r ◦ g(dom(g)) is a Borel isomorphism.

We define a Borel map h from dom(h) = r ◦ g(dom(g)) into T by h(y) =
g((r ◦ g)−1(y))−1 for y ∈ dom(h). It is easy to see that h ∈ EndT (S).
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We put ψg(x) = ρ(g(x)−1)ϕ0(r(g(x))) for x ∈ dom(g). Take γ ∈ (S)dom(g)

and put x = r(γ) and y = s(γ). Then the equation

ρ(γ)ψg(y) = ρ(γ)ρ(g(y)−1)ϕ0(r(g(y)))

= ρ(g(x)−1)ρ(g(x))ρ(γ)ρ(g(y)−1)ϕ0(r(g(y)))

= ρ(g(x)−1)ϕ0(r(g(x))) = ψg(x)

holds since g(x)γg(y)−1 ∈ S and ϕ0 is invariant for S. The map ψg is thus
invariant for (S)dom(g). By Lemma 5.8, we have

supp(ψg(x)) ⊂ supp(ϕ0(x)) for a.e. x ∈ dom(g).

By considering h instead of g, we have

supp(ρ(h(y)−1)ϕ0(r(h(y)))) ⊂ supp(ϕ0(y)) for a.e. y ∈ dom(h).

By putting y = r ◦ g(x) in the above two inclusions, we get the equation
ψg(x) = ϕ0(x) for a.e. x ∈ dom(g). Therefore, ϕ0 is invariant for T .

Lemma 6.8. Under Assumption (⋆), let Y ⊂ X be a Borel subset with positive
measure and let S be a subgroupoid of (G)Y of infinite type. Suppose that S is
reducible. Let T be a subgroupoid of (G)Y with S C T . Let ϕ0 : Y → S(M) be
the CRS for S (see Definition 5.18). Then ϕ0 is invariant for T . In particular,
T is reducible.

7 Characterization of reducible subgroupoids

In this section, we prove Theorem 3.6. This theorem states that any iso-
morphism between groupoids associated with measure-preserving actions of
mapping class groups preserves subgroupoids generated by Dehn twists. To
prove it, we characterize such subgroupoids algebraically in terms of discrete
measured groupoids. As in the previous sections, we first investigate the case
of groups. We give a complete proof in the case of groups, and give only some
comments about the case of groupoids. Most theorems in the case of groupoids
can be shown by an idea similar to the one in the case of groups.

Classification of components into three types. We first consider the
action of a reducible subgroup on each component of the surface obtained by
cutting along the CRS for the subgroup. We recall the following notation.

Notation. Let M be a surface with κ(M) ≥ 0 and let m ≥ 3 be an integer.
Let Γ be a reducible subgroup of Γ(M ; m) and assume that each element of Γ
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fixes σ ∈ S(M). By Theorem 2.8 (iii), there is a natural homomorphism

pσ : Γ →
∏
Q

Γ(Q),

where Q runs through all components of Mσ, the surface obtained by cutting
M along a realization of σ. For each component Q of Mσ, let pQ : Γ → Γ(Q)
be the composition of pσ and the projection onto Γ(Q).

In the following theorem, we consider the quotient groups pQ(Γ) when σ is
the CRS for Γ (see also Theorem 5.13).

Theorem 7.1 ([30, Lemma 1.6, Corollary 7.18]). Let M be a surface with
κ(M) ≥ 0 and let m ≥ 3 be an integer. Let Γ be an infinite reducible subgroup
of Γ(M ;m) and let σ ∈ S(M) be the CRS for Γ. If Q is a component of Mσ,
then the following assertions hold:

(i) pQ(Γ) is torsion-free.

(ii) pQ(Γ) either is trivial or contains a pseudo-Anosov element of Γ(Q).

If pQ(Γ) is trivial, infinite amenable or non-amenable, then we say that Q
is T, IA or IN for Γ, respectively. Theorem 7.1 implies that any component Q
of Mσ is either T, IA or IN, and the following assertions hold:

(A) Q is T for Γ if and only if pQ(Γ) is trivial.

(B) Q is IA for Γ if and only if pQ(Γ) is an IA subgroup of Γ(Q).

(C) Q is IN for Γ if and only if pQ(Γ) is a sufficiently large subgroup of Γ(Q).

Remark 7.2. These three types of Q can be characterized in terms of fixed
points for the action of pQ(Γ) on the space M(PMF(Q)) of probability mea-
sures on PMF(Q) as follows:

(a) Q is T for Γ if and only if either Q is a pair of pants (= M0,3) or
pQ(g)α = α for any g ∈ Γ and for any/some α ∈ V (C(Q)).

(b) Q is IA for Γ if and only if the following three conditions are satisfied:

• Q is not a pair of pants;

• pQ(g)α ̸= α for any g ∈ Γ \ {e} and for any/some α ∈ V (C(Q));

• There exists µ ∈ M(PMF(Q)) such that pQ(g)µ = µ for any g ∈ Γ
and µ(MIN (Q)) = 1.

(c) Q is IN for Γ if and only if the following two conditions are satisfied:

• Q is not a pair of pants;

• There exists no fixed point for the action of pQ(Γ) on M(PMF(Q)).
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In the setting of groupoids, motivated by the above characterization, we can
define three types of components of the surface obtained by cutting M along
the CRS for a reducible subgroupoid S. They are defined in terms of invariant
Borel maps into M(PMF(Q)), etc. for S. We refer to Theorems 5.6, 5.9 and
Section 5.2 in [35] for a precise definition of them.

As an application of Theorem 7.1, we give a criterion for amenability of
reducible subgroups.

Proposition 7.3. Let M be a surface with κ(M) ≥ 0 and let m ≥ 3 be an
integer. Let Γ be a reducible subgroup of Γ(M ; m) and let σ ∈ S(M) be the
CRS for Γ. Then Γ is amenable if and only if each component of Mσ is either
T or IA for Γ.

Theorem 7.1 (ii) implies the “only if” part because the quotient group
pQ(Γ) is amenable for each component Q of Mσ if Γ is amenable. The “if”
part follows since the intersection of the kernels of pQ for all components Q
of Mσ is amenable by the following proposition (see Lemma 2.1 (1) in [8] or
Corollary 4.1.B, Lemma 4.1.C in [32]).

Proposition 7.4. Let M be a surface with κ(M) ≥ 0. Let G be a reducible
subgroup of Γ(M) and let σ ∈ S(M) be an element such that gσ = σ for any
g ∈ G. Let p : G → Γ(Mc) be the natural homomorphism into the mapping
class group of the disconnected surface Mc obtained by cutting M along a
realization c of σ. Then the following assertions hold:

(i) kerp is contained in the subgroup Dσ of Γ(M) generated by Dehn twists
about curves in σ.

(ii) All elements of Dσ belong to the center of kerp.

Characterization of some subgroups. Let M be a surface with κ(M) > 0.
The following is our plan to characterize subgroups of Γ(M) generated by Dehn
twists.

(I) Characterize reducible subgroups of Γ(M) in terms of amenability and
normal subgroups.

(II) Describe maximal reducible subgroups of Γ(M ; m) explicitly, where m ≥
3 is an integer.

(III) Describe an infinite amenable normal subgroup N of a maximal reducible
subgroup in Step (II). In fact, such a subgroup N is contained in the
subgroup generated by the Dehn twist about some element of V (C).

One important observation for Step (I) is the following lemma. This gives a
sufficient condition for a subgroup to be reducible.
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Lemma 7.5. Let M be a surface with κ(M) > 0. Let G be a non-amenable
subgroup of Γ(M) and let N be an infinite normal subgroup of G. If N is
amenable, then G is reducible.

Proof. It follows from Theorem 2.7 that N is either IA or reducible. By
Proposition 6.6 (i), if N is IA (resp. reducible), then so is G. Since G is
non-amenable, G must be reducible.

Remark 7.6. When κ(M) = 0, there exists no non-amenable reducible sub-
group of Γ(M). This fact implies that we cannot characterize reducible sub-
groups of Γ(M) as in Propositions 7.7 and 7.8.

We characterize infinite reducible subgroups in the next two propositions.
Although it is not necessary to characterize infinite amenable reducible sub-
groups for our purpose (because maximal reducible subgroups in Step (II) are
always non-amenable), we give it for completeness.

Proposition 7.7. Let M be a surface with κ(M) > 0 and let Γ be an infinite
amenable subgroup of Γ(M). Then the following two assertions are equivalent:

(i) Γ is reducible.

(ii) There exist four subgroups Γ0, Γ′, Γ′′ and Λ of Γ satisfying the following:

(a) Γ0 is a finite index subgroup of Γ;

(b) Γ′ is amenable and Γ0 < Γ′;

(c) Γ′′ is infinite and Γ′′ < Γ′;

(d) Λ is non-amenable and Γ′′ C Λ.

Proof. We first show that Assertion (ii) implies Assertion (i). It follows from
Lemma 7.5 that Γ′′ and Λ are both reducible. By Theorem 2.7, Γ′ must be
either IA or reducible since Γ′ is amenable. If Γ′ were IA, then there would
exist a finite index subgroup of Γ′ which is cyclic and generated by a pseudo-
Anosov element. This contradicts the assumption that Γ′ contains the infinite
reducible subgroup Γ′′. Thus, Γ′ is reducible and so are both Γ0 and Γ.

We next show that the converse holds. Put Γ0 = Γ ∩ Γ(M ; 3) and let
σ ∈ S(M) be the CRS for Γ0. Note that for each T component Q of Mσ for
Γ0, the quotient pQ(Γ0) is trivial by Theorem 7.1 (ii). For each IA component
R of Mσ for Γ0, let {FR

± } be the pair of pseudo-Anosov foliations in PMF(R)
such that

pR(g){FR
± } = {FR

± } for any g ∈ Γ0.

Let Γ′ be the subgroup of Γ(M ; 3) consisting of all g ∈ Γ(M ; 3) satisfying the
following three conditions:
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• gσ = σ;
• pQ(g)α = α for all α ∈ V (C(Q)) and all T components Q for Γ0 which

is not a pair of pants;
• pR(g){FR

± } = {FR
± } for all IA components R for Γ0.

Then Γ0 < Γ′. Moreover, the CRS for Γ′ is σ and a component of Mσ is T
(resp. IA) for Γ′ if and only if so is for Γ0. In particular, Γ′ is amenable since
there is no IN component for Γ0 and thus for Γ′ (see Lemma 7.3).

In general, given τ ∈ S(M), we denote by Dτ the subgroup of Γ(M)
generated by Dehn twists about curves in τ . If |σ| < κ(M) + 1, then put
Γ′′ = Dσ ∩ Γ(M ; 3). This subgroup is infinite. Let Λ be the stabilizer of σ
in Γ(M ; 3), i.e., Λ = {g ∈ Γ(M ; 3) : gσ = σ}. Since there is a component of
Mσ which is not a pair of pants, Λ is non-amenable. (Recall that when we cut
M along curves in τ ∈ S(M) and get the surface Mτ , all components of Mτ

are pairs of pants if and only if |τ | = κ(M) + 1.) Moreover, Γ′′ is a normal
subgroup of Λ by Proposition 7.4 (ii). These Γ′′, Λ satisfy the conditions of
Assertion (ii).

If |σ| = κ(M) + 1, then we see that Γ′ = Dσ ∩ Γ(M ; 3). Choose α0 ∈ σ.
Let σ′ = σ \ {α0} and put Γ′′ = Dσ′ ∩ Γ(M ; 3). This subgroup is infinite and
satisfies Γ′′ < Γ′. If we define Λ to be the stabilizer of σ′ in Γ(M ; 3), then
these subgroups satisfy the conditions of Assertion (ii).

Proposition 7.8. Let M be a surface with κ(M) > 0 and let Γ be a non-
amenable subgroup of Γ(M). Then the following two assertions are equivalent:

(i) Γ is reducible.
(ii) There exist two subgroups Γ′, Γ′′ of Γ(M) satisfying the following:

(a) Γ < Γ′;
(b) Γ′′ is infinite amenable and Γ′′ C Γ′.

Proof. We first show that Assertion (ii) implies Assertion (i). It follows from
Lemma 7.5 that Γ′ and Γ′′ are both reducible. Thus, so is Γ.

We next show that the converse holds. Let σ ∈ S(M) be the CRS for Γ.
Let Γ′ be the stabilizer of σ, i.e., Γ′ = {g ∈ Γ(M) : gσ = σ}. Then Γ′ contains
Γ. Let Γ′′ be the subgroup of Γ(M) generated by Dehn twists about curves in
σ. By Proposition 7.4 (ii), we see that Γ′′ C Γ′.

Corollary 7.9. Let M be a surface with κ(M) > 0. Let Γ1, Γ2 be finite index
subgroups of Γ(M). If f : Γ1 → Γ2 is an isomorphism and Λ is an infinite
reducible subgroup of Γ1, then f(Λ) is an infinite reducible subgroup of Γ2.

Notation. Let M be a surface with κ(M) ≥ 0. Given a subgroup Γ of Γ(M)
and σ ∈ S(M), we denote by

Γσ = {g ∈ Γ : gσ = σ}
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the stabilizer of σ in Γ. When σ consists of only one element α ∈ V (C), we
denote Γσ by Γα for simplicity.

In the next lemma, we explicitly describe maximal reducible subgroups.

Lemma 7.10. Let M be a surface with κ(M) ≥ 0 and let m ≥ 3 be an
integer. Let Γ be a finite index subgroup of Γ(M ; m) and let α ∈ V (C). Then
the following assertions hold:

(i) Γα is a maximal reducible subgroup of Γ, that is, if Λ is a reducible
subgroup of Γ with Γα < Λ, then Λ = Γα.

(ii) Conversely, any reducible subgroup of Γ is contained in Γα for some
α ∈ V (C).

Proof. Assertion (ii) follows from Theorem 2.8 (iii). We prove Assertion (i).
One can show that α is the only class in V (C) fixed by all elements of Γα.
In fact, if β ∈ V (C) satisfies i(α, β) ̸= 0, then some power of the Dehn twist
about α is in Γα and does not fix β (see Theorem 2.6). Suppose that β ∈ V (C)
satisfies α ̸= β and i(α, β) = 0. Let Mα be the surface obtained by cutting M
along a realization of α. Let Q be a component of Mα such that β ∈ V (C(Q)).
Since Γ is a finite index subgroup of Γ(M ; m), the component Q is IN for Γα.
Hence, pQ(Γα) does not fix β. This proves the claim. Assertion (i) then follows
because Λ fixes some curve in V (C), which has to be α by this claim.

Finally, we give an algebraic characterization of subgroups generated by
Dehn twists.

Lemma 7.11. Let M be a surface with κ(M) ≥ 0 and let m ≥ 3 be an integer.
Let Γ be a subgroup of finite index in Γ(M ; m) and let α ∈ V (C). We denote
by Dα the intersection of Γ with the subgroup of Γ(M) generated by the Dehn
twist about α.

(i) Let N be an infinite amenable subgroup of Γα with N C Γα. Then N is
contained in Dα.

(ii) Conversely, any subgroup of Dα is amenable and is a normal one of Γα.

Proof. Assertion (ii) follows from Proposition 7.4 (ii). We show Assertion (i).
When κ(M) = 0, Proposition 7.4 (i) implies that Γα = Dα, and Assertion (i)
follows. We assume that κ(M) > 0. Let σ ∈ S(M) be the CRS for N . Note
that the CRS for Γα is {α} (see Example 5.14 (iii)). By Proposition 6.6 (ii),
we see that σ ⊂ {α}, which means that σ = {α}. By Proposition 7.4 (i), it
is enough to show that each component of Mα is T for N , which follows from
the next Lemma 7.12.
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Lemma 7.12. Let M be a surface with κ(M) > 0 and let m ≥ 3 be an integer.
Let Γ be a subgroup of Γ(M ; m) and let N be an infinite normal subgroup of
Γ. Suppose that N is reducible and let σ ∈ S(M) be the CRS for N . (Note
that σ ⊂ σ(Γ) by Proposition 6.6 (ii).) If a component Q of Mσ is IA for N ,
then Q is a component of Mσ(Γ) and it is IA for Γ.

Proof. Recall that σ is fixed by Γ by Proposition 6.6 (ii). If Q were not a
component of Mσ(Γ), then there would exist α ∈ σ(Γ) \ σ such that α ∈
V (C(Q)) since σ ⊂ σ(Γ). Then α is fixed by all elements of N . This contradicts
the assumption that Q is IA for N . Thus, Q is a component of Mσ(Γ). Since
pQ(N) is IA and is a normal subgroup of pQ(Γ), we see that pQ(Γ) is also IA
by Proposition 6.6 (i).

Corollary 7.13. Let M be a surface with κ(M) > 0 and let m ≥ 3 be an
integer. Let Γ1, Γ2 be finite index subgroups of Γ(M ; m) and let f : Γ1 → Γ2

be an isomorphism. For i ∈ {1, 2} and α ∈ V (C), let Di
α be the intersection

of Γi with the cyclic subgroup of Γ(M) generated by the Dehn twist about α.
Then for each α ∈ V (C), there exists β ∈ V (C) such that f(D1

α) = D2
β.

Proof. For i ∈ {1, 2} and α ∈ V (C), we denote by Γi
α the stabilizer of α in Γi.

Let α ∈ V (C). By Lemma 7.10 (i), Γ1
α is a maximal reducible subgroup of Γ1.

It follows from Corollary 7.9 that f(Γ1
α) is also a maximal reducible subgroup

of Γ2. Thus, there exists β ∈ V (C) such that f(Γ1
α) = Γ2

β by Lemma 7.10
(ii). Since D1

α is a normal subgroup of Γ1
α, we see that f(D1

α) is also a normal
subgroup of Γ2

β . By Lemma 7.11 (i), f(D1
α) < D2

β . Considering f−1, we see
that there exists α′ ∈ V (C) such that D2

β < f(D1
α′). Since D1

α and D1
α′ has

non-trivial intersection, we obtain the equality α = α′ by Lemma 3.4.

By using this corollary in place of Theorem 3.3 in Ivanov’s argument in
Subsection 3.1, we can show Theorem 3.2, which states that any isomorphism
between finite index subgroups of the extended mapping class group Γ(M)⋄

with κ(M) > 0 and M ̸= M1,2,M2,0 is equal to the inner conjugation by a
unique element of Γ(M)⋄.

The case of groupoids. We first restate Theorem 3.6. Recall the following
notation.

Notation. We refer to the following assumption as (•):
• Let M be a surface with κ(M) > 0 and let m ≥ 3 be an integer. Let

Γ1 and Γ2 be finite index subgroups of Γ(M ; m). Let (Ω, ω) be an ME
coupling of Γ1 and Γ2

• Take fundamental domains X1 ⊂ Ω for the Γ2-action on Ω, and X2 ⊂ Ω
for the Γ1-action on Ω. Recall that the natural actions Γ1 y X1 and
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Γ2 y X2 are denoted by (γ, x) 7→ γ · x by using a dot. By Lemma 2.27,
we can choose X1, X2 so that Y = X1 ∩ X2 satisfies that for i ∈ {1, 2},
Γi · Y = Xi up to null sets when Y is regarded as a subset of Xi.

• For i ∈ {1, 2}, set Gi = Γi n Xi and let ρi : Gi → Γi be the projection,
which is a groupoid homomorphism. By Proposition 2.29, there exists a
groupoid isomorphism

f : (G1)Y → (G2)Y .

Note that f is the identity on the unit space Y .

• For i ∈ {1, 2} and α ∈ V (C), let Di
α be the intersection of Γi with the

subgroup of Γ(M) generated by the Dehn twist tα ∈ Γ(M) about α. Let
Gi

α be the subgroupoid of Gi generated by the action of Di
α, i.e.,

Gi
α = {(γ, x) ∈ Gi : γ ∈ Di

α, x ∈ Xi}.

Theorem 3.6. Under Assumption (•), for each α ∈ V (C), there exist a
countable Borel partition Y =

⊔
Yn and βn ∈ V (C) such that

f((G1
α)Yn) = (G2

βn
)f(Yn) for each n.

This theorem states that f preserves subgroupoids generated by Dehn
twists up to a countable Borel partition. When each of X1 and X2 consists of
a single atom, this theorem reduces to Corollary 7.13. To prove Theorem 3.6,
we characterize subgroupoids generated by Dehn twists algebraically in terms
of discrete measured groupoids. Our plan is the following:

(1) We characterize reducible subgroupoids algebraically. It follows that the
isomorphism f in Assumption (•) preserves reducible subgroupoids.

(2) By Step (1), f preserves maximal reducible subgroupoids. We explicitly
describe such subgroupoids.

(3) A subgroupoid generated by a Dehn twist can be characterized alge-
braically as an amenable normal subgroupoid of infinite type of some
maximal reducible subgroupoid. This implies Theorem 3.6.

Note that the above steps correspond to the ones for the proof of Corollary
7.13 given right before Lemma 7.5. In this final part of Section 7, we give only
precise statements and some comments for the above steps. Most statements
can be proved along the same line as in the case of groups. We refer to Section
4 in [36] for the proof of them.

About Step (1). We shall recall Assumption (⋆): Let M be a surface with
κ(M) > 0 and let m ≥ 3 be an integer. Let Γ be a finite index subgroup of
Γ(M ; m). Suppose that Γ admits a measure-preserving action on a standard
finite measure space (X,µ). Let G be the associated groupoid Γ n (X,µ).
Define a groupoid homomorphism ρ : G → Γ by (g, x) 7→ g.
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Proposition 7.14 ([36, Proposition 4.1]). Under Assumption (⋆), let Y ⊂ X
be a Borel subset with positive measure and let S be a subgroupoid of (G)Y of
infinite type. Suppose that S is amenable. Then the following two assertions
are equivalent:

(i) S is reducible.

(ii) For any Borel subset A of Y with positive measure, there exist a Borel
subset B of A with positive measure and the following three subgroupoids
S ′, S ′′ and T of (G)B:

(a) S ′ is amenable and (S)B < S ′;

(b) S ′′ is of infinite type and S ′′ < S ′;

(c) T is non-amenable and S ′′ C T .

Proposition 7.15 ([36, Proposition 4.2]). Under Assumption (⋆), let Y ⊂ X
be a Borel subset with positive measure and let S be a subgroupoid of (G)Y of
infinite type. Suppose that (S)Y ′ is not amenable for any Borel subset Y ′ of
Y with positive measure. Then the following two assertions are equivalent:

(i) S is reducible.

(ii) For any Borel subset A of Y with positive measure, there exist a Borel
subset B of A with positive measure and the following two subgroupoids
S ′ and S ′′ of (G)B:

(a) (S)B < S ′;

(b) S ′′ is an amenable subgroupoid of infinite type and S ′′ C S ′.

Along the same line as in the proof of Propositions 7.7 and 7.8, these
propositions are proved by using invariant Borel maps developed in Section 5.
Thanks to these algebraic characterizations, we obtain the following corollary.

Corollary 7.16. Under Assumption (•), let A be a Borel subset of Y with
positive measure and let S1 be a subgroupoid of (G1)A of infinite type. Then
S1 is reducible if and only if the image f(S1) is reducible.

About Step (2). Under Assumption (⋆), let Y ⊂ X be a Borel subset with
positive measure. For a Borel map ϕ : Y → V (C), we write

Sϕ = {γ ∈ (G)Y : ρ(γ)ϕ(s(γ)) = ϕ(r(γ))}.

This subgroupoid can be viewed as the stabilizer of ϕ in (G)Y . As in the case
of groups, we can show that Sϕ is a maximal reducible subgroupoid in (G)Y ,
and conversely that any reducible subgroupoid is contained in Sϕ for some ϕ.
Thus, we obtain the following
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Corollary 7.17. Under Assumption (•), let A1 be a Borel subset of Y1 with
positive measure and let ϕ1 : A1 → V (C) be a Borel map. Put A2 = f(A1).
Then there exists a Borel map ϕ2 : A2 → V (C) such that f(S1

ϕ1
) = S2

ϕ2
, where

Si
ϕi

= {γ ∈ (Gi)Ai : ρi(γ)ϕi(s(γ)) = ϕi(r(γ))} for i ∈ {1, 2}.

About Step (3). Under Assumption (⋆), let Y ⊂ X be a Borel subset with
positive measure and let ϕ : Y → V (C) be a Borel map. As in Lemma 7.11, if
S is an amenable subgroupoid of Sϕ of infinite type with S C Sϕ, then we can
show that there exists a countable Borel partition Y =

⊔
Yn of Y satisfying

the following two conditions:

(i) The map ϕ is constant a.e. on Yn. Let αn ∈ V (C) be its value on Yn.

(ii) (S)Yn < (Gαn)Yn < (Sϕ)Yn for each n.

Here, for α ∈ V (C), we denote by Gα the subgroupoid of G generated by the
intersection Dα of Γ with the cyclic subgroup of Γ(M) generated by the Dehn
twist about α.

In what follows, we prove Theorem 3.6. Under Assumption (•), let α ∈
V (C) and let ϕ1 : Y → V (C) be the constant map with value α. Since S1

ϕ1

is the subgroupoid generated by the action of the stabilizer of α in Γ1, we
see that (G1

α)Y C (S1
ϕ1

)Y by Lemma 6.5. By Corollary 7.17 and the above
fact, there exist a Borel map ϕ2 : Y → V (C) and a countable Borel partition
Y =

⊔
Yn of Y satisfying the following two conditions:

(i) The map ϕ2 is constant a.e. on Yn. Let βn ∈ V (C) be its value on Yn.

(ii) f((G1
α)Yn) < (G2

βn
)f(Yn) < (S2

ϕ2
)f(Yn) for each n.

By considering f−1, we can show that f((G1
α)Yn) = (G2

βn
)f(Yn) for each n. This

proves Theorem 3.6.

8 Concluding remarks

We present some comments about other related results shown in the series of
papers [35], [36], [37], [38].

1. Classification of mapping class groups up to ME. For i ∈ {1, 2},
let Mi be a surface of type (gi, pi), that is, of genus gi and with pi boundary
components. When are the mapping class groups Γ(M1) and Γ(M2) ME? Note
that for a surface M of type (g, p), the mapping class group Γ(M) is finite if
and only if κ(M) = 3g + p − 4 < 0 and (g, p) ̸= (1, 0). We may exclude
these cases. If (g, p) = (1, 0), (1, 1), then Γ(M) is isomorphic to SL(2, Z). If
(g, p) = (0, 4), then there exists a finite index subgroup of Γ(M) isomorphic to
PSL(2, Z) (see Section 7 in [29]). In particular, if (g, p) = (1, 0), (0, 4), (1, 1),
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then Γ(M) is ME to SL(2, Z) and is hyperbolic in the sense of Gromov. It
follows from Theorem 1.5 that if κ(M) > 0 and if a discrete group Λ is ME to
Γ(M), then they are commensurable up to finite kernels. Thus, if κ(M) > 0,
then Γ(M) and SL(2, Z) are not ME since Γ(M) is not hyperbolic. Hence, if we
classify the case κ(M) > 0, then we obtain a complete classification. Thanks to
Theorem 1.5, this remaining problem is reduced to a simple algebraic problem
of mapping class groups. By Theorem 2 in [57], we obtain the following

Theorem 8.1 ([36, Theorem 1.2]). Let M1 and M2 be distinct surfaces of
type (g1, p1), (g2, p2), respectively, such that κ(M1), κ(M2) > 0 and g1 ≤ g2.
Suppose that Γ(M1) and Γ(M2) are ME. Then we have the following only two
possibilities: ((g1, p1), (g2, p2)) = ((0, 5), (1, 2)), ((0, 6), (2, 0)).

In Chapters 5 and 6 in [35], we obtain a weaker classification result by a
complete different approach, using tools developed in Sections 5 and 6.

Gaboriau [20] proved that the sequence {βn(Γ)}n∈N of ℓ2-Betti numbers for
a discrete group Γ is an invariant for ME in the following sense: If two discrete
groups Γ and Λ are ME, then there exists a positive real number c such that
βn(Γ) = cβn(Λ) for all n. Combining this with results due to Gromov [22] and
McMullen [46], we can calculate the ℓ2-Betti numbers of mapping class groups
as follows: If M is a surface with κ(M) ≥ 0, then

βκ(M)+1(Γ(M)) > 0 and βn(Γ(M)) = 0 for n ̸= κ(M) + 1.

Therefore, the value κ(M) is invariant under ME. The reader is referred to
Appendix D in [35] for more details, in which explicit values of βκ(M)+1(Γ(M))
are also discussed.

2. Exactness of mapping class groups. We defined amenability of a group
action in a measurable sense in Section 4. We can also define amenability of
a group action in a topological sense. A discrete group is said to be exact if it
admits an amenable action on some compact Hausdorff space in a topological
sense (see [4], [54] for the definition). It is widely expected that the class
of exact groups is huge. Indeed, all amenable groups, hyperbolic ones and
linear ones are exact. Exactness is closed under taking subgroups, extensions,
direct unions and amalgamated free products. Moreover, exactness has many
equivalent conditions in terms of geometry of Cayley graphs and operator
algebras, and has many applications to various research fields, the study of
the Baum-Connes conjecture and the classification of group von Neumann
algebras. We recommend the reader to consult [54], [61] and the references
therein for more details.

As a byproduct of Theorem 4.21, we can show that if M is a surface with
κ(M) > 0, then the action of Γ(M)⋄ on its Stone-Čech compactification is
amenable in a topological sense (see Theorem C.5 in [35]). Hence, Γ(M)⋄ and
all its subgroups are exact. Note that the action of Γ(M)⋄ on PMF is not
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amenable because there exist non-amenable stabilizers and note that ∂C is
not compact (see Proposition 3.8 in [35]). Hamenstädt [26] also proved that
Γ(M)⋄ is exact by constructing an explicit compact space on which Γ(M)⋄

admits an amenable action in a topological sense.

3. Direct products of mapping class groups. We can also prove an ME
rigidity result for finite direct products of mapping class groups.

Theorem 8.2 ([36, Theorem 1.3]). Let n be a positive integer and let Mi be
a surface with κ(Mi) > 0 for all i ∈ {1, . . . , n}. If a discrete group Λ is ME
to the direct product Γ(M1)× · · · × Γ(Mn), then there exists a homomorphism
ρ : Λ → G = Aut(C(M1)) × · · · × Aut(C(Mn)) such that the kernel of ρ and
the index [G : ρ(Λ)] are both finite.

Let (Σ,m) be an ME coupling of Γ = Γ(M1)×· · ·×Γ(Mn) and an unknown
group Λ. For the proof of Theorem 8.2, we first consider a self ME coupling
Ω = Σ ×Λ Λ ×Λ Σ̌ of Γ as in the proof of Theorem 1.5. We then construct an
almost (Γ × Γ)-equivariant Borel map

Ω → G = Aut(C(M1)) × · · · × Aut(C(Mn)) (8.1)

for some (Γ × Γ)-action on G for which G is a self ME coupling of Γ (see
Theorem 7.1 and Corollary 7.2 in [36] for a more explicit statement).

Monod and Shalom [48] introduced the class C consisting of discrete groups
∆ which admit a mixing unitary representation π on a Hilbert space such that
the second bounded cohomology H2

b (∆, π) of ∆ with coefficient π does not van-
ish. They studied self ME couplings of discrete groups of the form ∆1×· · ·×∆n

with ∆i ∈ C and n ≥ 2 via the theory of bounded cohomology. They obtained
many interesting measurable rigidity results on ergodic standard actions of
such product groups. Whether a discrete group is in the class C or not is
invariant under ME, and C contains all non-elementary hyperbolic groups in
the sense of Gromov. Hamenstädt [25] proved that the mapping class group
Γ(M) with κ(M) > 0 is in C. We apply these results to our situation, and
construct the map in (8.1).

We note that a theorem similar to Theorem 1.6 can also be shown for direct
products of mapping class groups (see Theorem 1.4 in [36]).

4. Construction of non-OE actions. Let M be a surface with κ(M) > 0
and put Γ = Γ(M)⋄. In Corollary 3.12, we proved that if two ergodic standard
(i.e., measure-preserving and essentially free) actions of Γ are OE, then they
are conjugate. In the theory of OE, it is an interesting problem to construct
(continuously) many ergodic standard actions of one specified group which are
mutually non-OE. Thanks to Corollary 3.12, if we construct non-conjugate
actions, then they are non-OE. In [38], we give a family of non-OE actions of
Γ as shown in the following: Let α ∈ V (C) and consider its Γ-orbit K = Γα,
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on which Γ naturally acts. Let (X0, µ0) be a standard probability space, i.e.,
a standard Borel space with a probability measure. We assume that (X0, µ0)
may contain atoms, whereas (X0, µ0) is non-trivial, i.e., it does not consist of a
single atom. The generalized Bernoulli action of Γ on (X0, µ0)K =

∏
K(X0, µ0)

is defined by

g(xβ)β∈K = (xg−1β)β∈K , (xβ)β∈K ∈ XK
0 , g ∈ Γ.

This action is ergodic and standard. We can show that for two non-trivial
standard probability spaces (X0, µ0) and (Y0, ν0), the two generalized Bernoulli
actions of Γ on (X0, µ0)K and (Y0, ν0)K are conjugate if and only if (X0, µ0)
and (Y0, ν0) are isomorphic, i.e., there exists a Borel isomorphism f : X ′

0 → Y ′
0

between conull Borel subsets X ′
0 ⊂ X0 and Y ′

0 ⊂ Y0 such that f∗µ0 = ν0.
Hence, this example gives a family of continuously many ergodic standard
actions of Γ which are mutually non-OE.
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