
∞-CATEGORIES SEMINAR

TALK III. ∞-CATEGORIES

I. Morphisms of simplicial sets

Recall that last week we defined a simplicial set as follows.

Definition 1. A simplicial set is a sequence of sets K0,K1,K2, . . . together
with maps di : Kq → Kq−1 and si : Kq → Kq+1 for 0 ≤ i ≤ q satisfying the
axioms:

didj = dj−1di if i < j

sisj = sj+1si if i ≤ j
disj = sj−1di if i < j

djsj = id = dj+1sj

disj = sjdi−1 if i > j + 1.

The di are called face morphisms, the si are called degeneracy morphisms, and
the elements of Kq are called q-simplices.

We saw that, heuristically, we can think of the set K0 as the points of some
topological space X, we can think of the set K1 as the paths, K2 as morphisms to
X from a triangle, K3 as morphisms to X from a tetrahedron, etc. Similarly, we
can think of the face morphisms di : K3 → K2 (resp. K2 → K1, resp. K1 → K0) as
telling us how to restrict a morphism from a tetrahedron to one of its faces, (resp.
a morphism from a triangle to one of its edges, resp. a path to its endpoints), and
the maps si : K0 → K1 (resp. K1 → K2, resp. K2 → K3) as telling us how to
use a point of X to define a path which stands still at that point (resp. how to
use a path to define a map from a triangle which is constant in one direction, resp.
how to use a morphism from a triangle to define a map from a tetrahedon which is
constant in one direction).

Indeed, we saw that given any topological X, we can associate to it its singular
simplicial set Sing•X whose set of q-simplices is the set of maps

SingqX
def
= hom(∆q

top, X)

where
∆q
top = {(t0, . . . , tq) : 0 ≤ ti ≤ q,

∑
ti = 1} ⊆ Rq+1.

The face morphisms di : SingqX → Singq−1X were defined to be composition

f 7→ f ◦ |δi| with the inclusions of the ith face |δi| : ∆q−1
top ⊆ ∆q

top; (t0, . . . , tq−1) 7→
(t0, . . . , ti−1, 0, ti, . . . , tq−1), and the degeneracy morphisms si : SingqX →
Singq+1X were defined to be composition f 7→ f ◦ |σi| with the projections

|σi| : ∆q+1
top → ∆q

top; (t0, . . . , tq+1) 7→ (t0, . . . , ti+ti+1, . . . , tq) which send the ith
and (i+1)th verticies to the same point.

Later in this talk, we will see that we will build a topological space from any
simplicial set, and in the case of Sing•X this reconstructs the space X (up to
homotopy).
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Notice that given a continuous morphism of topological spaces X → Y , we
obtain for every q a morphism of sets Singqf : SingqX → SingqY by sending a
map ∆q

top → X to the composition ∆q
top → X → Y . Moreover, these morphisms

are compatible with the face morphisms di and the degeneracy morphisms si in the
sense that

(Singq−1f) ◦ di = di ◦ (Singqf), (Singq+1f) ◦ si = si ◦ (Singqf)

for all q and i.

Definition 2. A morphism of simplicial sets f : K → L is a sequence of
morphisms fq : Kq → Lq such that

fq−1di = difq, and fq+1si = sifq

for all i and q.

Example 3. Let (P,≤) be a partially ordered set. Recall that its nerve
NP is the simplicial set whose set of q-simplicies is the set of q-tuples
(x0, . . . , xq)∈P q+1 such that x0 ≤ · · · ≤ xq. Face morphisms are induced
by deleting an entry and degeneracy morphisms were induced by writing an
entry twice.

Let (Q,≤) be another partially ordered set. and f : (P,≤) → (Q,≤) a
morphism of partially ordered sets. That is, a morphism of sets f : P → Q
such that for all p, p′ ∈ P , if p ≤ p′ then f(p) ≤ f(p′). Then f induces a
morphism of simplicial sets

Nf : NP → NQ; (x0, . . . , xq) 7→ (f(x0), . . . , f(xq)).

Example 4. Similarly, a morphism of directed graph induces a morphism of their
associated nerves. We leave the details for the interested reader.

Recall that last week we also defined ∆n to be the nerve of the partially ordered
set [n] = {0, . . . , n}. So for example, (0, 0, 1, 1, 1, 1, 3, 3) is an example of a 7-simplex
of ∆3.

We defined the product of two simplicial sets K,K ′ as the simplicial set whose
set of q-simplicies are the set of pairs (K × K ′)q = Kq × K ′q, and face and
degeneracy morphisms are defined componentwise.

Definition 5. Let K,L be two simplicial sets. The mapping space from K to
L is defined as the simplicial set whose set of q-simplices is the set of morphisms
of simplicial sets from ∆q ×K to L.

Map(K,L)q = hom(K×∆q, L).

The face and degeneracy morphisms are defined as follows. For each i, there
is a unique morphism of partially ordered sets δi : [q−1]→ [q] whose image is
{0, 1, . . . , q} \ {i}. Similarly, there is a unique surjective morphism of partially
ordered sets σi : [q+1] → [q] such that two elements of [q+1] are sent to i.
These morphisms of partially ordered sets induce morphisms of their nerves
Nδi : ∆q−1 → ∆q and Nσi : ∆q+1 → ∆q respectively, and precomposing with
these morphisms, we obtain face morphisms

di : hom(K×∆q, L)→ hom(K×∆q−1, L); f 7→ f ◦ (idK ×Nδi)
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and degeneracy morphisms

si : hom(K×∆q, L)→ hom(K×∆q+1, L); f 7→ f ◦ (idK ×Nσi).

Last week we saw that the morphisms σi and δi satisfy the “opposite” proper-
ties to the axioms in Definition 1. From this one deduces that the definition of
Map(K,L) satisfies the axioms in Definition 1.

II. Geometric realisation

Now let us consider how to reconstruct a topological space X from Sing•X.
We recover the underlying set of X from Sing0X = hom(∆0

top, X), since ∆0
top is

a single point, so a map from ∆0
top to X is the same thing as choosing a point of

X. So if K is a simplicial set we could start with K0 as the set of points. We
also know that for any element σ ∈ Sing1X we have a path ∆1

top → X from the
start d0σ to the end d1σ. So in general, for every σ ∈ K1, we want the geometric
realisation |K| to have a path from d0σ to d1σ. Similarly, for every σ ∈ K2 we
want the geometric realisation to have a triangle, that is, a copy of ∆2

top, whose
edges are the paths d0σ, d1σ, and d2σ.

Definition 6. Let K be a simplicial set. The geometric realisation |K| of K
is the topological space defined as follows. We begin with the disjoint union

(1)

∐
q∈N

∐
α∈Kq

∆q
top

 = {(q, α, t) : q ∈ N, α ∈ Kq, t ∈ ∆q
top}.

That is, for every q-simplex α ∈ Kq we have a copy of the topological q-
simplex ∆q

top. In general, this disjoint union will be enormous. Then we define
an equivalence relation on this huge disjoint union of ∆top’s. It is generated
by the following relations. For every q, i we say that

(2) (q, α, |δi|(t)) ∼ (q−1, diα, t), and (q, α, |σi|(t)) ∼ (q+1, siα, t).

Here, |δi| : ∆q−1
top → ∆q

top and |σi| : ∆q+1
top → ∆q

top are the morphisms in-
duced the morphims δi : [q − 1] → [q] and σi : [q + 1] → [q] of partially
ordered sets. Explicitly, |δi|(t0, . . . , tq−1) = (t0, . . . , ti−1, 0, ti, . . . , tq−1) and
|σi|(t0, . . . , tq+1) = (t0, . . . , ti + ti+1, . . . , tq+1).

We equip the quotient set |K| with the quotient topology.

Let us investigate a bit closer what happens in low degrees in this construction.
We start with a bunch of points, one for every element of K0, a bunch of closed unit
intervals, one for every element of K1, a bunch of triangles, one for every element
of K2, etc etc. Now the relations. The relation corresponding to the degeneracy
map s0 : [1] → [0] means that for every interval corresponding to some element of
the form s0σ ∈ K1 all its points are equivalent to the point (0, σ, 1) corresponding
to σ. On the other hand, for a general σ ∈ K1, the endpoints (1, σ, (1, 0)) and
(1, σ, (0, 1)) of its corresponding closed unit interval are associated to the points
(0, d1σ, 1) and (0, d0σ, 1) corresponding to d0σ, d1σ ∈ K0. In geometric terms, we
have joined these two points by an interval. Similarly, the triangle corresponding
to some σ ∈ K2 will have its edges connected to the three closed unit intervals
corresponding to d0σ, d1σ, d2σ. Beyond this we can’t say that much in general, its
just an abstract topological space that we have constructed.
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Lemma 7. The geometric realisation |∆n| of the nth standard simplicial set
∆n is homeomorphic to ∆n

top.

Proof. We have a map ∆n
top→|∆n| defined by sending t ∈ ∆n

top to (n, (0, 1, . . . , n), t).
That is, we identify it with the copy of ∆n

top in the disjoint union of Equation (1)
corresponding to the n-simplex (0, 1, . . . , n) ∈ (∆n)n. On the other hand, any q-
simplex (i0, . . . , iq) ∈ (∆n)q defines a map α : [q]→ [n] (sending j ∈ [q] to ij ∈ [n]).
This map induces a morphism of topological spaces |α| : ∆q

top → ∆n
top sending

t0e0 + . . . tqeq to t0eα(0) + . . . tqeα(q) where ei = (0, . . . , 0, 1, 0, . . . , 0) ∈ Rq+1 is the
ith standard basis vector and 0 ≤ ti ≤ 1,

∑
ti = 1 are the coordinates of a point

in ∆q
top. Putting all of these |α| together, we get a map

∐
q∈N

∐
α∈Kq

∆q
top → ∆n

top

which we claim is compatible with the equivalence relation, and therefore defines a
map |∆n|→∆n

top.

We claim that these two morphisms ∆n
top→|∆n| and |∆n|→∆n

top are inverse
homeomorphisms. Since (0, 1, . . . , n) ∈ (∆n)n corresponds to the identity morphism
[n] → [n], and therefore the identity morphism ∆n

top → ∆n
top, it follows that the

composition ∆n
top→|∆n|→∆n

top is the identity.

Therefore, modulo our claim that the |α| are compatible with the equivalence
relation (i.e., that |∆n|→∆n

top is well-defined) it suffices to prove that |∆n|→∆n
top

is surjective. In other words, it suffices to prove that every element (q, α, t) in
the big disjoint union of Equation 2 is equivalent to some element of the form
(n, (0, 1, . . . , n), t′).

Consider some (i0, . . . , iq) ∈ (∆n)q. One can show that there is a sequence of
morphisms of the form

[q]
σj1→ [q − 1]

σj1→ · · ·
σjq−p→ [p]

δj1→ [p+ 1]
δj2→ · · ·

δjn−p→ [n]

such that the composition is the morphism α : [q]→[n]; j 7→ij . Via the equivalence
relations of Equation 2, we then find that the point t0e0 + . . . tqeq in the ∆q

top

corresponding to (i0, . . . , iq) is made to be equivalent to the point t0ei0 + . . . tqeiq
in our distinguished copy of ∆n

top, so |∆n|→∆n
top is surjective. �

III. Homotopy equivalence

Although |Sing•X| is not homeomorphic to X in general, if X is not to
pathological, the two spaces are homotopic. We define now what this means.

Definition 8. Let f, g : X → Y be two morphisms between two topological
spaces. A homotopy from f to g is a morphism h : X ×∆1

top → Y such that
h(x, (1, 0)) = f(x) and h(x, (0, 1)) = g(x) for all x ∈ X. If there exists a
homotopy from f to g we say that f and g are homotopic.

Given a homotopy as above, we may think of h as a continuous deformation of
f to g over time, whose value at time t ∈ [0, 1] is the map h((t, 1−t), •) : X → Y .
Using this notion, we can make precise what it means to continuously deform one
space into another space.
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Definition 9. Let X,Y be topological spaces. If there exist morphisms
f : X → Y and g : Y → X such that fg is homotopic to idY and gf is
homotopic to idX then we say that X and Y are homotopic, and f is a homo-
topy equivalence from X to Y .

Example 10. If f : X → Y is a homeomorphism with inverse f−1, then it is
a homotopy equivalence since ff−1 = idY and f−1f = idX so we can take the
constant homotopy h : X ×∆1

top → X;h(x, t) = x and similar for Y .

Example 11. Let X = {(x0, x1) ∈ R2 : x20 + x21 = 1} and Y = R2 \ {(0, 0)}. We
claim that X and Y are homotopic. Define f : X → Y to be the inclusion, and
Y → X to be the map (x0, x1) 7→ ( x0√

(x2
0+x

2
0)
, x1√

(x2
0+x

2
1)

). Then we have g ◦ f = idX

so we can use the constant homotopy here. On the other hand, f◦g 6= idY . However,
define h : Y × ∆1

top → Y ; ((y0, y1), (t0, t1) 7→ ( y0

t1+t0
√

(y20+y
2
1)
, y1

t1+t0
√

(y20+y
2
1)

). This

gives a homotopy from idY to f ◦ g.

A similar formula shows that in general, Sn is homotopic to Rn+1 \ {(0, . . . , 0)}.
Example 12. We claim that each ∆n

top is homotopic to a point, say e0 =
(1, 0, . . . , 0). If f is the inclusion e0 ∈ ∆n

top, and g is the projection sending ev-
ery element of ∆n

top to e0, then gf = id, and fg 6= id, but we can define a homotopy

h : ∆n
top×∆1

top → ∆n
top by ((x0, . . . , xn), (t0, t1)) 7→ (t1 + t0x0, t0x1, . . . , t0xn). This

gives a homotopy from fg to id.

Example 13. There is always a canonical morphism |Sing•X| → X (see if you
can guess the definition, it is not hard, see the proof of Lemma 7 for a clue). If
X is a “nice” topological space (for example a CW complex) then this canonical
morphism is a homotopy equivalence.

Definition 14. We say that a morphism f : K → L of simplicial sets is a
weak equivalence if the geometric realisation |f | : |K| → |L| is a homotopy
equivalence.

Remark 15. There is a combinatorial way to define weak equivalences of simplicial
sets without using topological spaces. First one defines the homotopy groups of a
Kan complex (Kan complexes will be defined in the next section; their homotopy
groups are defined in [May, Def.3.6] and [Wei, Def.8.3.1] but beware that their
notation is slightly different to ours). Then one says that a morphism of Kan
complexes is a weak equivalence if it induces an isomorphism on all homotopy
groups. For morphisms between simplicial sets K,L which are not Kan complexes,
we take canonical weak equivalences K → RK, L → RL where RK,RL are Kan
complexes, and then define K → L to be a weak equivalence if its induced morphism
RK → RL induces an isomorphism an homotopy groups. For example, there
is a way to define barycentric subdivision of simplicial sets, and using this, one
associates to each simplicial set K a Kan complex Ex∞K and to each morphism of
simplicial sets f : K → L a morphism of Kan complexes Ex∞f : Ex∞K → Ex∞L.
Another option is the canonical morphismsK → Sing•|K|, L→ Sing•|L|, although
this doesn’t avoid using the geometric realisation.

IV. Kan complexes

Recall that last week we saw that the subtopological space of ∆2
top corresponding

to the simplicial set N{0, 1} ∪N{0, 2} ∪N{1, 2} was its boundary. This is true for
higher n too, and leads to the following definition.
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Definition 16. The boundary of ∆n is the subsimplicial set

∂∆n def
=

n⋃
i=0

N

(
{0, . . . , n} \ {i}

)
.

We also saw other subspaces of ∆2
top where we only took the union of two of the

N{0, 1}, N{0, 2}, N{1, 2}. This generalises to higher dimensions too. We define
the kth horn as the boundary with the kth face missing as follows.

Definition 17. The kth horn of ∆n is the subsimplicial set

Λnk
def
=
⋃
i 6=k

N

(
{0, . . . , n} \ {i}

)
.

Example 18. The set of 7-simplicies of the simplicial set ∆5 is the set of tuples
(i0, i1, i2, i3, i4, i5, i6, i7) with 0 ≤ i0 ≤ · · · ≤ i7 ≤ 5, for example (0, 1, 1, 2, 2, 4, 5, 5)
or (0, 1, 1, 1, 1, 1, 2, 3). The 7-simplicies contained in ∂∆5 are then those simpli-
cies which don’t contain every element of [5]. So, the two examples above are ok,
but (0, 1, 2, 3, 3, 4, 4, 5) is in ∆5 but not ∂∆5. For the 7-simplicies of Λ5

3, we are
still not allowed to have every element of [5], but moreover, we are also not al-
lowed to have every element of {0, 1, 2, 4, 5}, so (0, 1, 1, 2, 2, 4, 5, 5) is not in Λ5

3 but
(0, 1, 1, 1, 1, 1, 2, 3) is in Λ5

3.

Now we define Kan complexes. These are the simplicial sets that satisfy a
“horn-filling” property—every time we have a bunch of q-simplicies whose various
faces agree so that they fit together into the shape of a horn (in the above sense),
there exists a (q+1)-simplex for which these q-simplices are its faces. More precisely:

Definition 19. Let K be a simplicial set. We say K satisfies the (n, i)-lifting
property if for every set of simplicies α0, . . . , αi−1, αi+1, . . . , αn ∈ Kn−1 such
that

(3) djαk = dk−1αj , j < k, j, k 6= i,

there exists β ∈ Kn such that

(4) djβ = αj , j 6= i.

Equivalently, K satisfies the (n, i)-lifting property if any morphism of the
form Λni→K, can be extended to some morphism ∆n→K.

Definition 20. We say that K is a Kan complex if it satisfies the (n, i)-lifting
property for all n ∈ N and all 0 ≤ i ≤ n.

Proposition 21. For any topological space X, the simplicial set Sing•X is a
Kan complex.

Sketch of proof. The idea is that a morphism of simplicial sets α : Λni → Sing•X
(resp. β : ∆n → Sing•X) is the same thing as a continuous morphism a : |Λni | →
X (resp. b : ∆n

top). Then, since for every inclusion |Λni | ⊂ ∆n
top we can find a

continuous map r : ∆n
top → |Λni | which is the identity when restricted to |Λni |, given

any a as above, we can define b as the composition a ◦ r : ∆n
top → |Λni | → Sing•X.

Note that since the retraction r is not unique, the lifting property does not have a
unique solution—in general there are many options! �
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Example 22. Let G be a group, and consider its classifying space BG. Recall that
the q-simplicies are tuples (g1, . . . , gq). There is a unique 0-simplex—the empty
tuple (). Degeneracy morphisms si insert the identity element e ∈ G in position i.
Face morphisms d0 (resp. dn) cancel the first (resp. last) coordinate, and the other
di are (g1, . . . , gn) 7→ (g1, . . . , gigi+1, . . . , gn).

We claim that BG is a Kan complex. Just to give an idea of the proof, we show
the (n, i)-lifting property for (n, i) = (2, 0), (2, 1), (2, 2). The argument for higher
n, i is the same, but with more bookkeeping.

Case (2,0). We have α1 = g1 and α2 = g2 and the condition of Equation 3 is
trivially satisfied because the set BG0 has a single element. Defining β = (g2, g

−1
2 g1)

we check that d1β = g2g
−1
2 g1 = g1 and d2β = g2.

Case (2, 1). We have α0 = g0 and α2 = g2. Define β = (g2, g0) and check that
d2β = g2 and d0β = g1.

Case (2, 2). We have α0 = g0 and α1 = g1. Define β = (g1g
−1
0 , g0) and check

that d0β = g0 and d1β = g1g
−1
0 g0 = g1.

Later on we will need a more general notion—the notion of a Kan fibration.
Heuristically, this is a morphism of simplicial sets for which all of the fibres are
Kan complexes.

Definition 23. Let K → L be a morphism of simplicial sets. We say that f
is a Kan fibration if for every n ∈ N, every 0 ≤ i ≤ n, and every commutative
square as below, there exists a diagonal morphism making the two triangles
commute.

Λni

��

// K

f

��
∆n //

>>

L.

This condition can also be expressed in terms of α’s and β’s as in Definition 19,
but we leave this reformulation as an exercise for the motivated reader.

Notice that K is a Kan complex if and only if the canonical, unique morphism
to ∆0 is a Kan fibration.

V. ∞-categories

Definition 24. An∞-category is a simplicial set K satisfying the (n, i)-lifting
property of Definition 19 for all n ∈ N, and 0 < i < n.

Remark 25. Note that any Kan complex is an ∞-category. In particular, the
Sing•X are ∞-categories.

Example 26. Let (P,≤) be a partially ordered set. We claim that NP is
an ∞-category. Suppose that we are given αj = (xj,0, . . . , xj,n−1) ∈ Pn =
(NP )n−1 satisfying the condition of Equation 3. Write these in an (n + 1) ×
(n + 1) matrix, by inserting an ∗ on the diagonal entries, and ∗’s in the ith
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row. 

∗ x0,0 x0,1 . . . x0,n−1
x1,0 ∗ x1,1 . . . x1,n−1
x2,0 x2,1 ∗ . . . x1,n−1

...
...

∗ ∗ ∗ ∗ ∗
...

...
xn,0 xn,1 . . . xn,n−1 ∗


Since the face morphisms di of NP are defined by omitting an element, the
(n, i)-lifting condition of Equation 19 shows that all the columns of this matrix
are the same. Indeed, it says that for j < k with j, k 6= i, removing the jth
element from the kth row, and the kth element from the jth row, these two
rows become equal. So now just define β to be the tuple (y0, . . . , yn) where
yj is the entry in the jth column of the matrix. It is straightforward now to
see that the condition of Equation 4 is satisfied. We remark that we can also
observe that the β we obtain is ALWAYS unique in this example.

Example 27. Let G = (V,E) be a directed graph. We claim that NG is an ∞-
category. We use the same trick as for the partially ordered set. Suppose we are
given αj = (αj,1, . . . , αj,n−1) ∈ NGn−1 satisfying the condition of Equation 3, where
each αj,k is a path of edges through our directed graph. Write them in a matrix
as we did for the partially ordered set, this time the matrix is a (n+1)× n-matrix,
and so both of the last two rows have an ∗ in the last column.

∗ α0,1 α0,2 . . . α0,n−1
α1,1 ∗ α1,2 . . . α1,n−1
α2,1 α2,2 ∗ . . . α1,n−1

...
...

∗ ∗ ∗ ∗ ∗
...

...
αn−1,1 αn−1,2 . . . αn−1,n−1 ∗
αn,1 αn,2 . . . αn,n−1 ∗


If j 6= 0, n−1, then when j < k, applying dj to the row with αk in it replaces
the entry αk,j with the concatenation αk,jαk,j+1, and puts a ∗ where αk,j+1 was.
Applying dk−1 to the row with αj in it replaces the entry αj,k−1 with the concate-
nation αj,k−1αj,k and puts a ∗ where αj,k was. Hence, the (n, i)-lifting condition
of Equation 19 shows that all the columns of this matrix are the same EXCEPT
for the entries αj,j just left of the diagonal. Here the lifting condition shows that
αj,j = αk,jαk,j+1. In other words, there are paths β1, . . . , βn such that our matrix
looks like this: 

∗ β2 β3 . . . βn
β1β2 ∗ β3 . . . βn
β1 β2β3 ∗ . . . βn
...

...
∗ ∗ ∗ ∗ ∗
...

...
β1 β2 . . . βn−1βn ∗
β1 β2 . . . βn−1 ∗


Then one sees immediately that defining βj to be any of the equal entries in the
jth column (that is, not αj,j), provides the unique solution when n > 1.
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Definition 28. Let C be an∞-category. We call C an n-category if for every
m > n and 0 < i < m, the β in the definition of the (m, i)-lifting property is
unique. Equivalently, the extension ∆m → C in the definition of the (m, i)-
lifting property is unique.

Example 29. Recall, that we have already observed the uniqueness for nerves of
partially ordered sets. That is, we observed that they are 0-categories. In fact,
every 0-category corresponds to a unique partially ordered set, and conversely.

Example 30. We noted above that the ∞-category Sing•X is not an n-category
for any n (unless of course X is a discrete set of points, or empty).

Definition 31. Traditionally, a category C was defined to be something like a
directed graph with a multiplication operation on edges. More precisely, a category
is:

(1) A set Ob C whose elements are called objects.
(2) For each pair of objects x, y ∈ Ob C a set hom(x, y) whose elements are

called morphisms.
(3) For each triple of objects x, y, z a morphism of sets

◦ : hom(y, z)× hom(x, y)→ hom(x, z)

called composition.

This data is required to satisfy:

(1) For each object x there is an element idx ∈ hom(x, x) which satisfies
idx ◦f = f and g ◦ idx = g for every y ∈ Ob C, every f ∈ hom(y, x)
and every g ∈ hom(x, y).

(2) For objects w, x, y, z and morphisms f ∈ hom(w, x), g ∈ hom(x, y), h ∈
hom(y, z) we have (h ◦ g) ◦ f = h ◦ (g, ◦f).

Examples of categories are the category of groups (resp. vector spaces, resp.
topological spaces, resp. sets) whose objects are the collection of all groups (resp.
vector spaces, resp. topological spaces, resp. sets) and for any two objects x, y,
the set hom(x, y) is the set of group homomorphims (resp. linear maps, resp.
continuous morphisms, resp. morphism of sets). The motivation was that there
were many procedures, such as the fundamental group π1X of a topological space
X, which associated an object (resp. morphism) in one category to an object
(resp. morphism) in another category, in such a way that the composition of two
morphisms was sent to the composition of their images.

Definition 32. Given a category C, as defined above, we can associate to it a
simplicial set NC called the nerve. The 0-simplicies are the objects of C, the 1-
simplicies are all the morphisms (for all pairs of objects), d0, d1 : NC1 → NC0 send
a morphism f ∈ hom(x, y) to its source x and target y respectively, s0 : NC0 →
NC1 sends an object x to its identity morphism idx. More generally, the set NCq
of q-simplicies is the set of tuples of composable morphisms, i.e., tuples (f0, . . . , fq)
such that the target of fi is the source of fi+1, the boundary morphisms are defined
using composition as in the classifying space BG of a group G, and the degeneracy
morphisms are defined by inserting an identity morphism (as in the classifying space
BG of a group G).

Example 33. Indeed, given a group G, one can define a category which has one
object, say called ∗, and hom(∗, ∗) = G. Then BG is precisely the nerve of this
category.
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Example 34. Given a partially ordered set (P,≤), one can define a category whose
objects are the elements of P , and hom(x, y) has a unique morphism if x ≤ y, and
is empty otherwise. Then the nerve of this category is precisely the nerve of the
partially ordered set.

Example 35. Given a directed graph, one can associate a category to it called
the free category. Its object are the nodes of the graph, and the morphisms are
sequences of edges e1, . . . , en such that the source of ei is the target of ei−1. Com-
position of morphisms We formally include an empty path for every node which
correspond to the identity morphisms. Then the nerve of this free category is
precisely the nerve of the directed graph.

Remark 36. Note that we can reconstruct any category C, from its nerve NC.
Conversely, one can show that any 1-category is the nerve of a unique category.
That is, categories in the older sense are the same thing as 1-categories in our
terminology.

VI. Functors

Definition 37. Let C,C ′ be ∞-categories. A functor is just a morphism of
simplicial sets C → D. A natural transformation from a functor f to a functor
g is a morphism of simplicial sets η : C × ∆1 → D such that η|C×N{0} = f
and η|C×N{1} = g (note that there is a canonical isomorphism C ×N{∗} ∼= C
for any partially ordered set {∗} with one element, such as {0} or {1}).

Proposition 38. If D is an ∞-category and C a simplicial set then the map-
ping space Map(C,D) is an ∞-category.

Due to this proposition, when C and D are∞-categories, and we want to think
of Map(C,D) as an ∞-category we will use the notation

Fun(C,D) = Map(C,D).
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