Probability and Entropy *
Shigeki Aida

1 Introduction

Suppose we are given a set of numbers A = {1,...,N} € N. We call A the alphabet and
we call each element of A a letter. A finite sequence {wi,ws,...,wy} (w; € A) is called a
sentence with the length n. The set of the sentences whose length are n is the product space
A" = {(w1,...,wn) | wi € A}. Let P be a probability distribution on A. We denote P({i}) = p;.

Now we consider the following situation. Here is a (memoryless) information source S which
sends out the letter according to the probability distribution P at each time independently.
Namely, mathematically, we consider independent random sequences {X;}7°, with the same
distribution P. We consider coding problem of the random sentences.

Basic observation: (1) Suppose that P({1}) = 1 and P({i}) = 0 (2 < i < N). Then the
random sequence X; is, actually, a deterministic sequence {1,1,...,1,...}. Thus, the variety
of sequence is nothing. In this case, we do not need to send the all sequences. In this case,
immediately after getting the first letter, we know that subsequent all letters are 1. Namely, we
can encode all sentences, whatever the lengths are, to just one letter.

(2) Suppose that N > 3 and consider a probability measure such that P({1}) = P({2}) = 1/2
and P({i}) = 0 for 3 <4 < N. Then note that the sequences contain i(> 3) are not sent out.
Thus the number of possible sequences under P whose lengths are n are 2. Note that the
number of all sequences of alphabet A whose lengths are k is N*. Thus, if N¥ > 2" then all
possible sentences whose lengths are n can be encoded into the sentences of A whose lengths are
k(< n). Also the decode is also possible. Note that

Nk22"<:>ﬁ210gN2
n

The number log, 2 is the entropy of the probability distribution P in (2). In the case of (1),
the entropy of the probability P is 0. Hence £ = 1 is possible.
In general, we define the entropy of P by using the logarithmic function to the base N:

N
H(P) = = 3" P({i})logy P({i}) (1.1)

We summarize what we prove in the case of (2).
k
Coding result in the case of (2) If — > H(P), then there exists an encoder ¢ : A" — A*
n
and a decoder ¢ : A¥ — A" such that

P(w(w(xl,...,xn)) £ (Xl,...,Xn)> = 0. (1.2)

The probability P(i/}(gp(Xh X)) # (X, ,Xn)> is called the error probability. For

general P, we can prove the following theorem [2].

*This is one of lectures of “Mathematics B”in Graduate School of Science in Tohoku University in 2011.



Theorem 1.1 (Shannon and McMillan). Take a positive number R > H(P). For any e > 0,
there exists M € N such that for alln > M and k satisfying that% > R, there exists ¢ : A" — AF
and ¢ : AF — A™ such that

P((e(X1, .o, Xn)) # (X1, X)) S e (1.3)

Remark 1.2. (1) k/n is called the coding rate.
(2) ¢ is called an encoder and 1) is called a decoder.

About entropy, we have

Theorem 1.3. For every P, 0 < H(P) < 1 holds. H(P) = 0 holds if and only if P({i}) =1
for some i € A. H(P) =1 holds if and only if P is the uniform distribution, that is, p; = 1/N
for all i.

Clearly, the uniform distribution is most “random probability” and the probability concen-
trates one letter is most “not random probability”. That is, we may say that the entropy stands
for the uncertainty of probability.

The weak law of large number (actually an estimate by Chebyshev’s inequality) is
necessary in the proof of Shannon-McMillan’s theorem and elementary probability is enough
for the understanding of the proof. However, I think, it is not bad to learn “probability theory
based on measure theory”.

The plan of this lecture:

(I) Elementary probability
(IT) Modern probability theory based on Lebesgue integration

(III) Proof of Shannon-McMillan theorem

2 Elementary probability theory

We recall several notion in elementary probability theory:

Sample Space, Event, Elementary Event, Probability, Random Variable, Expec-
tation, Independent Event.....

Definition 2.1. Let Q) be a set and suppose that for each subset A C Q0 a non-negative number
P(A) is given such that
(1) 0 < P(A) <1 for any A and P(Q) = 1.
(2) When ANB =10, P(AUB) = P(A) + P(B).

Then P is called a probability on 2. Q is called o sample space. FEach element w € € is
called an elementary event. Any subset of § is called an event. The sample space Q) itself is
called a total event.



Example 2.2 (Rolling Dice n times). Let
Qp={w=(21,...,2n) | zi =1,...,6}.
For A C Q,, define

_

P(4) = .

Definition 2.3. A probability P on R is called a probaility distribution (probability law)
on R.

Definition 2.4. (1) Let {a;}Y; CR. Let p; (1 <i < N) be non-negative numbers such that

N
sz‘ =1
=1

For A C R, define
PA)= > p

{ilwic A}

This probability distribution P is called o discrete type probability (distribution).
(2) Let f(x) be a non-negative function on R such that [, f(x)dz =1. For A CR, let

P(A)—/Af(:n)dx.

This probability P is called a continuous type probability (distribution) with the (prob-
ability) density function f.

Definition 2.5 (Random variable). Let (2, P) be a probability space. A function X :  — R is
called a random variable. Let us define a probability distribution Px on R by

Px(A)=P(X € A).
Px is called the probability distribution (probability law) of X.
We define the expectation of a random variable.

Definition 2.6. For a random variable X, we define the expectation E[X] as follows.

(i)  The case where X is a discrete-type random variable and takes values ay, ... ,an:
N
EX] = ) aP(X =a). (2.1)
i=1

(i)  The case where X is a continuous-type random variable which has the density function

f:
E[X] = /Rxf(:c)dm (2.2)



The expectation E[X]| depends only on the distribution of Px of X. So we call E[X] the expec-
tation (or mean) of Px.

Proposition 2.7 (Linearity of expectation). Let X,Y be random variables. Then for any
a, B €R,
ElaX + Y] = aE[X] + BE[Y].

Definition 2.8. We define the variance of X, say V[X], by
V[X] = E[(X —m)?],
where m = E[X].

Lemma 2.9. In the case of (i) in Definition 2.6,

In the next section, we give the modern definition of the expectation based on Lebesgue
integration.

We introduce the notion of independence of events and independence of random
variables.

Definition 2.10 (Independence of events). Let Ay, ..., A, be events of 2. We say that Ay, ..., A,
are independent if for any 1 < i3 < --- < i < n,

k

P <m§“:1Ail) = [T P4

=1

Definition 2.11 (Independence of random variables). Let {X;} | be random variables on a
probability space (Q, P). N is a natural number or N = co. {X;}Y | are said to be independent
if for anym < N (when N = oo, m is any natural number) the following hold: For any intervals
I (1 <k <m), the events

{Xy€eni},... {Xnely,}

are independent. That is the following hold: , the following hold:

P(X1€,- , Xpm € In) = [[ P(X; € ). (2.3)
=1

Theorem 2.12. Let X,Y be independent random variables. Then E[XY] = E[X]|E[Y].



Proof. We prove the case where X and Y are discrete type random variables. Let {x1,...,z,}
and {y1,...,ym} be the values of X and Y respectively. Let E; = {w | X(w) = z;}, Fj; =
{w | X(w) =y;}. Then

X(w) = ZwilEi(w)ﬂ Y(w) = Zylej(w)7
i=1 j=1
where 14 is defined such that 14(w) =1 for w € A and 14(w) = 0 for w € A°. Therefore

EXY] = E (ileEl) i@/lej(w)

= Z xiij[lEi]‘Fj]

1<i<n,1<j<m

= Z xzy]P(EZ N Fj) (2'4)
1<i<n,1<j<m

= Y.z P(E)P(E) (2.5)
1<i<n,1<j<m

— [ S weE) | | wrE) | = EXIEY). (2.6)
1<i<n 1<j<m

In (2.4) and (2.5), we have used respectively
E[]‘Ei]‘Fj] = E[lEinFj] = P(Ei n Fj)’

P(E;NFj) = P{X =2;,Y =y;}) = P(X = z;))P(Y =y;) = P(E;) P(Fj).

Exercise 1. Let X; (1 < i < n) be independent random variables such that P(X; = 1) = p,
P(X;=0)=1—p, (0<p<1). Let S, = 3", X;.

(1) Prove that P(S, = k) = ,Cpp*(1 —p)» % (0<k < n)t.

(2) Calculate E[X;] and show that E[S,] = np.
3)

(3) Show that V[S,] = np(1 — p).
Exercise 2. Let us consider Qo in Example 2.2. That is
fA
Q= {w=(11,22) | 1 Sw1,22 <6}, P(A) = T

Let X1(w) = 1, Xo(w) = z2 when w = (x1,x2). Show that X1, Xo are independent. Find the
distributions of max (X1, X2) and min(X1, X3) and their expectations.

Exercise 3. (1) Let P be the probability distribution which has the density function

) = s e (—(;Um)) |

TThis distribution of S,, is called the Bernoulli distribution B(n, p)




Show that the mean of P is m and the variance of X is o%. The distribution P is called the
normal distribution with mean m and variance o* and denoted by N (m, c?). Suppose that the law
of the random variable X is N(0,1)(=standard normal distribution). Find the density function
of X2.

(2) Let P be the Poisson distribution with parameter A (> 0), that is, P is a discrete type

probability such that
e
P({k}) = Ty

Find the expectation and the variance of the Poisson distribution.

k=0,1,....

3 Probability theory based on measure theory

We already defined a probability space for shaking dice n times. How about the probability
space for shaking the dice infinitely many times ? The sample space should be

Qo ={w=(21,...,2pn,...) | 0 < x; <6}

This set is infinite set and the probability cannot be defined in a similar way to £, (n < o0).
To study this kind of probability, we need measure theory.
First, we introduce the notion of probability space based on measure theory.

Definition 3.1. (1) A triplet (Q, F, P) is called a probability space if the following hold. ) is a
set and F is a family of some subsets of 2 satisfying that

(i) If A1, Ag, .. A;,...€F, then U2 A; € F.
(ii) IfA€F, then A°€ F.
(ii) Q,0 € F.

F is called a o-field. For each A € F, a nonnegative number P(A) is asssigned and satisfying
that

(i) 0<P(A)<1forallAcF.
(i) P(Q) =1.
(iii) (o-additivity) If Ay, Ag, ..., Ai,... € F and AiNA; =0 (i # j), then

P(UZA) =) P(A).
=1

The nonnegative function P : F — [0,1] is called a probability measure on Q. A € F is called
an event and P(A) is called the probability of A.

Exercise 4. Let (2, F, P) be a probability space. Let A, B € F. Under the assumption that
A C B, prove that P(A) < P(B).



What is F? Let us consider 2 = [0, 1]. One may think that the length of A C [0, 1], say |A]|,
is natural candidate of the probability P(A) in [0,1]. However what is the length of the set A?
Of course if A = [a,b] C [0,1], |A| =b—a. Also if
A=NLU---Ul,, I;=/a;b, I; NI =0 (i#37)
then |[A] = > | (bi—a;). Actually, it is not possible to define the length for all subsets. A subset

of [0, 1] for which the length (Lebesgue measure) is defined is called a Lebesgue measurable
subset. We denote all Lebesgue measurable subsets by 91;. Then 91, satisfies

(i) Tf Ay, Ao,..., Ai,... € My, then U, A; € DMy,
(i) Tf A€ My, then A € M.
(iii) If Ay,...,A,,...€Mpand A;NA; =0 (i #j), then

(o]
U2y Ail =) A
=1

So My, is also a o-field and ([0, 1],9My,| - |) is a probability space.
We give more example of probability spaces.

Example 3.2. (1) We consider the probability space for rolling dice n times. Then the sample
space is Qp = {w = (z1,...,2n) | 1 <x; <6}. Also F = all subsets of Q, and P(A) = g—f}.
(2) We consider the probability space for rolling dice infinitely many times. Clearly the sample
space s

Qoo ={w=(21,...,2p,...) | 1 <z <6}.

Take a sequence (ay,...,an) € Q,. We define
Claty...,an) ={w=(z1,...,Tp,...) | Z1=01,...,Tn = an} C Qoo
This set is called a cylinder set. It is natural to define the probability of C(a1,...,an) by

1

P(C(ai,...,an)) = Pt

(3.1)

Let
F = the smallest o-field including all cylinder sets.

The we can prove that the probability can be defined for all sets in F extending (3.1). Note that
FC 2%

Now we give the notion of random variables as measurable functions.

Definition 3.3. Let (2, F, P) be a probability space. Let X : Q — R be a real-valued function
on Q. We say that X is a measurable function if for any intervals I C R,

X 'D(={weQ | X(w)eIl}ecrF.
Here we mean by interval the sets:
[a,b], [a,b), (a,b], (a,b), (—o0,b], (—00,b), (a,00), [a,o0)

We call a measurable function on €2 a random variable.



Exercise 5. Let X be a measurable function on (2, F,P). Then
X (w) = max(X (w),0)(= positive part of X), X~ (w) = max(—X (w), 0)(= negative part of X),

and | X| (the function of the absolute value of X ) are also measurable function. (Actually we
can prove that if X is maesurable then ¢(X) is also measurable for any continuous
function ¢ on R).

Exercise 6. LetX, (n = 1,2,...) be measurable functions. Assume that lim, . X,(w) con-
verges for all w € Q. We denote the limit by Y (w). Then'Y is also a measurable function.

The notion of independence of events and random variables are the same as in
the previous section.

Example 3.4. Let us consider the probability space (Qoo, F, P) in Example 3.2. Let
Xp(w) =z ifw=(T1,...,Tk,y...,).

Then {X}}72, are independent random variables.

Exercise 7. Let X be the random wvariables in FExample 3.4. Let

S = {weﬂoo | im L@ Xa(w) :3.5}.
n—oo n

Show that S € F*.
We define the expectation of X as the integration of X over €2 in the Lebesgue sense.

Definition 3.5 (Lebesgue integral). Let X be a random variable on a probability space (2, F, P).
(1) [The case where X > 0]

(i) The case where X is a discrete type random variable: That is,

{X(w) ‘ wEQ}:{al,...,aN}.

In this case, we define the expectation of X in a similar way as in the previous section.
N
EIX]:=) aP(X = a,).
i=1
(ii) The case where X > 0:

Let

0 if0<X(w)<qn
Xnw) =S e ifge < X(w)<BLl o<k<2m—1 (3.2)
n if X(w)>n

Then Xy is also measurable function and non-negative discrete type random variable. So we have

already defined E[X,]. We define

E[X]:= lim E[X,].

n—oo

IThe strong law of large number asserts that P(S) = 1.



Note that F[X] maybe cc.
(2) [General case] We consider real valued measurable function X (So X may take positive values
and negative values). Define

X1 (w) = max(X (w),0)(= positive part of X), X (w) = max(—X (w), 0)(= negative part of X).

Note that
X(w)=XT(w) - X (w) foralw.

When E[XT] < oo, E[X ] < 0o, we define the expectation of X by

E[X]=E[XT]-E[X].
We may denote E[X] by / X(w)P(dw). Also we define
Q

LY, F,P)={X:Q— R | X is a random variable such that E[XT] < oo and E[X~] < oo}.

Remark 3.6. (1) By Ezercise 5, X, X~ | X| are mesurable functions. The condition E[X 1] <
oo and E[X ] < oo is equivalent to E[|X|] < co.
(2) We may denote L'(Q, F, P) by L*(Q, P) or L*(Q) simply.

The following is very basic properties of the expectation.

Theorem 3.7. (1)[Linearity of expectation] Let X,Y be random variables. Then for any «, 5 €
R, aX + BY is also a measurable function and

ElaX + fY] = aE|X] + BE[Y].

(2) Let us define
(O, F,P)={X: Q=R | /Q\X(w)]pP(dw) < oo}

We use the notation "
P
X1 = ([ 1x@rr@)
If XY € LP(Q,F,P), then X +Y € LP(Q, F, P) and
I X +Yee < || X|lze + |V ||zr (Minkowski’s inequality)
1 1
(3) [Holder’s inequality] Let p > 1,q > 1 be positive numbers with — + — = 1. For any X €
P q
LP(Q,F,P),Y € LY(Q, F, P), we have
[ XYl < [|X]|ze V]| za-
The following limit theorem in Lebesgue integral is very important.

Theorem 3.8 (Monotone Convergence Theorem). Let X,, be random variables such that

(i) 0<Xj(w) < Xo(w) <+ Xp(w) <+ forallw,



(i) limp—eo Xp(w) = X(w) for all w.

Then
lim E[X,]= FE[X].

n—oo

Theorem 3.9 (Lebesgue’s dominated convergence theorem). Let X,,,Y be random variables
such that

(i) [Xp(w)| <Y (w) for allw and n.
(i) Y e LY(Q, P).
(iil) limpy—oo Xp(w) =Y (w) for all w.

Then
lim E[X,| = E[X].

n—oo
Remark 3.10. In the case where Q = [0,1],F = My, P = | -|), we have two definitions of
integration of a function X :[0,1] — R. That is, Riemann integral and Lebesgue integral. We
can prove that if f :[0,1] — R is a bounded Riemannian integrable function then f is Lebesgue
integrable and the two integrals coincide. That is, the Riemannian integral

n—1

\iiﬁﬁo ; F&) (xip1 — )

T; < & < Tit1, A= {O =< < Ty = 1}, ‘A| = Hl?X(LEi+1 — xz)

1s equal to the Lebesgue integral

s >

k=—o00

{az|fjsf(x><k“}‘-

n

But the converse is not true. That is, the Lebesgue integrable function may not be Riemannian
integrable.

Now we explain two law of large numbers. One is “weak law of large numbers” (=WLLN)
and the second is “strong law of large numbers” (SLLN). First, we explain WLLN.

Lemma 3.11. Let {Z;}!', be independent random variables whose means and variances are
finite. Moreover we assume that the means and the variances coincide, E[Z;] = m and V[Z;] =

o%. Then )
Zi+ - Zn o
Pl|l—— — >0 ) < —. 3.3
([P m]29) < 3 69
Proof. We use the Chebyshev inequality: For any random variable X and r > 0,
E[|X])?
r

Using E[(Z; — m)(Z; —m)] = 0, and applying the Chebyshev inequlity in the case where

o Gmm st Zmm)
mn

we get the theorem. O
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This lemma immediately implies the following weak law of large numbers.

Theorem 3.12. Assume that {Z;}3°, are independent random variables and their means and

variances are finite and E[Z;] = m, V[Z;] = 0%. Then

lim P(’M—m’ >5) 0. (3.4)

n—oo n

Next we state SLLN.

Theorem 3.13 (Kolmogorov). Let {Z;}3°, be i.i.d. (=independent identically distributed) ran-
dom variables. Assume that their mean is finite E[X;] = m. Then

(o) g D5 1Y

n—oo

The proof of the above theorem is not easy. But the proof of the following is not so difficult.

Theorem 3.14. Let {Z;}°, be independent random variables such that there exists 0 < K < oo
such that
E[Z)=m, E[Z|¥]<K foralll<k<4,i=1,2,...

(o) g 25 1Y

n—oo

Then

Why strong and weak? This is because of the following result.

Proposition 3.15. Assume that

P ({w | lim Y, (w) = m}) =1

Then for any 6 > 0,
lim P({w | |Yn(w) —m| > d}) = 0.

But the converse is not necessarily true.

Exercise 8. Prove Proposition 3.15 applying Theorem 3.9 to functions X, (w) = 14, (w), where
Ap ={w | |Yn(w) —m| > d}.

4 Entropy

What is entropy? Entropy represents the uncertainty of probabilistic phenomena. The following
definition is due to Shannon.

Definition 4.1 (Shannon). Let us consider a finite set E = {Ai,...,An}. A nonnegative
function P on E is called a probability distribution if sz\il P({A;}) = 1. Fach A; is called an
elementary event. A subset of E is called an event. Then, for this probability distribution P, we

define the entropy by
N

H(P) = - P({A;})log P({A;}). (4.1)

=1

11



We use the convention, 0log0 = 0. If we do not mention about the base of the logarithmic
function, we mean by log the natural logarithm, log,.

Example 4.2. (1) Coin tossing:

E={H,T} and Pi({H}) = PL({T}) = 1/2. We have H(P;) = log2.
(2) Dice: E =1{1,2,3,4,5,6}. P,({i}) =1/6 (1 <i<6). Then we have H(P;) = log6.
(3) Unfair Dice: E = {1,2,3,4,5,6}. P3({1}) = 9/10, P3({i}) = 1/50 (2 < i < 6).

107 /10 1
H(Py) = log [(90) (5010 < log (90 ‘ 2’) <log2 = H(P) (42)
Exercise 9. For unfair dice E = {1,2,3,4,5,6} with the probability Py({1}) = 8/10, Py({2}) =
1/10, Py({i}) = 1/40 (i = 3,4,5,6), calculate the entropy H(Py). Is H(Ps) bigger than H(P;)?

In the above examples (1) and (2), the entropies are nothing but log(# all elementary events),
because all elementary events have equal probabilities. The notion of entropy appeared in sta-
tistical mechanics also. Of course, the discovery is before that in the information theory. The
following is a basic property of the entropy.

Theorem 4.3. Suppose that |E| = N. Then for any probability distribution P, we have
0 < H(P)<logN. (4.3)

Then the minimum value is attained by probability measures such that P({A;}) = 1 for some
i. The mazimum is attained by the uniform distribution P, namely, P(A;) = 1/N for all
1<i<N.

We refer the proof to the proof of Theorem 5.1 in the next section.
The notion of entropy is used to solve the following problem:

Problem Here are eight gold coins and a balance. One of coins is an imitation and it is slightly
lighter than the others. How many times do you need to use the balance to find the imitation?

Solution: In information theory, the entropy stands for the quantity of the information. In the
above problem, we have eight equal possibilities such that each coin may be imitation. So the
entropy is log 8. We get some information by using the balance. By using the balance one time,
we can get the following three informations: 1.The same weight, 2. The left one is lighter, 3.The
right one is lighter. So it contains information log 3. Thus, by using k-times of the balance, we
get information which is amount of klog3. So if klog3 < log8, we do not get full information.
So we need k > 2 . Also it is not difficult to see that two times is enough. If the number of
coins N satisfies 3! < N < 3", then n-times is enough.

Exercise 10. In the above problem, how many times do you need to use the balance in the case
where n = 27% Also present a method how to use the balance.

12



5 Shannon and McMillan’s theorem

Suppose we are given a set of numbers A = {1,...,N} C N. We call A the alphabet and
the element is called a letter. A finite sequence {wi,ws,...,w,} (w; € A) is called a sentence
with the length n. The set of the sentences whose length are n is the product space A™ :=
{(w1,...,wn) | wi € A}. Let P be a probability distribution on A. We denote P({i}) = p;. In
this section, we define the entropy of P by using the logarithmic function to the base N:

N
H(P) ==Y P({i})logy P({i}). (5.1)
i=1

We can prove that

Theorem 5.1. For every P, 0 < H(P) <1 holds. H(P) = 0 holds if and only if P({i}) =1
for some i € A. H(P) =1 holds if and only if P is the uniform distribution, that is, p; = 1/N
for all 1.

Lemma 5.2. Let g(x) = zlogx, or g(z) = —logz. Then for any {m;}Y., with m; > 0 and
Zg\il m; = 1 and nonnegative sequence {x;}¥,, we have

N N
g <Z mﬁ%) <> mag(xi). (5.2)
i=1 i=1

Furthermore, when m; > 0 for all i, the equality of (5.2) holds if and only if x1 = --- = xpN.
We define for a nonnegative sequence {p;}¥,,
N
H(py,...,px) = — Y _ pilogp;. (5.3)
i=1

Proof of Theorem 5.1.  First, we consider the lower bound. Applying (5.2) to the case where
m; = x; = p; and g(x) = —logz, we have

N
H(py,...,pn) = log<zp?>
i=1
> —logl=0. (5.4)

Clearly, in (5.4), the equality holds if and only if p; = 1 for some i. Next, we consider the upper
bound. By applying Lemma 5.2 to the case where m; = 1/N, z; = p; and g(z) = xlog z, for any
nonnegative probability distribution {p;}, we have

1 & 1 &
g <N sz’) < 5 29 (5.5)
=1 i=1
Since Zf\; 1 pi = 1, this implies

1 1 &
— log N < N;pi log ;.-

Thus, — Zfilpi logp; < log N and — Zf;l pilogy p; < 1. By the last assertion of Lemma 5.2,
the equality holds iff p; = 1/N for all . O

13



We consider the following situation. Here is a (memoryless) information source S which
sends out the letter according to the probability distribution P at each time independently.
Namely, mathematically, we consider i.i.d. {X;}32; with the distribution P. We consider coding
problem of the sequence of letters.

Theorem 5.3 (Shannon and McMillan). Take a positive number R > H(P). For any e > 0,
there exists M € N such that for alln > M and k satisfying that% > R, there exists ¢ : A" — AF
and ¢ : AF — A™ such that

P((e(X1, ., Xp)) # (X1, X)) < (5.6)

The map ¢ : A" — A* is called an encoder and the map v : A¥ — A" is called a decoder.
The probability P<1/J(g0(X1, o Xn)) #F (X, ,Xn)> is called the error probability. k/n is
called the coding rate.

Proof of Theorem 5.3. Take m € N. The probability distribution of the i.i.d. subsequence
{X;}7_, is the probability distribution P, defined on A™ such that for any {a;}? ,,

n
Pofor=a1,...,wn=an}) = [[ P {a:i}). (5.7)
i=1
Let us consider random variables on A", Z;(w) = —logy P ({wi}) (1 <i < n). Then {Z;}",
are i.i.d. and the expectation and the variance are finite. In fact, we have

m = B[Z]= =) P({w})log, P (wi}) = H(P)

n

o’ = E[(Z—E[Z])’] =) (logypi)*pi — H(P)". (5.8)
i=1

Take 6 > 0 such that R > H(P) + 4. By Lemma 3.11,

2

P, (;ngw({wi}))z <>+5> s (5.9
i=1

Hence, for any € > 0, there exists M € N such that

P, (:L zn: (—logy P({wi})) > H(P) + 5) <e for all n > M. (5.10)

Noting

{m, ]%Z —logx P({wi})) < <>+6}

ceyWh) ’ ﬁP({wi}) > Nn(H(P)+5)}
=1
Wi, ... W) ‘ [[P(w}) = N‘"R} =: Ch, (5.11)
=1

(w1,
(
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by (5.10), we have, for n > M,

P((X1,...,X,) €Cy)

o <{(°‘“ o) €47 [ [P 2 N‘”R}>
i=1

> P, <{(w1, W) € AT ﬁp({wi}) > N‘”(H(P)+5)}> >1—¢ (5.12)

On the other hand, we have

IC,INTYE < P, <{(w1, oy wp) € AT

HP({M}) > N‘”R}> <1 (5.13)

Hence we have
|C| < N™E, (5.14)

By this estimate, if k& > nR, then, there exists an injective map ¢ : C, — A* and a map
¢+ A¥ — C,, such that

V(p(wry .. ywn)) = (Wi, ... wy) for any (w1,...,wp) € Cy.
By taking a map ¢ : A" — A* which satisfies ¢|c, = ¢, we have
P(p(e(Xy,...,Xn)) = (X1,...,Xpn) = P((X1,....,Xn)€Cy)>1—c¢. (5.15)

This completes the proof. O
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