UTMS 20114 February 24, 2011

Boundary value problems on
Riemannian symmetric spaces

of the noncompact type
by

Toshio OsHIMA and Nobukazu SHIMENO

R

UNIVERSITY OF TOKYO
GRADUATE SCHOOL OF MATHEMATICAL SCIENCES
KOMABA, TOKYO, JAPAN




BOUNDARY VALUE PROBLEMS ON RIEMANNIAN
SYMMETRIC SPACES OF THE NONCOMPACT TYPE

TOSHIO OSHIMA AND NOBUKAZU SHIMENO

ABSTRACT. We characterize the image of the Poisson transform on each bound-
ary component of a Riemannian symmetric space of the noncompact type by a
system of differential equations. The system corresponds to a generator system
of a two sided ideals of an universal enveloping algebra, which are explicitly
given by analogues of minimal polynomials of matrices.

1. INTRODUCTION

The classical Poisson integral of a function on the unit circle in the complex plane
gives a harmonic function on the unit disk. More generally, each eigenfunction of the
Laplace-Beltrami operator on the Poincaré disk can be represented by a generalized
Poisson integral of a hyperfunction on the unit circle.

The notion of the Poisson integral is generalized to a Riemannian symmetric
space X = G/K of the noncompact type, where G is a connected real reductive Lie
group and K its maximal compact subgroup. The so called “Helgason conjecture”
states that each joint eigenfunction of the invariant differential operators on X has
a Poisson integral representation by a hyperfunction on the Furstenberg boundary
G/P of X, where P is a minimal parabolic subgroup of G. Helgason proved the
conjecture for the Poincaré disk. Kashiwara et al. [K-] prove it generally by using
the theory of hyperfunctions and the system of differential equations with regular
singularities and their boundary value problem due to Kashiwara and Oshima [KO].

The Poisson transform is an intertwining operator from the spherical principal
series representation to the eigenspace representation. For generic parameter \ of
the principal series representation, the Poisson transform P, gives an isomorphism
of the representations. The principal series representation is realized on the space
of the sections of a homogeneous line bundle over G/P, whose parameter is A. If
A = p, then the line bundle is trivial and the representation is realized on the space
of functions on G/P. Then the image of P, consists of the harmonic functions, that
is the functions which are annihilated by the invariant differential operators on the
symmetric space that kill the constant functions. We call this the “harmonic case”.

It is natural to pose the problem of characterizing the image of P, when the map
is not bijective. An interesting case corresponds to the problem of characterizing
the image of the Poisson transform from another boundary component of X in one
of Satake compactifications of X (cf. [Sa], [O2]). Each boundary component is of
the form G/P=, where Pz is a parabolic subgroup of G. The Furstenberg boundary
is the maximal among the boundary components.

For a classical Hermitian symmetric space of tube type, Hua [Hua] studied the
Poisson integrals of functions on the Shilov boundary, which are generalization of
the classical Poisson integrals on the unit disk. The Poisson integrals are harmonic
functions, and moreover, they are annihilated by second order differential operators,
which are called the Hua operators. Kordnyi and Malliavin [KM], and Johnson [J1]
showed that the Hua operators characterize the Poisson integrals of hyperfunctions
on the Shilov boundary of the Siegel upper half planes. Johnson and Koranyi [JK]
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constructed the Hua operators for a Hermitian symmetric space of tube type in
general and proved that they characterize the Poisson integrals of hyperfunctions
on the Shilov boundary. The second author [Sn2] generalized the result to non-
harmonic cases. In [Sn4], he also constructed a system of differential equations that
characterizes the image of the Poisson transform from a certain kind of boundary
component of a Hermitian symmetric space.

For a Hermitian symmetric space of non-tube type, Berline and Vergne [BV]
defined generalized Hua operators, which are third order differential operators,
and proved that these operators with invariant differential operators characterize
the Poisson integrals of hyperfunctions on the Shilov boundary, in the harmonic
case. Koufany and Zhang [KZ] generalize the result to non-harmonic cases. For
G = U(p, q) these authors also showed that second order operators characterize the
image of the Poisson transform from the Shilov boundary, even for non-tube cases,
that is the case of p > gq.

Johnson constructed a system of differential equations that characterizes the
image of the Poisson transform from each boundary component for G = SL(n,R)
and SL(n,C) in [J2], and for general G in [J3], in the harmonic case.

The first author [O1] proposed a method to study boundary value problems for
various boundaries of X. He constructed a system of differential operators corre-
sponding to the boundary GL(n,R)/P,,_11 of GL(n,R)/O(n), where P,_1 1 is the
maximal parabolic subgroup of GL(n,R) corresponding to the partition (n —1,1).
To prove that the differential equations indeed characterize the image of the Poisson
transform, he used the method of calculating differential equations for boundary
values on the Fusrtenberg boundary, which are called “induced equations”. All of
the above mentioned works on the problem of characterizing the image of the Pois-
son transform from a boundary component by a system of differential equations
use essentially the method of calculating induced equations.

On the other hand, recently the first author ([04, O5, O6] and [OO] with Oda),
studied two sided ideals of a universal enveloping algebra of a complex reductive
Lie algebra, which are annihilators of generalized Verma modules, and apply them
to boundary value problems for various boundaries of a symmetric space. In this
paper, we use two sided ideals constructed explicitly in [06, OO] to characterize the
image of the Poisson transform from a boundary component of a symmetric space,
giving several examples including previously known cases. We also study the case
of homogeneous line bundle on a Hermitian symmetric space. Since the differential
operators come from a two sided ideal of the universal enveloping algebra of the
complexification of the Lie algebra of G, the proof that they characterize the image
of the Poisson transform is fairly easy. Indeed we do not need to calculate induced
equations on the Furstenberg boundary. For the harmonic case, our operators are
different from those constructed by Johnson [J2, J3] and more explicit.

This paper is organized as follows. In §2 we review on representations realized
on a symmetric space and give basic results on the Poisson transforms on various
boundaries.

In §3 we review on minimal polynomials on complex reductive Lie algebras, which
give a generator system of the annihilator of a generalized Verma module after
[06, OO] and show that the corresponding differential operators on a Riemannian
symmetric space characterize the image of the Poisson transform from a boundary
component of the symmetric space.

In §4, we give examples when G is U(p, q), Sp(n,R) or GL(n,R). In particular,
for G = U(p, q) or Sp(n,R) and G/Ps the Shilov boundary of X, our operators for
the trivial line bundle over X = G/K coincide with the previously known “Hua
operators” mentioned above.
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2. REPRESENTATIONS ON SYMMETRIC SPACES

In this section we review on representations realized on Riemannian symmetric
spaces of the noncompact type and their characterizations by differential equations.
The statements in this section are known results or at least a reformulation or an
easy consequence of known facts (cf. [He2], [Hel], [K-], [Ko], [KR], [O1], [Sn1] etc.)
and this section can be read without referring to other sections.

Let G be a connected real connected semisimple Lie group, possibly with infinite
center. Let K be a maximal compact subgroup of G modulo the center of G, 8 be
the corresponding Cartan involution and g = € + p be the corresponding Cartan
decomposition of the Lie algebra g of G. Fix a maximal abelian subspace a, of p.
Let ¥(ay) be the set of the roots defined by the pair (g, a,) and fix a positive system
Y(ap)t. We denote its Weyl group by W (a,) and the fundamental system by ¥ (ay),
and the half of the sum of the positive roots counting their multiplicities is denoted
by p. Let G = KAN be the Iwasawa decomposition of G with Lie(A) = a, and N
corresponding to X(a,)". Then P = M AN is a minimal parabolic subgroup of G.
Here M is the centralizer of a, in K. We denote by £, m and n the Lie algebras of
K, M and N, respectively.

Let U(g) be the universal enveloping algebra of the complexification g¢ of g,
which we identify with the algebra of left invariant differential operators on G. In
general, for a subalgebra [ of g, we denote by U([) the universal enveloping algebra
of the complexification I¢ of [. Let S(g) be the symmetric algebra of gc. Then
the map sym of symmetrization of S(g) to U(g) defines a K-linear bijection. By
the Killing form on g¢ we identify the space O(pc) of polynomial functions on
the complexification pc of p with the symmetric algebra of pc. Let O(p)X be the
space of all K-invariant polynomials on pc and H be the space of all K-harmonic
polynomials on pc. Then we have the following K-linear bijection

HoOMEUE) = Ulg)

2.1
1) h@p®k — sym(h)®sym(p) ® k

because of the Cartan decomposition g = £ + p and the K-linear bijection
HRO0p)X sh@p— hpe O(p)

studied by [KR].

We denote by A(G) and B(G) the space of real analytic functions and that of
hyperfunctions on G, respectively. Then they are left G-modules by (7, f)(z) =
f(g~tx) for g € G and the functions f in the spaces. We write A(G)f for the space
of all the K-finite elements of A(G).

By the decomposition

(2.2) U(g) =nUmn+ap) @ U(ay) ®U(g)t

coming from the Iwasawa decomposition g = € + a, + n, we define Dy, € Ul(ay)
for D € U(g) so that D — D,, € nU(n+ ap) + U(g)t and put y(D) = e™ oDy, o€’.
Here e” is the function on A defined by e?(a) = a”.

Note that the kernel of the restriction of v to the space of all the K-invariants
U(g)¥ of U(g) equals U(g)X NU(g)t and the restriction defines the Harish-Chandra
isomorphism

(2.3) 7:D(G/K) =~ U(e)" /(U(9)" nU(g)t) — Ulap)"”

onto the space U(ay)" of all the W (ay)-invariants in U(a,). Here D(G/K) is the
algebra of invariant differential operators on G/K. Note also that sym(O(p)¥) is
isomorphic to D(G/K) through (2.2) and (2.3) as K-modules.
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Identifying U(a,) with the space of polynomial functions on the complex dual
ag of a,, we put

(2.4) (D) = 4(D)(N) € C

for A € af and D € U(g). Now we define

(2.5) I=Ul@t+ Y Ulg)sym(p) — 1(sym(p)))
peO(P)*X

and

(2.6) AG/K; My) ={ue AG);Du=0 for D€ Jy}

and put A(G/K; M)k = A(G)k NA(G/K; My). Here A(G/K; M) is naturally
a subspace of the space A(G/K) of real analytic functions on G/K because the
function in A(G/K; M) is right K-invariant. Now we can state our basic theorem.

Theorem 2.1. Fiz A € af and define a bilinear form
HRAG/K;My) — C

(hyu) = (h,u) = (sym(h)u)(e)
and for a subspace V of A(G/K; M), put
(2.8) HV)={heH;{h,uy=0 forueV}.

2.7)

i) The bilinear form { , ) is K-invariant and non-degenerate.
il) If V is a subspace of A(G/K; M)k, then
V={ue A(G/K;M))k;{h,uy =0 for he H(V)}.
iii) There are natural bijections between the following sets of modules.
V(N ={V C A(G/K; M,);V is a close subspace of C*°(G) and G-invariant},
BNk ={Vk C A(G/K; M))k; Vi is a g-invariant subspace},
IJN) ={J D Jx; J is a left ideal of U(g)}.

Here the bijections are given by

(2.9) VA3V = VNAAG)K € DNk,
(2.10) VN3V = L+ Y. Ulg)sym(p) € I
peH (Vk)
(2.11) JAN3J = {ue A(G); Du=0 for D e J} € B(N)

Before the proof of this theorem we review on the Poisson transform. The G-
module
(2.12) B(G/P; Lx) = {f € B(G); f(gman) = a*~* f(g)

for (g,m,a,n) € GXx M x Ax N}

is the space of hyperfunction sections of spherical principal series of G parametrized
by A € af. Put A(G/P;Ly) = B(G/P; L)) N A(G). Define the K-fixed element
KxAxN 3> (k,a,n) — 1x(kan) = a*~* of A(G/P; L) and put Py(g) = 1_»(g7}).
By the G-invariant bilinear form

B(G/P; £y) x A(G/P;L_y) — C

(2.13) 6.0) = @0 = [ o0rwar
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with the normalized Haar measure dk on K, we define the Poisson transform

Pr:B(G/P;Ly) — B(G)
(2.14) ¢ = Pad(g) = (mg-10,1_x)x Z/K¢>(gk)dk
=/ o(k)Py(k™tg)dk.
K

Then it is known that the image of P, is contained in A(G/K; M) because DPy =
YA (D)Py for D € U(g)¥X. (If the center Z of G is infinite, integrations over K in
the definitions of pairing (-,-)x and the Poisson transform should be understood
to be normalized integral over K/Z. But we write K for simplicity.)

For a € ¥(ap) and w € W(ay,), we put

S(ap)s = {a € B(ap)™; 5 ¢ X(ap)},
w0 = (T (3 2+ T G+ 2}

(2.15) eV =" ][ e,
a€X(ay)d
cN=cen) [[ 2 ¥r(%),
aEX(ap)d

Aa)
(o)

where m,, is the multiplicity of the root «, A, = 2 and C' is a constant

determined by ¢(p) = 1.
The following theorem is the main result in [K-].

Theorem 2.2. Let X € ag.

i) Py gives a topological G-isomorphism of A(G/P;Ly) onto A(G/K; M) if
and only if e(\) # 0.

ii) Let w be an element of W (a,) which satisfies

(2.16) Re(wA,a) >0 for all a € S(ay) ™,
then Pywa gives a topological G-isomorphism
(2.17) Puwa 2B(G/P;£MA) /;A(G/K,M)\)

Remark 2.3. i) The equivalence of the injectivity of Py and the condition e(\) # 0
is proved in [He3].
ii) Suppose e(A) # 0. Let D'(G) and C*°(G) denote the space of distributions
and that of C'°°-functions on G, respectively. Then
PA(B(G/P; £3) ND'(G))

2.18
(2.18) ={u € A(G/K; My)); there exist C and k with |u(g)| < C'exp kl|g|},

PA(B(G/P; Lx) N C™(G))
(2.19) = {u € A(G/K; M,); there exist k such that for any D € U(¥)
we can choose Cp > 0 with |rpu(g)| < Cpexpkl|g|}.

Here U(%) is the universal enveloping algebra of the complexification of £ and |g| =
(H, H)z with the Killing form ( , ) if g € K exp HK with H € a,. Note that U()
in (2.19) may be replaced by U(g).

In fact, (2.18) is given in [OS1, Corollary 5.5]. Suppose u = Py f. Since Pj is
contained in the set (2.18), the U(g)-equivariance and the last expression in (2.14)
implies that the left hand side of (2.19) is contained in the right hand side of (2.19).
Note that the inverse of P, is the map of taking boundary values. We can see
from the definition that the order of distribution of the boundary value f of
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is estimated by k in (2.18) (cf. [OS1, the proof of Lemma 2.19] or [03]). If u is
contained in the right hand side of (2.19), the order of wp f is uniformly bounded
for all D € U(¥) and hence f|x € C*°(K). A different proof can be found in [BS].

Proof of Theorem 2.1. Let X € g, k € K and u € A(G/K). Then
(Xmru)(e) = %u(kilexth)h: = Lu((expt Ad(k~H)X)k™)]
= (Ad(k)™ Xu)(e)

0 t=0

and therefore the bilinear from ( , ) in Theorem 2.1 is K-invariant.

Let K be the set of equivalence classes of irreducible representations of K.
For §, 7 € K we denote by A(G/K;M))s and H, the ¢ isotopic components
of A(G/K;My,) and 7 isotopic components of H, respectively. In general, for a
K-module U we denote by Uy the subspace of K-isotopic components §. Then the
K-equivariant map

AG/K; My)s 2 u (Hr 2 h— (h,u) € C) € H-
is identically zero if § # 7* by Schur’s lemma, where 7* is the dual of 7.

Suppose u € A(G/K; My); satisfies (h,u) = 0 for any h € Hg«. Then (h,u) =0
for any h € H and therefore it follows from (2.1), (2.5) and (2.6) that (Du)(e) =0
for all D € U(g). Hence u = 0 because u is real analytic. On the other hand,
since # and A(G/K; My)x are isomorphic to Indh; 1 (cf. [KR] and Theorem 2.2)
dim A(G/K; My)s = dim Hs- and hence we can conclude that ( , ) defines a non-
degenerate bilinear form on A(G/K;My)s x Hs+ and we have i) and ii). Here
we remark that the results follows from the weaker relation dim A(G/K; M))s >
dim Hé* .

First note that the map (2.9) is a bijection of B(\) onto U(A\)x whose inverse
is the map of taking the closure in C*°(G). The map is still bijective even if it is
restricted to the spaces killed by a left ideal J of U(g). Moreover remark that for
X €g,DeU(g) and u € A(G/K) we have (Drxu)(e) = —(X Du)(e).

Let Vg € B(A\) k. Then (Dsym(h)u)(e) = 0 for D € U(g), h € H(Vk) and
u € Vi because of the above remark. Note that for a left ideal J of U(g) and
a function v in A(G), the condition Du = 0 for all D € J is equivalent to the
condition (Du)(e) =0 for all D € J. Hence we have

Vk ={u € A(G/K; M)\)k;{h,u) =0 for h e H(Vk)}
={u e A(G/K; M))k;(Dsym(h)u)(e) =0 for h € H(Vk) and D € U(g)}
={ue AG)k;Du=0 for Dey+ Y Ulg)sym(h)}.

heH (Vi)
Let J be a left ideal of U(g) containing Jx. Then (2.1) and (2.5) show that
J=J\®{sym(h);h € H;} with
(2.20) Hy = symj(J) r(w“it }
and
{u€e A(G)k;Du=0 for DeJ}
={uec A(G/K;M))k;sym(h)u=0 for heH;}

Hence the map of J(A) to V(A is injective and we have the Theorem 2.1. O
Theorem 2.4. i) The map
(2.21) HSh = Tgymmlr € A(G/P; L))k
is K-linear. It is bijective if and only if e(—\) # 0.
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ii)

(2.22) (D) =mp(1_))(e) for D e U(g).

iii) Putting
(2.23) Hy ={h € H;yA(sym(Ad(k)h)) =0 forallk e K}
and
(2.24) In=Jv+ Y Ulg)sym(h

heta

we have
(2.25) Im?Py ={uc A(G); Du=0 for D<€ Jy}.

Proof. Since 1, is K-invariant, the map (2.21) is K-equivariant. Moreover for
h € H, the condition mgympy1x = 0 is equivalent to (Teym(ada(kn)1a)(e) = 0 for
k € K because (Tsym(n)1x)(kan) = (Tsymny1r)(k)a?~>. On the other hand, (2.22)
follows from the definition of v, and 1_).

Let h € Hx. Then mgyppn)yl-n = 0 and therefore sym(h)Py = 0 and hence it is
clear from (2.14) that ImnPy C {u € A(G); Du=0 for D € J,}.

Since mply € C1, for D € U(g)X, (2.1) shows

U(g):lA - {Wsym(h)l)\; h e 7‘[},

which is the Harish-Chandra module of the minimal closed G-invariant subspace of
A(G/P; L)) containing 1. For ¢ € A(G/P;Ly)s, we have Prx¢(g) = (¢, mgl_x)a
and therefore the condition Px¢ = 0 is equivalent to (@, Teymn)LIr)x = 0 for all
h € Hs«. Hence [KerPy : 6] = [Hy : 6*] and Theorem 2.2 shows [Im Py : 0] =
[A(G/K; M) : 6] — [Hy : 6*], which means dim(Im Py )s = dim{u € A(G); Du =
0 for D € J\}s and furthermore (2.25) owing to Theorem 2.1 and Remark 2.3 i).

If e(—X) # 0, the bijectivity of (2.21) follows from Theorem 2.2 because H = {0}
by the argument above. But it follows directly from the result in [Ko] (cf. [He3])
that 1, is cyclic in A(G/K; L)) if and only if e(—\) # 0. O

Remark 2.5 (cf. [Du]). When g is a complex semisimple Lie algebra, .Jy is identified
with the annihilator of the Verma module of g parametrized by A and the Poisson
transform gives a bijection between the two sided ideals of the universal enveloping
algebra of g containing Jy which are identified with J(\) and the closed G-invariant
subspaces of class 1 principal series of G parametrized by .

For a subset Z of ¥(ay), let Wz be a subgroup of W (a,) generated by reflections
with respect to the elements of = and put P = PWzP. Let P = MzA=N= be the
Langlands decomposition of Pz with A=z C A. For an element p of the complex dual
az ¢ of the Lie algebra az of Az, the space of hyperfunction sections of spherical
degenerate series is defined by

(2.26) B(G/P=;Ley) = {f € B(G); f(gman) = a*~" f(g)
for (g,m,a,n) € G x Mz x Az x N=}.

Then as in the case of the minimal parabolic subgroup, we can define Poisson
transform

Pz B(G/P=;Lz,) — B(G)
(2.27) ¢ = (Pzud)(9) = (tg-1¢,1=, )=

= [ olakyan - / ok Lg)dk.
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Here ( , )z, is the bilinear form of B(G/Pz;L=,,) x A(G/Pz;Lz,—,) defined on
the integral over K, 1= ,(kman) = a*~* for (k,m,a,n) € K x Mz x Az x Nz and

Pz u(9) =1=,-u(97h).
Now we remark

Lemma 2.6. We have naturally
(2.28) B(G/P=; Lz,,) C B(G/P; L4 p=))s
(229) Im PE,H =Im PM—P =)

Here we identify a, with its dual by the Killing form and regard p € a5 ¢ as an

element of a} with value zero on a%, and define pz = plaz and p(Z) = p — p=.

Proof. The inclusion (2.28) is clear from (2.12) and (2.26), which implies 1= _,, =
1_(u—p=)) because A(G/P=, L=, ) C A(G/P;L_,1 =) Since Pz, is left Mz=-
invariant and

B(G/P=; Lz,)|k = B(K/M=NK) and B(G/P; L,,_,=))|x = B(K/M),
we have (2.29) from (2.14) and (2.17). O

Corollary 2.7. i) Pz, is injective if e(u + p(Z)) # 0. In particular, the Poisson
transform P, : B(G/P=z) — A(G/K; M,) is injective.
ii) If e(—p + p( )e(p+ p(E)) # 0, then B(G/P=; Lz,,) is irreducible.

Proof. The claim i) is a direct consequence of Theorem 2.2 i) and Lemma 2.6.
The K-invariant bilinear form ( , )=, and (2.27) show that the following state-
ments are equivalent:

(2.30) P=,, is injective.
(2.31) 1= _, is cyclic in B(G/P=; L=,—,).
(2.32) Any non-zero closed G-invariant subspace of

B(G/P=; L=,,) contains 1= ,,.
Hence ii) is clear. O

Remark 2.8. 1) The calculation of H, in (2.23) is equivalent to the determination
of the kernel of PY(\) defined by [Ko, §4].
ii) Under the notation in Lemma 2.6

(2.33) (Hyutpz) 1 0] > [Indjy 1: 6] — [Indjy iy 1: 0] ford € K

and the equality holds if and only if Pz , is injective.

Most of statements in this section can be generalized to line bundles or vector
bundles over G/K. We will give necessary modifications when we consider homo-
geneous line bundles over a Hermitian symmetric space G/K. For simplicity we
suppose G is simple and € have a non-trivial center. Let K’ be the analytic subgroup
of G with the Lie algebra ¢ = [¢,¢] and Y be the central element of ¢ normalized
so that exptY € KJ, if and only if ¢ € Z, where K’ is denoted by K}, when G is
a real form of a simply connected complex Lie group (cf. [Snl]). Let x, : K — C
be the one dimensional representation of K defined by x,(k) = 1 if K € K’ and
xe(exptY) = exp /—1¢t. Then we can define the space of real analytic sections of
a homogeneous line bundle E; over G/K associated to the representation x, of K:

(2.34) A(G/K;Ey) = {u € A(G);u(gk) = xe(k) tu(g) for k € K}.
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Let D(E;) be the algebra of invariant differential operators acting on sections of
E,. Defining v,(D) € U(a) for D € U(a) so that
(2.35) e’oy(D)oe™ €nlU(n+ap) B3y U@)(X + xe(X)),
as in the case of v, we have the Harish-Chandra isomorphism
(2:36) e :D(Ee) = U(g)"/(U(0)" N L xee U@)X + xe(X))) = Ulap)™
onto U(a,)"'. Hence we put
(2.37)  J5 = Y xee U)X + xe(X)) + X pcogx U0)(sym(p) — 74 (sym(p)))
and
(2.38) AG/K; M) ={u e AG); Du=0 for D e Ji}.

Theorem 2.9. Replacing My by MY, the statements i), ii) and iii) in Theorem 2.1
are valid if the K-invariantness of (, ) is modified by

(2.39)  (Ad(k)h, x_¢(k)mpu) = (h,p) fork € K,h € H and u € A(G/K; M5).
Proof. Recalling the proof of Theorem 2.1, we have only to consider
(2.40) A(G/K; MK)ssx, X Hs D (u,p) — (p,u) € C

because of the K-invariance (2.39). Hence if we have dim A(G/K; M{)seoy, >
dim H s+, the same argument as in the proof of Theorem 2.1 shows Theorem 2.9.
On the other hand, the proof of [Snl, Lemma 8.6] says that

[A(G/K; M), 6 ® xe) > [Indiy xelar, § © xal-
Tensoring x_, to the right hand side, we have [IndM Xelar, 0 @ xe] = [IndJ\Kd 1,0],
which is also equal to [H,d*]. O

Put {|la|;o € E(ay)} = {c1,...,en}f witheg > - >¢cy. Then N=1or2or 3
and we fix 8, € ¥(a,)" with |8,| = ¢,. Moreover we put

(241)  B(G/P; £}) = {f € B(G); f(gman) = xe(m)~'a* " f(g)
for (g,m,a,n) € G x M x Ax N}

and
ma ma _ —1
0= 50 (0 T 4 1))
e(\0) = 11 ea(N,£) x 11 ea(N),
(2.42) a€S(ap)t, |al=|6] a€S(ap)t, |al=|8s

2

) = CeOn 0 T I1 27T (2),

k=1a€X(ay)*t, |a|=|8k|

where C' € R is determined by c(p,0) = 1, e ()) is given in (2.15) and me may be
0. Then the main result in [Snl] says

Theorem 2.10. i) The Poisson transform

Pi : B(G/P; LY) — B(G)
o — (PLo)(g /(bgk)(g dk—/gzb 1 _x (g7 k)dk

is a G-homomorphism and ImPi C A(G/K; MY). Here the function 1_y 4 €
A(G/P; £L7") is defined by 1_x _¢(kan) = xo(k)a=>=" for (k,a,n) € K x A x N.
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i) If

A a)

(2.43) _2<a,oz> ¢{1,2,3,...} foraeX(ay)"
and e(\,0) # 0, then P§ is a topological G-isomorphism of B(G/P;LS) onto
A(G/K; MY).

iii) Suppose Re(\,a) > 0 for o € X(a,)T. Then the following statements are
equivalent:

(2.44) c(\,0) #£0.
(2.45) Py is injective.
(2.46) ImP§ = A(G/K; MY).

Notice that Theorem 2.2 (ii) does not hold in the case of non-trivial line bundles.
Now we consider the degenerate series. Let Mg ; denote the semisimple part of
Mz, namely M2 _ is the analytic subgroup of Mz w1th the Lie algebra [mg, mz].
Suppose
(247) X€|M§’SOK =1.
Let Z(Mz) be the center of Mz. Then Z(Mz) C M and for 4 € aX we can define
a one-dimensional representation 7, of P= by
(248) 7= u(yman) = xe(m)a" " for (y,m,a,n) € Mg ; x M x Az x N=.
Put

yS

B(G/Ps; LE ) = {f € B(G); f(9p) = T=0,u(p)f(g9) for p € P=},
A(G/Pz; LE ) = B(G/P=; LE ,) N A(G).
and define an element 1z, € A(G/Pz; Lg ) by

(2.49)

(2.50) 1=, (kan) = x—¢(k)a*™? for (k,a,n) € K x Ax N.
Then by the G-invariant bilinear form
(2.51)

B(G/Pei L) x A(G/Pai £21,) 2 (6.1) = (9. )z = [ o)1)k € €

we can define the Poisson transform
PL,. : B(G/Ps;Ls,) = A(G/K; M, =)
(2.52) ¢ = (P£,0)(9) = (mg-16, 12 —p—t)z e
= (& Tglz,—p—0)= -

We note the following lemma which is similarly proved as Lemma 2.6.
Lemma 2.11.
(2.53) B(G/Pz; L =) C B(G/P; L/H_IJE ),
(2.54) Im 735’” =Im Pu,p(c)

Lastly in this section we examine the space of harmonic functions on G/K:

H(G/K) := A(G/K;M,).

Let Xz be the Satake compactification of G/K where the boundary G/Pg appears.
For a € A we denote by a — oo if a(loga) — oo for any o € ¥(a,). Then for
any k € K the point kaK € G/K C Xz converges to a point in G/P=s C X=. The
Poisson transform P, defines a bijective homomorphism of B(G/P) onto H(G/K).
Let C(G/P=) be the space of continuous functions on G/P=. Note that C(G/Ps) ~
C(K/Mz) C C(G/P) ~ C(K/M).
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Proposition 2.12. Let F be C or C™ or C* or D' or B. Note that F(G/Pz) ~
F(K/KNMz)C F(G/P)~F(K/M). Then we have

Pz, F(G/P=)
(2.55) ={u € H(G/K); u(ka) uniformly converges to a continuous function
on K/K N Mz in the strong topology of F(K) when a — oo}.

This is shown as follows. Suppose u is a function in the above left hand side.
Then the boundary value Su of u equals lim,_, u(ka) (cf. for example, [OS1] and
[BOS]) and P,fu = u. The assumption implies fu € F(G/P=) and hence P,Bu =
Pz, ,Bu. Moreover the Poisson transform of the function f € F(G/P=) C F(G/P)
has a limit lim,—,o (P,u)(ka) = u(ka) in the strong topology of F(K).

In particular if v € H(G/K) can be continuously extended to the boundary
G/Pz in Xz, u satisfies many differential equations corresponding to = because it
is in the image of Pz ,.

These statements can be extended for general eigenspaces A(G/K; M) by using
weighted boundary values given in [BOS, Theorem 3.2].

3. CONSTRUCTION OF THE HUA TYPE OPERATORS

3.1. Two sided ideals. We want to study a good generator system characterizing
the image of the Poisson transform Pé, ., given by (2.52).

The image of the Poisson transform P, given by (2.14) is characterized as a si-
multaneous eigenspace of the invariant differential operators D(G/K) on the sym-
metric space G/K when the Poisson transform is injective. The image is also a
simultaneous eigenspace of the center Z(g) of U(g) with eigenvalues corresponding
to the infinitesimal character and in most cases the system of the equations on
G/K defined by the generators of Z(g) is equals to that defined by D(G/K). In
fact, this holds if the image of Z(g) C U(g)X under the identification (2.3) gener-
ates D(G/K), which is valid when G is of classical type. Moreover even when the
image of Z(g) doesn’t generates D(G/K), the system of the equations defined by
the generators of Z(g) characterize the image of the Poisson transform (2.14) for
generic parameter A, which follows from [Hed] or [Oc].

Hence we can expect that the system of differential equations characterizing the
image of the Poisson transform Pé, ., 1s given by a two sided ideal of U (g) at least
when the parameter p is generic. In another word it is expected to coincide with the
system defined by a certain left ideal of U(g) studied in the previous section. Note
that if ’Pé,# is injective, the two sided ideal should kill the preimage B(G/Px=; Eé,#).
Hence the system obtained by the operators killing B(G/P=; Eé ,) is expected to
be the desired one. The annihilator of B(G/PE;EéH) corresponds to that of a
generalized Verma module, which will be explained.

Let 7 denote the left regular representation of G on F(G) defined by

(m(g)e)(x) = plg~ ') (v €C, e F(Q).

Here F denotes one of function spaces such as A (real analytic functions), C*
(smooth functions), D’ (distributions), B (hyperfunctions). The corresponding rep-
resentation of g is denoted by w. That is

(T(X)p)(x) = Fole X a)|,_, (peC™(G), X g,z €q).
For an element X € g, let Lx denote the differential operator on G defined by
(Lxo)(z) = %(p(xetx)’t:o (pe C™®(G), X €g,z €q).

The universal enveloping algebra U(g) is identified with the algebra of left G-
invariant differential operators on G by the correspondence X +— Lx. Under this
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identification we will write X¢ = Lx ¢ and denote by ord D the order of the corre-
sponding differential operator for D € U(g).

Let a be the Cartan subalgebra of the complexification of g containing a, and
let X(a)™ be a compatible positive system of the complexification attached to the
Cartan subalgebra a and let b be the corresponding Borel subalgebra. Denoting the
fundamental system of X(a)™ by ¥(a), we have ¥(ay) = {alq, ; @ € ¥(a)} \ {0}.
For a subset =& C ¥(a,) we define a subset

O ={ac¥(a); al, cEU{0}} C ¥(a)

and let denote by pe, go, ne and po the complexifications of pz, mz + az, nz
and the Lie algebra of P, respectively. Note that © corresponds to a fundamental
system of the root system of gg. Let A denote the character of pg defined by

(3.1) Tz u(e®) =X (X €pz).

Let ag be the center of go. Then A is identified with an element of the dual a§ of
ae. Define left ideals

Jo(N) = Y U(@)(X - A(X)),

Xepo
= 3 Ug)(X = A(X)).
Xe€po
=) U(@)(X - (X))
Xeb

of U(g). Then we can see easily that
Jo(\) ={D €U(g); Df =0 (¥feF(G/Ps;Lz,)}-

Let a denote the anti-automorphism of U(g) defined by a(X) = —X, a(XY) =
YX for X, Y €g.

Proposition 3.1. Assume that Ig(\) is a two sided ideal of U(g) that satisfies
(3.2) Jo(A) = Ie(A) + Jo(N).
Then
F(G/P=i£L,) = {f € F(G/P5 L.,z ma(D)f =0 (VD € Io(\)}
Proof. Since
(r(a(D))£)(9) = (Ad(g™)D)f)(g) (¥g€G)
and Ig(A) is a two sided ideal of U(g), the proposition follows. O

The above proposition shows that the two sided ideal Ig()), which satisfies (3.2)
characterizes F(G/ Pz; /.ZZE) )in F(G/P; L* ) as a U(g)-submodule. Notice that
the condition
(GAP) Jo(N) =Te(N) + J(N)
studied in [O4, O5, 06, OO] implies (3.2).

ptp(E)

Theorem 3.2. Suppose that the Poisson transform

P! B(G/P; Ll =) = AG/K; Ml =)

ptp(E
is bijective and assume that (3.2) holds for a two sided ideal Io(N\) of g. Then the
image of the Poisson transform of B(G/PE;EQM) is characterized by the system

Lt p(2) together with the system defined by Ig()).
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Proof. Since the Poisson transform and its inverse map (boundary value map)
are both G-equivariant, Proposition 3.1 implies the theorem. O

It is clear that there exists a two sided ideal Ig(\) satisfying (GAP) if and only
if
(3.3) Jo(A) = Ann(Me (X)) + J(N).
Here Mg(A) is the generalized Verma module U(g)/Jo(A) and
Ann(Me(\)) = {D € U(g); DMo()) = 0}

= () Ad(g)J6(N)

geG
={D € U(g); m(a(D))B(G/P=; Lz ,) = 0}.
The condition (3.3) is satisfied at least A is dominant and regular, namely,

A+ D«
(3.4) _<<Z,ZZ>> ¢10,1,2,3,...} (Ya € X(a)*),
which is a consequence of [OO, Theorem 3.12]. Here p is the half of the sum of
the elements of X(a)*. Hence (3.3) is satisfied for the harmonic case when pu = p,
{=0and A =0.

When the complexification of g equals gl, Oshima [O5] constructs the generator
system of Ann(Mg())) for any © C VU(a) and any character A of pe through
quantizations of elementary divisors and gives necessary and sufficient condition
for (3.3) (cf. [0O, Lemma 4.15]), which says that (3.3) is valid at least if X is

regular, namely,

A+ 5,0)
3.5 L £ 0 (VaeX(a)h).
(35) il #0 (Yo e X))
Oshima [O6] constructs a generator system of a two sided ideal Ig()\) when g is a
real form of finite copies of classical complex Lie algebras gl,,, sp,, or 0,, and shows
that Io(\) satisfies (GAP) if A is (strongly) regular, which will be explained in the

next subsection.

3.2. Minimal polynomials. Oshima [O6] constructed a set of generators of the
annihilator of a generalized Verma module of the scalar type for classical reductive
Lie algebras. We review on the main result of [O6] and discuss its implication for
the Poisson transform on a degenerate series representation.

Let N be a positive integer and let gly ~ End(C") be the general linear Lie
algebra. Let E;; € M(N,C) be the matrix whose (7,7) entry is 1 and the other
entries are all zero. We have a triangular decomposition

gly =0y +ay +ny,
where

N
ay = Z(CE”’ ny = Z CEy;, nn= Z CL;;.
j=1

1<j<i<N 1<i<j<N
Let g be one of the classical complex Lie algebras gl,,, 02,, 02,41 or sp,, and put
N =n, 2n, 2n + 1, or 2n, respectively, so that g is a subalgebra of gly. Denoting

. 1 - .
I, = <5i,n+1—j) I<i<n = < ) and J, = (J I") ;
1<5<n 1 "

we naturally identify
o, ={X €gl,; 0o, (X) =X} with o, (X)=—1,'XI,,

3.6 - -
(3.6) sp, = {X € gly,; o5p, (X) = X} with o, (X) = —J X J,.
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Let o be the involutive automorphism of gl defined as above so that g = gl :=
{X € gly; o(X) = X} (cf. [06, Definition 3.1]). Put F;; = E;; if g = gl,, and
F,; = E;j + o(E;;) with g = gl} in other cases. Moreover putting F; = Fj; and
F = (Fij)lgi,jgN S M(N,g), we have

(3.7) Ad(g)q(F) ="g-q(F)-g~' (Vg€ q)

for any polynomial ¢(z) and the analytic subgroup G of GL(n,C) with the Lie
algebra g.
We have a triangular decomposition of g

g=tu+a+n,

where a = gNay, n =gNny and n = gNny. Then a is a Cartan subalgebra
of g and b = a+ n is a Borel subalgebra of g. Let © = {0 < n; < ng < -+ <
nr, = n} be a sequence of strictly increasing positive integers ending at n and put
Ho = Ele ik, F;. Define

mg = {X cg: ad(H@)X 20},
nGZ{X€n<X,m@>:O}’ ﬁ@:{XGﬁ <X,m@>:()}
po = mo + ne.

Then pe is a parabolic subalgebra of g containing b. Put Hg = £;11 Sk Fy and
define mg, ng, fig and pg by replacing © by © in the above definition.

For 1 <i < n with nj_y < i < nj, put te(i) = j. For A = (Aq,...,Ar) € ct
define a character of pg by

AX +) CiF) =Y Cidgu for X € no + [me,me] and C; € C.
i=1 i=1

In this subsection U(g) denotes the universal enveloping algebra of the complex Lie
algebra g. The generalized Verma module Mg () = U(g)/Jo(\) is a quotient of
the Verma module M (X\) = U(g)/J(\). If A, = 0, we similarly define a character
of Po, J@()\) and M@()\).
Define polynomials
L
go(gly;z, A) = 1 (¢ = XAj —nja),

Jj=1

L
go (04157, A) = (. —n) [] (z = Aj —nj1) (2 + Aj +n; — 2n),
j=1

go(spy;e, A) = [ (& = Aj —nj1) (@ +A; +nj —2n = 1),

go (02,52, ) = (x—=Xj—nj_1)(@+Xj+n; —2n+1)

<. S,
il

and if g = sp,,, 02,41 O 02y,
L-1
g8(g;2,3) = (¢ —nz-1) [T (@ =& = nyoa) (@ + Aj +ny — 20— &)
j=1

with
1 if g=sp,,
dg =140 if g =s09,41 or gl,,,
-1 if g = so09,.
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Define two sided ideals of U(g)

N N
o) = 3 ¥ U@ae(s:F N + 3 Ue)(8; - M4y)),
i=1j=1 jeJ
(3.9) 2y
o) = 3 3 U)o (0:F: N)is + X Ue) (4, = A(4))),
i=1;=1 jed
where Ay, ..., A, are fixed generators of the center Z(g) C U(g) with
ordAj =5 (1<j<mn) if g=gl,,,
ordA; =25 (1<j<n) if g = 09,41 Or g =sp,,
ordA; =25 (1<j<mn), ordA,=n ifg=o09,
and
J={1,2,...,L-1}, N=n if g=gl,,,
s10) 17= (1,2,...,L}, J={1,2,...,L—1}, N=2n+1 ifg=0ops1,
’ J=J={1,2,...,L -1}, N=2n if g = sp,,,
J=J={1,2,....,L—-1}U{n}, N=2n if g = o9y,.
Here A(A;) € C are defined so that A; — A(A;) € Ann(M(X)). When g = 0y, A,
forj =1,...,n—1 are fixed and A, is not fixed by a non-trivial outer automorphism
of 09,,.
Oshima [O6] studied sufficient conditions on A such that
(3.11) Jor(A) = Ter(A) + J(Ne)

with ©' = © or ©. For g = gl,,, a necessary and sufficient condition on A for (3.11)
is given ([O6, Remark 4.5 (i)]). In particular, in the case when g = gl,,, 02,41 or
sp,,, (3.11) holds for ® = © if A, + p is regular, that is (A|q + p, @) # 0 for any
roots @ € X(a). When g = o0g,, (3.11) holds for ® = © if Ag|s + p is strongly
regular, that is Al + p is not fixed by the non-trivial outer automorphism of the
root system Y(a). Moreover, for g = gl,,, 02, 02,11 or 5p,,, (3.11) holds for © = ©
if \ satisfies the same regularity condition as above and A\;, = 0. See Section 4 of
[O6] for details

The above construction of the minimal polynomial gg(x, \) can be extended for
any complex reductive Lie algebra g by considering a faithful representation (7, CV)
of g (see [O6, Section 2]). Oshima and Oda [OO] studied sufficient conditions for
the counterpart of (3.11) with ©" = O for a general reductive Lie algebra g ([OO,
Theorem 3.21, Proposition 3.25, Proposition 3.27]). In particular, when g is one
of the simple exceptional Lie algebras Fg, E7, Eg, Fy or G2, the counterpart of
(3.11) with ©" = © associated with non-trivial irreducible representation of g with
minimal degree holds if Re (Ae + p, &) > 0 for all positive roots X(a)* with respect
to a Cartan subalgebra a of g (cf. [OO, Remark 4.13]).

Lastly in this section we list the order of the elements of Ig(A) associated with
the natural representation or the non-trivial representation with minimal degree
according to the condition that g is of classical type or exceptional type, respectively,
when O corresponds to a maximal parabolic subgroup Pz of G as was described
in the previous subsection. In the following Satake diagram the number attached
to a simple root o € ¥(a) indicates the order of the elements of Ig(\) by the
correspondence © = V(a,) \ {alq, }. The order is easily seen from (3.8) if g is of
classical type and it is given in [OO, §4] if g is of exceptional type.

The dotted circles correspond to the Shilov boundaries in Hermitian cases.

When g is a complex simple Lie algebra, the degree is obtained by the corre-
sponding Dynkin diagram with no arrow and no black circle.
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“Degree of minimal polynomials associated to natural/smallest representations”

2 2 2 ... 2 2 2 .92
0—0—0— i —0—0 00— .—O0—@
AL SL(n+1,R) AL . SU*(2n)
3 ... 393 ... 3 3 ... 3 3 ... 3
C21: SU(n,n) BC2m21: SU(n + m,n)
333 ... 3 3 333 ... 3 3 333 ... 3 3 3
0—0—O0— - —0O=>0 O—O0—O— - —e=>8 0O—O0—O0— i —O—O=>0

BYt:SO(m+1,n) B3™':S50(2m +3,2) BC? L1 SO(n+2m+ 1,n)

n

333 ... 3 2 3 3 .- 2 3 3
O—O0—O0— - —O<L=0 e—0—0—0— . —@L0 e—0—0—0— - —ee
Chl: Sp(n,R) CE3: Sp(n,n) BCAmA3 : Sp(n 4+ m,n)
3 3 3 3 : 3 3 3 3 3
O—O—O%.——.——'—*O/ ° o—0—0— el * 0—0—0——.— .—ko/ *
AN AN AN

o (]
D! :SO(n,n) 2 B™':S0(2+2m,2) B2™:SO(n+2m,n)

333 3 5 3 ; 3 3 5
e O, .. Q, (0]
O0—O0—O0— —ko<o o—O0—o— . *o<®> o—O0—o— . *o<.
B2!':80(n+2,n) BC**!:SO*(4n +2) CH1l . SO*(4n)
3 3 3
3 4 I 4 3 6 8 758 6 6 T 6 3 I 3
0—0—0—0—0 OO O=°—° oo —0—e—0 oO—e—e—e—oO
E}: EI FP'EBIT BCSS'  EITT AS: EIV
4 4 4
35 Z? 6 5 4 35 Z7 5 3 i’ 6 4
0—0—0—0—0—0 0—0—0—e—0—e@ oO—e—e—e—0—0
E}:EV F' EVI CS'EVII

0—0—1 6—0—0— —O O—0—0—e—0—0—0
E}: EVIII FPU L EIX
3586 6 3 5
0—0=>0—0 *e—0—>0—0 0=>0
FylFI BCYT FIT G} :Gy

Remark 3.3. The restricted root system is shown by the notation in [OS1, Ap-
pendix] such as BC"»™2™s and the Lie algebra mgz and its complexification for
any = C U(a,) can be easily read from the Satake diagram as was explained in
[0S2, Appendix B]. Namely, if G is semisimple, the subdiagram corresponding to
U(0O) ={ac¥(a); als, € ©U{0}} is the Satake diagram of mz.

If G is a connected real form of a simply connected semisimple complex Lie
group, Mg  is a real form of a simply connected complex Lie group and Mz /M2
is isomorphic to the direct sum of (Z/2Z)* and ¢ copies of U(1). Here M2 is
the identity component of Mz, ¢ is the number of the arrows pointing roots in
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U(a)\ ¥(O) and k is the number of the roots in ¥(a) \ ¥(0) which are not pointed
by any arrow and are not directly linked by any line attached to any root a € ¥(a)
with afq, = 0.

4. EXAMPLES

In this section we examine in detail the differential operators on a homogeneous
line bundle over a Riemannian symmetric space G/K induced from the two sided
ideal given in the preceding section for G = U(p, q), Sp(n,R) and GL(n,R).

4.1. U(p,q). Let o be the complex linear involution of g = gl ., defined by

P+q
. (I, 0
o(X)=1,,XI,, with I,,:= 0 —-1,)

Here 1 < ¢ < p. Then G = U(p,q) = {9 € GL(p +q,C); g = I,, s'g 1, 4} and
K=U(p,q)nU(p+q) =U(p) xUlq).

The corresponding Satake diagram and the Dynkin diagram of the restricted
root system are as follows.

ap ...0q—10g0g41. . Q2q—1 ay ... Qg-104
Vina) (=0: S T = oot
Qi ... Qg—1 Qp—-1...Qppqg—1 ay ... 0q—10q

O @ —@—@—— - ——0 = O— - —0=>0

A

In this subsection, we restrict ourselves to a parabolic subgroup P= that satisfies
(2.47) for £ # 0. This is the case = C ¥(ap)\{ay}. We fix L+1 non-negative integers
O=ng<ni <--<np=qand put E = {a;;i€{l,...,q} \ {n1,ne,...,nr}}.
Then

L
O0={a,;q—-1<v<p-1}U U{o?y,dpﬂ,l,; nj_1 <v<mnjh
j=1
We have
(4.1) mz+az ~gl, ©gly, v, ®---Dgl,, ,,_, Sulp—q).
In particular, if L = 1, then = = ¥(a,) \ {4} and G/Pz is the Shilov boundary of
G/K.

We examine the system of differential equations characterizing the image of the
Poisson transform Pé u of the space of hyperfunction sections over the boundary
G/Pz of G/K. If p > g, then the differential operators corresponding to the
generators of the two sided ideal of U(g) given by the minimal polynomial described
in Section 3 is of order 2L + 1, but we will show that the image of the Poisson
transform can be characterized by operators of order at most 2L, by reducing the
operators in the two sided ideals modulo ) ., U(g)(X + x¢(X)) and taking a K-
invariant left ideal (cf. Theorem 4.2, Corollary 4.3). For L = 1 these second order
differential operators are the Hua operators (cf. Remark 4.5).

Let 4,7,k, ¢, u and v are indices which satisfy

1<i,j<q and ¢g<k, {<p and 1<pu,v<p

and put
i=ptqt+l—i, j=ptqg+l—j
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Put

tc = Z CE,., + Z (CE;&
284 %]

and
q
ac = Z(CEl with FE; = Ei,z + Ez’i
i=1
Let e; € af defined by
ei(Ej) = i j-

Define
Yi=—-Eii +E;; - B, + Eij,
Yik = Eix + Ei Yii=Eki — Ey;,
Yij+ =Eij+ B ; - Ei; - Ej fori#j,
Yiju=Eij+ By + B+ B fori<j,
Y;,j72 = Ej,i — E},z — Ej); + E]_ﬁ for 7 < ]
and let nc be the nilpotent subalgebra of gl,,, , spanned by Y;, Y; ¢, Y; j  with i # j,
Y ;1 and Y; ;> with ¢ < 7. Then g[p+q = gc = & + ac + nc is the complexification
of the Iwasawa decomposition u(p,q) = £ + a, + n of the Lie algebra of U(p, q).
For a polynomial f(z) we will examine F € M (p+ q,U(g)) defined by F = f(E)
with E = (E; ;) € M(p+q,U(g)). Note that V; =3, ; CFj is a g-module by the
adjoint action of g and it is decomposed into 4 £-submodules.

(4.2) Vi= @ v with vire= > CFy
€1,e2=0,1 pe1<i<p+qer
pe2<j<ptqez

We will calculate v,(F; ;) (cf. (2.35)) for F = (F} ;) to get V;'* killing the image
of the Poisson transform Pé u A similar calculation was done in the proof of [O6,
Proposition 3.4]. The polynomial f(x) so that V; characterizes the image of P& “
is given in the preceding section and then the degree of f(z) which is the maximal
order of the elements of V; equals 2L + 1 or 2L if p > g or p = g, respectively.
It happens that V; doesn’t kill the image but V; 12 does so for suitable f(z) and
(e1,€2) and then we will get the system of differential equations of order < 2L
characterizing the image also in the case p > q.
Note that for H € ac

[H,Y;] = 2e;(H)Y;,
[H sz] =e;(H)Y;, (H,Yy:] = ei(H) Yk,
[H,Yij+] = (e +e3)( Wi
[H,Yija] = (ei —e;)(H)Yi 1, [H,Yi 2] = (ei — ;) (H)Yi 2.
Then the root system X(ay) is of type BC’Q(p D21 and
U(a,) ={e1 —e2,e0 —€3,...,€4-1 — €g, €4},
p=p+a—le+(p+q—2)ea+-+(p—q+1eg,

E;; = %Ez + %Y; + %(EH - E;ij),
Bii= 2By 2Yi— o (Hoi— B,

ot 2 2 2
Ey; =Y+ Epg, E;y=Yir — Ei,
1

Eij = i(Yi,j,l - Yi,j,+) — Eg’; for i < 7,



BOUNDARY VALUE PROBLEMS ON RIEMANNIAN SYMMETRIC SPACES 19

1 . .
E{J‘ = 5(}/;7]',1 + Y—i-jﬁ*) — Ez',j for 7 < 7,
1 . .
;= _§(Yi,j,+ +Yi2) +E;; fori>j,
1 . .
E; ;= i(n’jﬂr —Yji2) + E;; fori>j.

Suppose F,, € U(g) for 1 < a,b < p + ¢ satisfy
[E 7J7F' b] = 6j,an‘,b — 6i,bFa,j for 1 < 1, j, a, b< p+q.

Fix s, t € C and let 7, ; be the one dimensional representation of £¢c with 7, +(E,, ) =
Tet(B;;) = 0if p # v and i # j and 74 4(F, ) = s and 7, (E;;) = t. Note that
Xg(X) =T754(X) with £ = s —t for X € ¢ Wlth Trace X = 0. Put

p+q

F v — Z Eu,wa,v~
w=1
Considering in modulo ncU(g) + Exee U(g)(X — 754(X)), we have

ZEZVFV@+ZE F_ zz za+ZE,] jsa

i>7j 1<j

_Z za_ ia VV)+SFZG+ZE,jF + = (E +E12_E15)F€a

i>7
=D EiiF,
i<j
—t—1 1
= la 5@(1 FI/V 62(1 7}%@_752&}%;‘
(p+s) Z 5 o~ 50k,
i>7
1
+ 50l — > (F o= 6iaF5 ),

i<j

Fra =Y BroFoat ) FieiFia
=3 (Fra - 6kaFj,V) +5Fka+ > BiiFja
=+ 9)Fhe — Bk 3 Fo ~ Z;kaF@j’
Foo=S Ei Fyut B Fiat Y E; ﬁZEkaaJrZE%,;Fm

i>7 i<j
—ZEszja"_ (E Ezz""Elz i,a ZEZ]FJG, ZEszka
i>j 1<j
+Z — 8.oF55) P,
B By —s+t—1 1.1
= tFLa - 61'7(1 L Fj7j + f}:‘l,a - §6i7aFi,i + §6z,aFZ,z
1>
_Z(Fi’a —6i,aFjJ Z ia 51 aFk:k +Z _éi,aFj,j)'
1<j k J

Suppose

Fop=0 if |a—0b]#0, p.
Then we have

F,op=0 if |a—b/#0, p
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and
P
- E;+s—t .
Fi,i = (p+ S)F’L,Z — ZFV’V — ZF;U + (2 —q 41— ].> Fg,i
v=1 J<t
Ei +s—1 P !
=sFii+ (=5 ——a) Fa= D (Fow—Fi) = (Fj; = F
v=1 j=1
~ Ez + s —
Fii=(p+s)F;+ (2 ) Fiit+) F
1<J
Ei + s—1 i
=pts)Fi+ —F5—F+ > (F ;- Fy),
j=it1
P
Frp=(p+s)Fen— Z v =Y Fj;
v=1 j=1
_SFkk ZF Z _Fkgk)u
v=1
ho E¢—s+t " F“+Zp:F D
1,0 — 9 b1 iy : v, q i
v=i+1
E,—s+t u
K3
=@+ + ————Fui+ Z (Fow — Fii),
v=1i+1
s+t .
a= =S b 4 (B ki 1) R - SR+ k- DE
Jj<i J#i
E;, —s+t 1 L
=tF; + <12 - p) Fiz =Y (Fj5—F)— Y (Fj5— Fiy).
j=1 j=1
Put
E; —t E;, — t
Fl = % Fl, = % FlL=Fly=s+X\ and Fl=t+A.
Suppose (u,v) are in {(i,7), (i,1), (i, z'), (i,1), (k,k)} and F)";"! are defined. By
putting F, , = F}" 1 define F m-1 = F, , by the above equations and moreover
Fy = F%‘l + A € Ulay).
Thus we inductively define F",. Note that
(Fo b)1<a<p+q 11 ((Ea,b + Ajab) 1§a§p+q)
1<b<ptq 1<b<p+q
m m— Ei+s—t m— X m— m—
Fi3 = O +p+ )+ 2l S (R - F Y,
j=it1
q
m 1 m—1 m—1
Fij (t"‘)‘ )F _Z( 7.7 Wi )
j=1
i—1
El s+t m—1 m—1 m—1
+( 5 —p)F” . 1(ij5 -5
]:
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Putting
FY = Fi; £ 15
we have
m— m— E’L +s—t m— m—
2F) = (Am +p+s)(F ! — 1)if(F:|:i 1+F;i Y
q q
m—1 m—1 m—1 m—1
:I:Z(Fij _F:I:i )iZ(F:Fj _F:Fi )
j=i+1 j=i+1
q q
F (A (FLT P =Y (R - P =Y (R - FEY
j=1 j=1
Ei —s+t — m—
. (2 —p) (Fr = P

i—1 i—1

FY_FLT - FETD ) (T =

Jj=1 Jj=1

and
i—1
Ei +s+t m—1 m—1 m—1
Fzm:()‘m+2>Fi _Z(Fj - "),
Jj=1
m El +s+t m—1 m—1 . m—1 m—1
Fm o= ()\m+p—2> Frol—(pts—t)F = > (FT - FTh).

j=it1
For 0 =ng<n; <---<np=gqand (u,...,ur) € CF put
E; =2uy  if there exists £ with  ny_1 <7 < ny

and
t
—Mk—5+ —Ng_1 it k<L,
43) M= 2 s+t .
HoLt1-k = —5— —p+Nart+1-k if L<k<2L.
2L L
(4.4) f(x)= H(x+/\k) =1 (@—pr— = —np_1) (@ + pr — = —p+np).

j=1 k=1
Then for ¢ > 0 inductively we can prove
F"=0 if m>L or i<n,
and moreover by the induction for i =¢,¢—1,...,1
Fff =0 if m>L and i>nop_pm,.

In particular we have FZ%L = F%L =0 for i = 1,...,q and hence Fazlg = 0 for
a=1,....p+qgandb=p+1,...,p+gq,

Note that when p = ¢, the same argument as above proves Ff% = 0 also for
a=1,...,.p+qand b=1,...,p.

Lemma 4.1. Suppose M = (MZ ) Eéégig € M(p+q,U(g)) satisfies

[Eij, M) = 0ju Mg — 64i Mpg.

Put M = M(Eij + /\51']') 1<i<p+q and M’ = (Eij + /\5”)M Then

1<j<p+q
M, =0 mod Y  U@M. for 1<a<p+q p<v<p+g

1<b<p+q
p<c<p+tq
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Moy = Moy (A +5+4q) mod Y U@ (X —xoe(X)) + > Ulg) M.

Xet 1<b<p+q
p<c<p+gq

for 1<a<p+gq 1<v<p.
Proof. If 1 <v <p, then

B p+q
Mau = Z Mab(EbV + >\6bu)
b=1
p+q
= Mo (A+5)+ > MyE, mod Y U)X — xa(X))
b=p+1 Xet
=M (A +5+9)+ Y U@(X —xeu(X)+ > Ulg) My
Xet 1<b<p+gq
p<c<p+q
The former relation is clear. O

Thus we have the following theorem.

Theorem 4.2. Put E = (E; ;)1<i<p+q € M(p+ ¢, 9) and define
1<j<p+q

L
45)  f@) =@-s—q [[(@—m— 5 =) (z+pm — = —p+ni)
k=1

and put

(46)  I2(ps,t) = > U(g)f(B)i; = U)Vy" +U(a)V; ',
1<i<p+q, p<j<p+q

(4.7) I=(p, 8,t) == > U(g)f(E)i; = U(g)Vy,
1<i<p+q, 1<j<p+q

(48) jE(Masat) = Z ( )f( ) ( )V~

1<i<p+q, 1<j<p+q
Then I2(p, s,t) is a left ideal of U(g) satisfying
D=0 modncU(g +ZU ) (X = xst(X))

Xet
(49) no+--+ng

S v o) D e s
i=1 v=no+--4+n;_1+1
and I=(p, s,t) is a two-side ideal of U(g) satisfying
(410) jE(,U', S, t) C Ig(u, S, t) + Z U(g) (X - Xs,t(X))'
Xet
If p = q, the left ideal I2(u, s,t) in the claim (4.9) may be replaced by the two sided
ideal Iz(u, s,t).

The polynomial f(z) or f(x) equals the minimal polynomial ge (gl 4452, t) given
in the last section when p > g or p = g, respectively. Hence this theorem and the
argument in the preceding section give the following corollary.

Corollary 4.3. Suppose the infinitesimal character of B(G/PE;EEH) is regular
and c(pp + p(2),£) # 0. Then the image of Péu is identified with the subspace of

A(G) Fkilled by I2(p, s,t) (resp. I=(p, 5,1)), > e U@)N(X — xs4(X)) and A; — ¢;
fori=2,...,L—1 with A; = Trace E* when p > q (resp. p = q). Here the complex
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parameters u, s, t of I3(u,s,t) or I=(u, s,t) and ¢; € C are determined according
to the parameter i and £ of P~

SN

Example 4.4 (Shilov boundary). Consider the case when L = 1. We will write

E = ([g ;;2) € M(p+q U(g))

for simplicity. Here K; = (Ei,j)lgi,jgp etc. Then

s P
]EE(Q t)’

KiP=(p+s)P mod Y Ulg)(X — xe:(X)),
Xet

KQ=(¢+1)Q mod Y Ug)(X — xsu(X)),

Xc¢t

E2_ K1 P s P o PQ+8K1 (Kl +t)P
- (Q Kz) <Q t) N <(K2+S)Q QP+tK2)

_( PQ+s* (p+s+t)P
“\(g+s+H)Q QP+t* )
E-A-F)E+r-p-=F)

=B~ (p+ s B~ (A5 (- p— 5)

PQ+s* = (p+ *3*)s 0 ‘ st
( G-pQ QP+t2—t(p+52+t)>(/\+ Y (A —p— =)

PQ—s(p+t) 0 » "
( (q—pl))Q QP—t(p+s))_()‘+§)(/\—p—§)
= (P%q—(;)—Qt)p QOP) _ ()\+ Sgt)()\—p— ST_t)

Then the system of the equations of the second order characterizing the image of
the corresponding Poisson transform equals

(4.11) (@P)iju=0i;(A+3)(A—p—F)u (1<ij<q)
Note that the element Trace QP of U(g) defines a G-invariant differential operator

on the homogeneous line bundle E; over G/K with ¢ = s — ¢, which is a constant
multiple of the Laplace-Beltrami operator on E,.

Remark 4.5. The second order operators (QP);; in Example 4.4 are nothing but
the so called Hua operators for G = U(p,q). In the case of the trivial line bundle
over G/ K, that is the case of s =t = 0, the fact that they characterize the image
of the Poisson transform on the Shilov boundary was proved in [JK]| for p = ¢
and A = p, [Sn2] for p = ¢ and generic A, [BV] for p > ¢ and A = p, and [KZ]
for p > ¢ and generic A. Our result gives a further generalization to line bundles
over G/K. Moreover the differential operators of order 2L corresponding to G/P=
in Corollary 4.3 can be considered to be a generalization of the second order Hua
operators corresponding to the Shilov boundary.

4.2. Sp(n,R). We calculate the system of differential equations characterizing the
image of the Poisson transform Pé’ ., attached to the Shilov boundary of the symmet-

ric space Sp(n,R)/U(n) as in the case of the symmetric space U(p, q)/U(p) x U(q).
Putting

K P 2K = Eij — Ejinitn,
= (Q —tK> with 2P = B jn + Ejitn,
2Qij = Eipn,j + Ejinis
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we have 35y <; <o, CFij = 5P,
[Eij — Ejtnitns B pin + Eokin] = 0k Eipin + 0j0Fi ipn + 0j0Ek itn + 0k Epitn
[Kij, Pee) = 5055 Pic + 560 Pu,
[Kij, Qre] = —50irQje — 50:Qjk,
ZKWPVJ ZPWK“, —2p,+1p, =8P,

Z KI/’LQD] + ZQV] vi — %PQU + %Q’L] = nT—HQija
K P EK +PQ KP—(P
0 —'K “KQ QP+ ('K

_ PQ + 52 n+1P
=\ =g P+

]E _n+1 _ Q‘FE —nH) 0
= QP +((¢ + L)
E-a)E+ a2 = (7 %“ or)
— (AN —0— 2.

Hence the system of the differential equations is

(PQ)iyjuzél,]()\fﬁ)()\Jrﬁf HTH)U (1 S n)’
(QP)iju=6;(A+0O)(N—0—2)y (1< n).

Remark 4.6. The second order operators (PQ); ; and (QP)Z»J are nothing but the
so called Hua operators for G = Sp(n,R). The fact that the equations (4.12)
characterize the image of the Poisson transform on the Shilov boundary was proved
by the second author [Sn3] for generic £ and A. In the case of the trivial line bundle
over G/K, that is the case of £ = 0, it was proved in [KM] for n = 2 and A = 3,
[J1] for A = 241 and [Se] for generic A.

4.3. GL(n,R). Lastly we give a lemma which helps the calculation of the sys-
tem of differential operators on the symmetric space GL(n,R)/SO(n,R). Here
GL(n,R); ={g € GL(n,R); detg > 0}.

Lemma 4.7 (GL(n,R)). Put

(4.12)

\A IA

K =FE;,;,-F
E=K+P= (Kij + Pij) with Y 12( g i)
Pij = 5(Eij + Eji),

gc = Z CL;j ~gl,, and & = Z CK;j ~op,.
i,j=1 i,j=1

Then form =0,1,2...

P™ — L Trace(P™) + Z(Pm)l,jK“,

(4.13) Kpm™ =1
v=1
= 2P" — 1 Trace(P™) mod U(g)t,
(4.14) (E—2)P™ =P — L Trace(P™),
(4.15) P =(E-2)"'E 41 Z — 1=k Trace(PFL),

(4.16) Trace(P™) = Trace((E — —)m 11E).

2
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Proof. Since
[Eijs Bl = 0jx i — 61 Exj,
[Eij, Exi + Exi] = 06 Ei — 01 Exj + 651 Bl — 01 5,
[Eij — Eji, By + Ew] = 0xEaq — 01:Erj + 01 Ei, — 01 Eyj
— iy 4 015 By — 0u g + O By
= 2(6jx Pt + 051 Pix, — 0uPjr — 6. Pj1)
[Kij, Pu) = 2 (0;6Pu + 6;0Pik — 6ix Pji — 01 Pjy),

Z(PP)WK%' (Pq)t/j - Z(Pp+1)ukKiu(Pq_l)kj
v wk

= Z (PP)MV[KiuvPVk](Pq_l)kj
wv,k

=5 > (P")u (0w Pis + 8P = 8ivs Pt — 8Py ) (P71 )1
wov,k

- %(Trace PP)(P?);; — %(Trace Pp“)(Pq_l)ij,

we have (4.13) by the sum of these equations for p = m — ¢ =0,...,m. Moreover
(4.14) follows from (4.13). Then (4.14) proves (4.15) by the induction on m and
(4.16) corresponds to the trace of the matrices in (4.15). O

Remark 4.8. Our study of characterizing the images of Poisson transform for general
boundaries of a symmetric space by two sided ideals is originated in [O4] for the
boundaries of GL(n,R)4/SO(n), where generators of the ideals that are different
from minimal polynomials are constructed. The ideal spanned by the components
of v(f(E)) for any polynomial f(z) is calculated by [O6, Theorem 4.19] for the
symmetric space GL(n,C)/U(n).
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