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Abstract

We consider a certain class of de Rham’s functional equations. We
consider Hausdorff dimension of the measure whose distribution func-
tion is the solution. We give a necessary and sufficient condition for
singularity. We also show that they have a relationship with stationary
measures.

1 Introduction

de Rham [2] considered the following functional equation.

f(x) =

{
F0(f(2x)) 0 ≤ x ≤ 1/2

F1(f(2x − 1)) 1/2 ≤ x ≤ 1.
(1.1)

He showed that there exists a unique, continuous and strictly increasing
solution f of (1.1), if F0 and F1 are strictly increasing contractions on [0, 1]
such that 0 = F0(0) < F0(1) = F1(0) < F1(1) = 1.

Let us denote Φ(A; z) =
az + b

cz + d
for a 2 × 2 real matrix A =

(
a b
c d

)
and

z ∈ R.
Throughout this paper, we only consider the equation (1.1) for Fi(x) =

Φ(Ai; x), x ∈ [0, 1], i = 0, 1, such that 2 × 2 real matrices Ai =

(
ai bi

ci di

)
,

i = 0, 1, satisfy the following conditions (A1) - (A3).
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(A1) 0 = b0 <
a0 + b0

c0 + d0

=
b1

d1

<
a1 + b1

c1 + d1

= 1.

(A2) aidi − bici > 0, i = 0, 1.
(A3) (aidi − bici)

1/2 < min{di, ci + di}, i = 0, 1.
The conditions (A1) - (A3) guarantee that Fi := Φ(Ai; ·), i = 0, 1, satisfy

de Rham’s conditions. Let us denote µf be the probability measure such
that f is the distribution function of µf .

Let α = min{0, c0/(d0 − a0), c1/b1}, β = max{0, c0/(d0 − a0), c1/b1} and
γ = 1/Φ(A0; 1) = d0/(a0 + c0) = d1/b1 > 1. Let p0(x) = (x + 1)/(x + γ)
and p1(x) = 1 − p0(x) for x > −γ. Let s(p) = −p log p − (1 − p) log(1 − p)
for p ∈ [0, 1]. We denote the s-dimensional Hausdorff measure, s ∈ (0, 1], of
E ⊂ R by Hs(E) and the Hausdorff dimension of E by dimH(E).

The followings are main results in this paper.

Theorem 1.1. (1) There exists a Borel set K0 such that µf (K0) = 1 and
dimH(K0) ≤ max{s(p0(y)); y ∈ [α, β]}/ log 2.
(2) We have that µf (K) = 0 for any Borel set K with dimH(K) < min{s(p0(y)); y ∈
[α, β]}/ log 2.

Theorem 1.2. (1) If both (i) (c0 + d0 − 2a0)(d0 − a0) = a0c0, and (ii)
(a1 − 2c1)(d1 − 2b1) = b1c1 are satisfied, then µf (dx) = (1 + 2c0)/(−2c0x +
1 + 2c0)

2dx. In particular, µf is absolutely continuous.
(2) If either (i) or (ii) fails, then there exists a Borel set K1 such that
µf (K1) = 1 and dimH(K1) < 1. In particular, µf is singular.

Acknowledgements. The author wishes to express his gratitude to
Professor Shigeo Kusuoka for his many useful comments and suggestions and
encouragement.

2 Some Lemmas

First, we introduce some notation.
Let Xn : [0, 1) → {0, 1} , n ≥ 1 be given by Xn(x) = [2nx] − 2[2n−1x],

x ∈ [0, 1). Let ρn(i1, . . . , in) = µf ({Xj = ij, 1 ≤ j ≤ n}) for n ≥ 1,
i1, . . . , in ∈ {0, 1} and Rn(x) = ρn(X1(x), . . . , Xn(x)) for n ≥ 1 and x ∈ [0, 1).
Let
In(x) = [

∑n
i=1 2−jXj(x),

∑n
i=1 2−jXj(x) + 2−n) = [2−n[2nx], 2−n([2nx] + 1)).

Then, x ∈ In(x), x ∈ [0, 1), and, Xn(y) = Xn(x) and In(y) = In(x) for y ∈
In(x). We have that Rn(x) = µf ({Xj = Xj(x), 1 ≤ j ≤ n}) = µf (In(x)).
Let (

pn(x) qn(x)
rn(x) sn(x)

)
= AX1(x) · · ·AXn(x), x ∈ [0, 1).
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Lemma 2.1. Let n ≥ 1 and i1, . . . , in ∈ {0, 1}. Then we have the followings.
(1) f (

∑n
i=1 2−jij) = Φ(Ai1 · · ·Ain ; 0) and f (

∑n
i=1 2−jij + 2−n) = Φ(Ai1 · · ·Ain ; 1).

(2) Rn+1(x)/Rn(x) = pXn+1(x)(rn(x)/sn(x)).

Proof. (1) We show the assertion by induction in n. If n = 1, it is a direct
consequence of the equation (1.1). Assume that the assertion is valid for
n = m.

Suppose that i1 = 0. Since f(y) = Φ (A0; f(2y)) for y ∈ [0, 1/2], we have

that f
(∑m+1

j=1 2−jij

)
= f

(∑m+1
j=2 2−jij

)
= Φ

(
A0; f

(∑m
j=1 2−jij+1

))
. By

the assumption, we have that f
(∑m

j=1 2−jij+1

)
= Φ

(
Ai2 · · ·Aim+1 ; 0

)
, and

then
Φ
(
A0; f

(∑m
j=1 2−jij+1

))
= Φ

(
A0; Φ

(
Ai2 · · ·Aim+1 ; 0

))
= Φ

(
Ai1 · · ·Aim+1 ; 0

)
.

Similarly we have that f
(∑m+1

j=1 2−jij + 2−m−1
)

= Φ
(
Ai1 · · ·Aim+1 ; 1

)
.

Suppose that i1 = 1. Since f(y) = Φ (A1; f(2y − 1)) for y ∈ [1/2, 1], we

have that f
(∑m+1

j=1 2−jij

)
= f

(
1/2 +

∑m+1
j=2 2−jij

)
= Φ

(
A1; f

(∑m
j=1 2−jij+1

))
.

By the assumption, we have that

f
(∑m

j=1 2−jij+1

)
= Φ

(
Ai2 · · ·Aim+1 ; 0

)
and then

Φ
(
A1; f

(∑m
j=1 2−jij+1

))
= Φ

(
A1; Φ

(
Ai2 · · ·Aim+1 ; 0

))
= Φ

(
Ai1 · · ·Aim+1 ; 0

)
.

Similarly we have that f
(∑m+1

j=1 2−jij + 2−m−1
)

= Φ
(
Ai1 · · ·Aim+1 ; 1

)
.

So the assertion is valid for n = m + 1. Thus we obtain the assertion (1).
(2) By the assertion (1), we have that

Rk(x) = µf (Ik(x)) = µf

([
k∑

i=1

Xj(x)

2j
,

k∑
i=1

Xj(x)

2j
+

1

2k

))
= Φ(AX1(x) · · ·AXk(x); 1) − Φ(AX1(x) · · ·AXk(x); 0)

=
pk(x)sk(x) − qk(x)rk(x)

sk(x)(rk(x) + sk(x))
.

We have that

Rn+1(x)

Rn(x)
= det AXn+1(x) ×

sn(x) (rn(x) + sn(x))

sn+1(x) (rn+1(x) + sn+1(x))

=
(det AXn+1(x))sn(x)

bXn+1(x)rn(x) + dXn+1(x)sn(x)
× rn(x) + sn(x)(

aXn+1(x) + bXn+1(x)

)
rn(x) +

(
cXn+1(x) + dXn+1(x)

)
sn(x)

.

If Xn+1(x) = 0, then, by noting that b0 = 0, we have that

Rn+1(x)

Rn(x)
= a0d0 ×

1

d0

× rn(x) + sn(x)

a0 (rn(x) + γsn(x))
= p0

(
rn(x)

sn(x)

)
.
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If Xn+1(x) = 1, then, by noting that a1 + b1 = c1 + d1, we have that

Rn+1(x)

Rn(x)
= (a1d1 − b1c1) ×

sn(x)

b1 (rn(x) + γsn(x))
× 1

a1 + b1

= (d1 − b1)
sn(x)

b1(rn(x) + γsn(x))
= p1

(
rn(x)

sn(x)

)
.

Thus we obtain the assertion (2).

Now we state some properties of Φ(tAi; ·), i = 0, 1.
We remark that Φ(tA0; ·) (resp. Φ(tA1; ·)) is well-defined and continuous

on R (resp. (−γ,∞)).

Lemma 2.2. (1) d0 > a0 > 0, b1 + c1 > 0 and α > −1.
(2) Φ(tA0; z) = z if and only if z = c0/(d0 − a0).
(3) Φ(tA1; z) = z if and only if z = −1 or z = c1/b1.

Proof. (1) By (A2) and (A3), we have that d0 > 0, and then a0 > 0. By
(A3) and (A1), we have that 0 < (a0d0)

1/2 = (a0d0 − b0c0)
1/2 < d0 and then

0 < a0 < d0.
By (A1), we have that a1 + b1 = c1 + d1 and then a1d1 − b1c1 = (c1 +

d1)(d1−b1). By (A2) and (A3), we have that c1+d1 > 0, and then d1−b1 > 0.
By (A3), we have that 0 < (c1 + d1)

1/2(d1 − b1)
1/2 < c1 + d1. Hence we have

that d1 − b1 < c1 + d1, and then b1 + c1 > 0.
By (A2) and (A3), we have that d1 > 0. By (A1), we have that b1 > 0.

Since b1 + c1 > 0, we see that c1/b1 > −1. Then, we have that c0/(d0 −a0) >
−1 by noting (A1) and a0 < d0. Now we have that a = min{0, c0/(d0 −
a0), c1/b1} > −1.

(2) Since b0 = 0, we have that Φ(tA0; z) − z = −(d0 − a0)z/d0 + c0/d0.
Since d0 > a0, we see that Φ(tA0; z) = z if and only if z = c0/(d0 − a0).

(3) Since

Φ(tA1; z) − z =
−b1z

2 − (d1 − a1)z + c1

b1z + d1

=
(−b1z + c1)(z + 1)

b1z + d1

= −(z + 1)(z − c1/b1)

z + γ
,

we see that Φ(tA1; z) = z if and only if z = −1 or z = c1/b1.

Let Fn = σ(X1, . . . , Xn), n ≥ 1. Let Ln =
∑n

i=1 Eµf [− log(Ri/Ri−1)|Fi−1]
and Mn = − log Rn − Ln, n ≥ 1. Then we have the following.

Lemma 2.3. (1) Ln+1(x)−Ln(x) = s(p0(rn(x)/sn(x))) for µf -a.s.x ∈ [0, 1).
(2) Mn/n → 0, (n → ∞) for µf -a.s.
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Proof. (1) It is sufficient to show that for any x ∈ [0, 1),∫
In(x)

s

(
p0

(
rn(y)

sn(y)

))
µf (dy) =

∫
In(x)

− log

(
Rn+1(y)

Rn(y)

)
µf (dy).

Since rn(y)/sn(y) = rn(x)/sn(x) for y ∈ In(x), we see that∫
In(x)

s

(
p0

(
rn(y)

sn(y)

))
µf (dy) = µf (In(x))s

(
p0

(
rn(x)

sn(x)

))
.

By Lemma 2.1(2), we see that − log (µf (In+1(y))/µf (In(y))) = − log (Rn+1(y)/Rn(y)) =
− log pXn+1(y) (rn(y)/sn(y)) and∫

In(x)

− log

(
Rn+1(y)

Rn(y)

)
µf (dy) =

∫
In(x)

− log

(
pXn+1(y)

(
rn(y)

sn(y)

))
µf (dy)

= −µf (In(x) ∩ {Xn+1 = 0}) log p0

(
rn(x)

sn(x)

)
−µf (In(x) ∩ {Xn+1 = 1}) log p1

(
rn(x)

sn(x)

)
= µf (In(x)) s (p0(rn(x)/sn(x))) ,

which implies our assertion.
(2) By noting Jensen’s inequality, we have that

Eµf
[
(Mk − Mk−1)

2
]
≤ 2

(
Eµf

[
(− log Rk + log Rk−1)

2
]
+ Eµf

[
(Lk − Lk−1)

2
])

≤ 4Eµf
[
(− log Rk + log Rk−1)

2
]
.

Let C0 = sup {x(log x)2 + (1 − x)(log(1 − x))2 : x ∈ [0, 1]} < +∞. We
will show that Eµf [(log(Rn+1/Rn))2] ≤ C0 for any n ≥ 1.

Let τ(p) = p(log p)2 + (1 − p)(log(1 − p))2 for p ∈ [0, 1]. We remark that
τ(p) = τ(1 − p). Then we have that

Eµf
[
(− log Rn + log Rn−1)

2
]

=
2n−1∑
k=0

µf

(
In

(
k

2n

))(
log

Rn(k/2n)

Rn−1(k/2n)

)2

=
2n−1−1∑

k=0

{
µf

(
In

(
2k

2n

))(
log

Rn(2k/2n)

Rn−1(2k/2n)

)2

+ µf

(
In

(
2k + 1

2n

))(
log

Rn(2k + 1/2n)

Rn−1(2k + 1/2n)

)2
}

.

By noting that Rn−1(2k/2n) = Rn−1(2k+1/2n) = Rn−1(k/2n−1), µf (In(2k/2n)) =
Rn(2k/2n) and µf (In(2k + 1/2n)) = Rn(2k + 1/2n), we have that

Eµf

[(
log

Rn

Rn−1

)2
]

=
2n−1−1∑

k=0

Rn−1

(
k

2n−1

)
τ

(
Rn(k/2n−1)

Rn−1(k/2n−1)

)
≤

2n−1∑
k=0

Rn−1

(
k

2n−1

)
C0 ≤ C0.
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Thus we have that supk≥1 Eµf [(Mk −Mk−1)
2] ≤ 4C0 < +∞. Since {Mn}

is an {Fn}-martingale, {M2
n} is an {Fn}-submartingale. Noting that M0 = 0,

we have that Eµf [M2
n] =

∑n
k=1 Eµf [(Mk − Mk−1)

2].
By Doob’s submartingale inequality, we have that

µf

(
max

1≤k≤2l
M2

k ≥ ε4l

)
≤

Eµf [M2
2l ]

ε4l
≤ 4C0

ε2l
, l ≥ 1, ε > 0.

Now we have that for µf -a.s.x, there exists m = m(x) ∈ N such that
max1≤k≤2l(Mk(x)/2l)2 ≤ ε, l ≥ m, and then, (Mn(x)/n)2 ≤ 4ε, n ≥ 2m.
Then we see that lim supn→∞(Mn/n)2 ≤ ε, µf -a.s., which implies our asser-
tion.

Lemma 2.4. (1) Suppose that lim supn→+∞(− log Rn)/n ≤ θ1 for a constant
θ1, then there exists a Borel set K0 such that µf (K0) = 1 and dimH(K0) ≤
θ1/ log 2.
(2) Suppose that lim infn→+∞(− log Rn)/n ≥ θ2 for a constant θ2, then we
have that µf (K) = 0 for any Borel set K with dimH(K) < θ2/ log 2.

Proof. We denote the diameter of a set G ⊂ R by diam(G).
(1) Let Yε,n =

∩
k≥n {(− log Rk)/k ≤ θ1 + ε}. Then we have that µf

(∪
n≥1 Yε,n

)
=

1. Let Aε,k be the set of Ik(x), x ∈ [0, 1), such that Rk(x) ≥ exp(−k(θ1 + ε)).
Then, for any k ≥ n, {Ik(x) ∈ Aε,k : x ∈ Yε,n} is a 2−k-covering of Yε,n.

Since µf ([0, 1)) = 1, we see that ](Aε,k) exp(−k(θ1 + ε)) ≤ 1. Then∑
I∈Aε,k

diam(I)(θ1+2ε)/ log 2 = ](Aε,k) exp (−k(θ1 + 2ε)) ≤ exp(−kε).

By letting k → +∞, we see H(θ1+2ε)/ log 2(Yε,n) = 0.
Let K0 =

∩
k≥1

∪
n≥1 Y1/k,n. Then, we have that µf (K0) = 1 and H(θ1+2ε)/ log 2(K0) =

0 for any ε > 0. Hence dimH(K0) ≤ θ1/ log 2.
(2) Let K be a Borel set such that dimH(K) < θ2/ log 2. Then, there

exists ε > 0 such that H(θ2−ε)/ log 2(K) = 0. Then, for any n ≥ 1 and δ > 0,
there exist intervals {U(n, l)}∞l=1 on [0, 1) such that K ⊂

∪
l≥1 U(n, l) and

diam(U(n, l)) < 2−n for l ≥ 1 and
∑

l≥1 diam(U(n, l))(θ2−ε)/ log 2 ≤ δ. For

each l ≥ 1, let k(n, l) > n be the integer such that 2−k(n,l) ≤ diam(U(n, l)) <
2−(k(n,l)−1).

Let Zε,n =
∩

k≥n {(− log Rk)/k ≥ θ2 − ε}. Then we have that

limn→∞ µf (Zε,n) = µf

(∪
n≥1 Zε,n

)
= 1, and,

µf

(
Ik(n,l)(y)

)
= Rk(n,l)(y) ≤ exp (−k(n, l)(θ2 − ε)) ≤ diam(U(n, l))(θ2−ε)/ log 2,

for y ∈ Zε,n and l ≥ 1.
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Since diam(Ik(n,l)(x)) = 2−k(n,l) and diam(U(n, l)) < 2−(k(n,l)−1), we see
that ]

{
Ik(n,l)(x); Ik(n,l)(x) ∩ U(n, l) 6= ∅

}
≤ 3 and that

µf (K ∩ Zε,n ∩ U(n, l)) ≤ 3diam(U(n, l))(θ2−ε)/ log 2.
Noting that K ⊂

∪
l≥1 U(n, l), we see that

µf (K∩Zε,n) ≤
∑
l≥1

µf (K∩Zε,n∩U(n, l)) ≤ 3
∑
l≥1

diam(U(n, l))(θ2−ε)/ log 2 ≤ 3δ.

Since δ is taken arbitrarily, we see that µf (K ∩ Zε,n) = 0. Recalling
µf

(∪
n≥1 Zε,n

)
= 1, we see that µf (K) = 0.

3 Proofs of main Theorems

Lemma 3.1. Let n ≥ 1 and i1, . . . , in ∈ {0, 1}. Then,
α ≤ Φ(tAin · · · tAi1 ; α) ≤ Φ(tAin · · · tAi1 ; β) ≤ β.
In particular, rn(x)/sn(x) ∈ [α, β] for n ≥ 1 and x ∈ [0, 1).

Proof. By noting Lemma 2.2, we have that Φ(tA0; z)− z = −(d0 − a0)z/d0 +
c0/d0 and Φ(tA1; z) − z = −(z + 1)(z − c1/b1)/(z + γ). We remark that
α > −1 > −γ. Since α ≤ c0/(d0−a0), c1/b1 ≤ β, we see that α ≤ Φ(tAi; α) ≤
Φ(tAi; β) ≤ β for i = 0, 1.

Since Φ(tA0; ·) and Φ(tA1; ·) are increasing, we obtain the assertion by
induction in n.

We have that α ≤ 0 ≤ β by the definition of α and β. Since rn(x)/sn(x) =
Φ(tAXn(x) · · · tAX1(x); 0), we see that rn(x)/sn(x) ∈ [α, β].

Now we show Theorem 1.1.
By noting Lemma 2.3 and Lemma 3.1, we see that for µf -a.s.,

lim sup
n→+∞

− log Rn

n
= lim sup

n→∞

Ln

n
= lim sup

N→∞

1

N

N∑
n=1

s

(
p0

(
rn(x)

sn(x)

))
≤ max {s(p0(y)); y ∈ [α, β]}

, and,

lim inf
n→+∞

− log Rn

n
= lim inf

n→∞

Ln

n
= lim inf

N→∞

1

N

N∑
n=1

s

(
p0

(
rn(x)

sn(x)

))
≥ min {s(p0(y)); y ∈ [α, β]} .

Let θ1 = max {s(p0(y)); y ∈ [α, β]} and θ2 = min {s(p0(y)); y ∈ [α, β]}.
Then, by Lemma 2.4(1) (resp. (2)), we obtain the assertion (1) (resp. (2)).

These complete the proof of Theorem 1.1.
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Lemma 3.2. Let Ni(x) = {n ∈ N : Xn(x) = i} for x ∈ [0, 1), i = 0, 1. Then,

lim inf
N→∞

|N0(x) ∩ {1, . . . , N}|
N

≥ p0(α) > 0, µf -a.s.x.

Proof. Let ζN(x) = |N0(x) ∩ {1, . . . , N}|. Then, ζN(x) =
∑N

n=1 1{0}(Xn(x)).
Let Mn =

∑n
i=1

(
1{0}(Xn) − p0(α)

)
. Then, {Mn} is an {Fn}-submartingale

because

Eµf [Mn+1−Mn|Fn](x) = Eµf [1{0}(Xn+1)−p0(α)|Fn](x) = p0

(
rn(x)

sn(x)

)
−p0(α) ≥ 0.

We remark that |Mn+1 − Mn| = |1{0}(Xn+1) − p0(α)| ≤ 1 + p0(α) for
µf -a.s.. By Azuma’s inequality [1], we see that for N ∈ N and 0 < c < 1,

µf (ζN < Ncp0(α)) = µf (MN < −N(1−c)p0(α)) ≤ exp

(
−N(1 − c)2p0(α)2

2(1 + p0(α))2

)
.

Hence, for any 0 < c < 1, lim infN→∞ ζN/N ≥ cp0(α) for µf -a.s.. Thus we
obtain the assertion.

Lemma 3.3. We assume that the condition (i) in Theorem 1.2 fails. Then,
(1) There exists ε0 ∈ (0, 2(γ−1)) such that for any z ∈ R with |z− (γ−2)| ≤
ε0,
|Φ(tA0; z) − (γ − 2)| > ε0.

Let A(x) = {n ∈ N : |rn(x)/sn(x) − (γ − 2)| ≤ ε0}, B(x) = N \ A(x),
C(x) = {n ∈ A(x) : n − 1 ∈ B(x)} and D(x) = B(x) ∪ C(x). Then we have
the followings.
(2) N0(x) ⊂ D(x) for x ∈ [0, 1).
(3) lim infN→∞ |B(x) ∩ {1, . . . , N}|/N ≥ p0(α)/2, µf -a.s.x.
(4) Let e0 = s(p0(γ − 2 + ε0)) < log 2. Then,

lim sup
N→∞

1

N

N∑
n=1

s

(
p0

(
rn(x)

sn(x)

))
≤ log 2 − (log 2 − e0)p0(α)

2
, µf -a.s.x.

Proof. (1) This is a direct consequence of the assumption that the condition
(i) in Theorem 1.2 fails, that is, Φ(tA0; γ − 2) 6= γ − 2.

(2) It is sufficient to show that N\D(x) ⊂ N1(x). We see that N\D(x) =
A(x) ∩ (N \ C(x)) = {n ∈ A(x) : n − 1 ∈ A(x)}. We assume that there
exists n ∈ N \ D(x) such that n ∈ N0(x). Since n − 1 ∈ A(x), we have
that |rn−1(x)/sn−1(x) − (γ − 2)| ≤ ε0. Since n ∈ N0(x), rn(x)/sn(x) =
Φ(tA0; rn−1(x)/sn−1(x)). By the assertion (1), we see that |rn(x)/sn(x) −
(γ − 2)| > ε0. But this is contradict to n ∈ A(x).
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(3) By the assertion (2), we see that |N0(x) ∩ {1, . . . , N}| ≤ |D(x) ∩
{1, . . . , N}|. We have that |C(x)∩{1, . . . , N}| ≤ |B(x)∩{1, . . . , N}| for any
N ≥ 1, by the injectivity of the map h : C(x) → B(x) given by h(n) = n−1.
Then we see that |D(x) ∩ {1, . . . , N}| ≤ 2|B(x) ∩ {1, . . . , N}|, and then,
|N0(x) ∩ {1, . . . , N}| ≤ 2|B(x) ∩ {1, . . . , N}|, for any N ≥ 1.

By Lemma 3.2,

lim inf
N→∞

|B(x) ∩ {1, . . . , N}|
N

≥ p0(α)

2
, µf -a.s.x.

Thus we obtain the assertion (3).
(4) By noting the definition of B(x), we see that

s(p0(rn(x)/sn(x))) < max {s(p0(γ − 2 − ε0)), s(p0(γ − 2 + ε0))} = e0 for any
x ∈ [0, 1) and n ∈ B(x).

Now we have that

1

N

N∑
n=1

s

(
p0

(
rn(x)

sn(x)

))
=

1

N

 ∑
n∈A(x),n≤N

+
∑

n∈B(x),n≤N

 s

(
p0

(
rn(x)

sn(x)

))
.

Let ξN(x) = |B(x)∩{1, . . . , N}|/N . Then, by noting that s(p0(rn(x)/sn(x))) ≤
log 2, we see that

1

N

∑
n∈A(x),n≤N

s

(
p0

(
rn(x)

sn(x)

))
≤ |A(x) ∩ {1, . . . , N}|

N
log 2 = (1−ξN(x)) log 2.

Now we have that

1

N

∑
n∈B(x),n≤N

s

(
p0

(
rn(x)

sn(x)

))
≤ ξN(x)e0.

By noting that e0 < log 2, we see that

lim sup
N→∞

((1 − ξN(x)) log 2 + ξN(x)e0) ≤ log 2 − (log 2 − e0) lim inf
N→∞

ξN(x).

By the assertion (3), we see that lim infN→∞ ξN(x) ≥ p0(α)/2 > 0 for µf -
a.s.x. Thus we obtain the assertion (4).

Now we show Theorem 1.2 (1). We remark that Φ(cA; z) = Φ(A; z) for
any constant c > 0 and the conditions (A1) - (A3) remain valid for (cA0, cA1).
Then, we can assume that d0 = 1 and b1 = 1.

By computation, we see that

A0 =

(
1/2 0
c0 1

)
, A1 =

(
4c0 + 1 1

2c0 2(1 + c0)

)
,
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and f(x) =
x

−2c0x + 1 + 2c0

satisfies the equation (1.1). This completes the

proof of Theorem 1.2 (1).

Now we show Theorem 1.2 (2). We assume that the condition (i) fails.
Then, by Lemma 2.3, we have that for µf -a.s.x,

lim sup
N→+∞

− log RN(x)

N
= lim sup

N→∞

LN(x)

N
= lim sup

N→∞

1

N

N∑
n=1

s

(
p0

(
rn(x)

sn(x)

))
.

Then, by noting Lemma 3.3(4) and Lemma 2.4(1), we obtain the desired
result.

We can show the assertion in the same manner if the condition (ii) fails.
These complete the proof of Theorem 1.2(2).

4 A relationship with stationary measures

In this section, we state a relationship between a certain class of de Rham’s
functional equations and stationary measures.

We state a general setting. Let G be a semigroup and µ be a probability
measure on G. Let M be a topological space. We assume that G acts on
M measurably, that is, there is a map from (g, x) ∈ G × M to g · x ∈ M
satisfying the following conditions :
(1) (g1g2) · x = g1 · (g2 · x) for any g1, g2 ∈ G and x ∈ M .
(2) x 7→ g · x is measurable map on M for any g ∈ G.

We say that a probability measure ν on M is a µ-stationary measure if

ν(B) =

∫
G

ν(h−1B)µ(dh), (4.1)

for any B ∈ B(M). Furstenberg [3] Lemma 1.2 showed that if M is a compact
metric space, then there exists a µ-stationary measure.

Let

G =

{(
a b
c d

)
∈ M(2; R) : ad > bc, b ≥ 0, d > 0, 0 < a + b ≤ c + d

}
,

and, M = [0, 1]. Then G is a semigroup. We define a continuous action of
G to M by A · z = Φ (A; z). For (A0, A1) satisfying (A1)-(A3), we see that
A0, A1 ∈ G. Let µ be a probability measure on G such that µ(A0) = µ(A1) =
1/2. Then we have the following.
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Lemma 4.1. (1) For k ≥ 1,{
A−1

0 (f(Ik(x))) = f(Ik−1(2x)), A−1
1 (f(Ik(x))) = ∅ x ∈ [0, 1/2)

A−1
0 (f(Ik(x))) = ∅, A−1

1 (f(Ik(x))) = f(Ik−1(2x − 1)) x ∈ [1/2, 1).

(2) For any µ-stationary measure ν and k ≥ 1,

ν(f(Ik(x))) =

{
ν(f(Ik−1(2x)))/2 x ∈ [0, 1/2)

ν(f(Ik−1(2x − 1)))/2 x ∈ [1/2, 1).

(3) There exists exactly one µ-stationary measure ν.

Proof. (1) By Lemma 2.1(1), we see that
f(Ik(x)) = Φ(AX1(x) · · ·AXk(x); [0, 1)) = Φ(AX1(x); Φ(AX2(x) · · ·AXk(x); [0, 1))).
We see that f(Ik−1(2x)) = Φ(AX2(x) · · ·AXk(x); [0, 1)) = A−1

0 (f(Ik(x))), x ∈
[0, 1/2), and, f(Ik−1(2x − 1)) = Φ(AX2(x) · · ·AXk(x); [0, 1)) = A−1

1 (f(Ik(x))),
x ∈ [1/2, 1). Since Φ(A0; [0, 1)) ∩ Φ(A1; [0, 1)) = ∅, A−1

1 (f(Ik(x))) = ∅,
x ∈ [0, 1/2), and, A−1

0 (f(Ik(x))) = ∅, x ∈ [1/2, 1). Thus we have the asser-
tion (1).

(2) By noting the assertion (1) and (4.1), we obtain the desired result.
(3) Let νi, i = 0, 1, be two µ-stationary measures. By the assertion (2),

we see that ν0(f(Ik(x))) = ν1(f(Ik(x))) for k ≥ 1, x ∈ [0, 1). Let

C =
{

f(
∑k

i=1 2−jXj(x)) : k ≥ 1, x ∈ [0, 1)
}

=
{
f(l/2k) : 0 ≤ l ≤ 2k−1, k ≥ 1

}
.

Then, we have that ν0([a, b)) = ν1([a, b)) for a, b ∈ C. Since f is continuous
on [0, 1], C is dense in [0, 1]. Thus we see that ν0 = ν1.

Lemma 4.2. Let g : [0, 1] → [0, 1] be the inverse function of the solution f
of (1.1). Then,
(1) g is continuous and strictly increasing. Hence, µg is well-defined.
(2) µf is singular if and only if µg is so.

Proof. (1) Noting that f is continuous and strictly increasing on [0, 1], f(0) =
0 and f(1) = 1, we obtain the desired result.

(2) Since l([a, b)) = µf (f−1([a, b))) = µg (g−1([a, b))) for 0 ≤ a ≤ b ≤ 1,
we see that l(B) = µf (f−1(B)) = µg (g−1(B)) for any Borel set B.

We assume that µf is singular. Then, there exists a Borel set B0 such
that µf (B0) = 0 and l(B0) = 1. Then, µg (g−1(B0)) = 1 and l (g−1(B0)) =
µf (f−1(g−1(B0))) = µf (B0) = 0. Thus we see that µg is singular.

We assume that µg is singular. Then, we see that µf is singular in the
same manner as in the above argument.
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The following theorem gives a necessary and sufficient condition for the
regularity of the stationary measure in this setting.

Theorem 4.3. Let the conditions (i) and (ii) as in Theorem 1.2 and ν be a
unique µ-stationary measure. Then, we have
(1) ν is absolutely continuous if and only if both (i) and (ii) hold.
(2) ν is singular if and only if either (i) or (ii) fails.

Proof. It is sufficient to show “if” parts.
(1) By noting Theorem 1.2(1), we have that f(x) = x/(−2c0x + 2c0 + 1)

and then g(y) = (2c0 + 1)y/(2c0y + 1). By Lemma 4.2(2), we have that µg is
absolutely continuous and obtain the assertion (1).

(2) We see that µg(f(Ik(x))) = µg(g
−1(Ik(x))) = 2−k, x ∈ [0, 1), k ≥ 1.

By Lemma 4.1(1),

µg (f(Ik(x))) =
1

2

(
µg

(
A−1

0 (f(Ik(x)))
)

+ µg

(
A−1

1 (f(Ik(x)))
))

, x ∈ [0, 1), k ≥
1. Then we see that (4.1) holds for [a, b), a, b ∈ C and that µg is a µ-stationary
measure. By noting Theorem 1.2(2), we have that µf is singular. By Lemma
4.2(2), we have that µg is singular and obtain the assertion (2).

5 Examples and remarks

The following example concerns the Lebesgue singular functions.

Example 5.1. Let us define 2 × 2 real matrices Ap,0, Ap,1, p ∈ (0, 1), by

Ap,0 =

(
p 0
0 1

)
, Ap,1 =

(
1 − p p

0 1

)
.

Then, (A0, A1) = (Ap,0, Ap,1) satisfies the conditions (A1)-(A3).
Let fp be the solution of (1.1) for (A0, A1) = (Ap,0, Ap,1). Then, as imme-

diate consequences of main theorems, we have the followings.
(1) µfp is absolutely continuous if p = 1/2, and µfp is singular if p 6= 1/2.
(2) There exists a Borel set Kp such that µfp(Kp) = 1 and dimH(Kp) ≤
s(p)/ log 2.
(3) µfp(K) = 0 for any Borel set K with dimH(K) < s(p)/ log 2.

The following example concerns the range of self-interacting walks on an
interval in the author [5].

Example 5.2. Let xu = 2/(1 +
√

1 + 8u2), u ≥ 0. Let Ãu,i, i = 0, 1, be two
2 × 2 real matrices given by

Ãu,0 =

(
xu 0

−u2x2
u 1

)
, Ãu,1 =

(
0 xu

−u2x2
u 1 − u2x2

u

)
, u ≥ 0.
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Let 0 < u <
√

3. Then (A0, A1) = (Ãu,0, Ãu,1) satisfies the conditions
(A1)-(A3). Let gu be the solution of (1.1) for (A0, A1) = (Ãu,0, Ãu,1). We
remark that γ = (1 − u2x2

u)/xu = (1 + xu)/2xu. By the definition of xu, we
see that each of the conditions in Theorem 1.2 is equivalent to xu 6= 1/2, that
is, u 6= 1. Then, by Theorem 1.2, we have that µgu is singular for 0 < u <

√
3

and u 6= 1, and absolutely continuous for u = 1.
Let 0 < u < 1. Then we have that xu > 1/2, α = min{0,−1/2,−u2xu} =

−1/2, β = 0 and γ < 3/2. Hence we see that γ − 2 < α, in particular,
γ − 2 /∈ [α, β]. By Theorem 1.1, we see that there exists a Borel set K̃u

such that dimH(K̃u) ≤ s(p0(α))/ log 2 = s(xu)/ log 2 and µgu(K̃u) = 1 and
that µgu(K) = 0 for any Borel set K with dimH(K) < s(p0(β))/ log 2 =
s(2xu/(1 + xu))/ log 2.

Remark 5.3. (1) Pincus [6], [7] obtained results similar to Theorem 4.3.
Hata [4] Corollary 7.4 showed the singularity of the solution of (1.1) under
the assumptions similar to [7] Theorem 2.1.
(2) Let T : [0, 1) → [0, 1) be given by T (x) = 2x mod 1. Then, by compu-
tation,

µf

(
T−1(A)

)
=

∫
A

(
dΦ(A0; ·)

dz
(f(y)) +

dΦ(A1; ·)
dz

(f(y))

)
µf (dy), A ∈ B([0, 1)).

We see that T is a non-singular transformation on [0, 1) with respect to µf ,
that is, µf ◦ T−1 � µf and µf � µf ◦ T−1.

Now it is natural to ask whether the non-singular dynamical system
([0, 1), µf , T ) is ergodic. The dynamical system ([0, 1], µfp , T ) in Example
5.1 is invariant and ergodic. Also, we would like to see whether there exists
a T -invariant measure λ on [0, 1) which satisfies λ � µf and µf � λ.
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alles, Rend. Sem. Mat. Torino 16 (1957), 101-113.

[3] H. Furstenberg, Noncommuting random products, Trans. Amer. Math.
Soc. 108 (1963), 377-428.

[4] M. Hata, On the structure of self-similar sets, Japan J. Appl. Math. 2
(1985), 381-414.

13



[5] K. Okamura, On the range of a self-interacting random walk on an inter-
val, preprint.

[6] S. Pincus, A class of Bernoulli random matrices with continuous singular
stationary measures, Ann. Prob. 11 (1983) 931-938.

[7] S. Pincus, Singular stationary measures are not always fractal, J. Theor.
Prob. 7 (1994) 199-208.

14



Preprint Series, Graduate School of Mathematical Sciences, The University of Tokyo

UTMS

2011–25 Takashi Kato: Theoretical sensitivity analysis for quantitative operational risk
management.

2011–26 Guanyu Zhou and Norikazu Saito: Analysis of the fictitious domain method
with penalty for elliptic problems.

2011–27 Taro Asuke: On independent rigid classes in H∗(WUq).

2011–28 Nariya Kawazumi and Yusuke Kuno: Groupoid-theoretical methods in the map-
ping class groups of surfaces.

2012–1 Takashito Kashiwabara: On a strong solution of the non-stationary Navier-
Stokes equations under slip or leak boundary conditions of friction type.

2012–2 Issei Oikawa: Hybridized discontinuous Galerkin method for convection-
diffusion-reaction problems.

2012–3 O. Yu. Imanuvilov and M. Yamamoto: Inverse problem by Cauchy data on
arbitrary subboundary for system of elliptic equations.

2012–4 Takashi Kato, Akihiko Takahashi and Toshihiro Yamada: An asymptotic ex-
pansion for solutions of Cauchy-Dirichlet problem for second order parabolic
PDEs and its application to pricing barrier options.

2012–5 Takashi kato: Stock price fluctuations in an agent-based model with market
liquidity.
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