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Abstract

We consider a linear differential operators on P1 having unramified
irregular singular points. For this operator, we attach the root lattice
of a Kac-Moody Lie algebra and the certain element in this lattice.
Then we study the Euler transform for this differential operator and
show that this translation by the Euler transform can be understand
as the Weyl group action on the root lattice. Moreover we show that if
the differential operator is irreducible, then the corresponding element
becomes a root of this root system.

Introduction

For a function f(x), the following integral

Iλa f(x) =
1

Γ(λ)

∫ x

a
(x− t)λ−1f(t) dt

is called the Euler transform (or Riemann-Liouville integral) of f(x) for
a, λ ∈ C. If we take a function f(x) = (x − a)αφ(x) where α ∈ C\Z<0 and
φ(x) is a holomorphic function on a neighborhood of x = a and φ(a) 6= 0,
then it is known that

I−n
a f(x) =

dn

dxn
f(x).

Hence one can consider the Euler transform to be a fractional or complex
powers of the derivation ∂ = d

dx . This may allow us to write ∂λf(x) =
I−λ
a f(x) formally.

Moreover one can show a generalization of the Leibniz rule,

∂λp(x)ψ(x) =
n∑

i=0

(
λ
i

)
p(i)(x)∂λ−iφ(x),
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if p(x) is a polynomial of degree equal to or less than n. Now let us consider
a differential operator with polynomial coefficients,

P (x, ∂) =
n∑

i=0

ai(x)∂
i.

The above Leibniz rule assures that ∂λ+mP (x, ∂)∂−λ is also the new differ-
ential operator with polynomial coefficients if we choose a suitable m ∈ Z.
Moreover if f(x) satisfies P (x, ∂)f(x) = 0 and I−λ

a f(x) is well-defined for
some a, λ ∈ C, then we can see that

∂λ+mP (x, ∂)∂−λI−λ
a f(x) = ∂λ+mP (x, ∂)∂−λ+λf(x)

= ∂−λ+mP (x, ∂)f(x)

= 0.

Hence ∂λ turns a differential equation with polynomial coefficients P (x, ∂)u =
0 into a new differential equation with polynomial coefficients Q(x, ∂)u = 0,
and moreover a solution of Q(x, ∂)u = 0 is given by a solution of P (x, ∂)u =
0 if the Riemann-Liouville integral is well-defined. For this reason, it is
improtant to study what diffetential equation can be obtained by the Eu-
ler transform from the known equation or when we can reduce the difficult
equation to an easier one.

Let K be an algebraically closed field of characteristic zero and W (x)
the ring of differential operators with coefficients in K(x), the field of ratio-
nal functions. In [11], T. Oshima gave an algebraic definition of the Euler
transform on W (x) as an analogue of the middle convolution defined by N.
Katz in [8]. The purpose of this paper is to investigate the Euler transform
(or the middle convolution) by the theory of root systems of Kac-Moody Lie
algebras.

In [5], W. Crawley-Boevey clarified the correspondence between Fuch-
sian differential equations and certain representations of quivers (deformed
preprojective algebras). Here we call a differential equation Fuchsian if all
singular points are regular singular points. This suggests that the theory of
representations of quivers can be applied to the theory of differential equa-
tions. In fact, he solved the additive Deligne-Simpson problem of Fuchsian
differential equations by his theory of representation of quivers. The middle
convolution (or the Euler transform) gives the reflection functor of a quiver,
i.e., the Weyl group action of this root system.

In this paper, we deal with differential equations with unramified ir-
regular singular points and consider the correspondence between the Euler
transform and the action of the Weyl group of a Kac-Moody Lie algebra as
a generalization of Crawley-Boevey’s result.

Our result can be roughly explained as follows. Let us take P ∈ W (x)
with unramified irregular singular points. We impose some generic condi-
tions on P (see Section 3 for precise conditions). From local structures
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around singular points, we can define a Z-lattice L(P ) and an element
m(P ) ∈ L(P ) which describes multiplicities of local exponents of formal
solutions of Pu = 0. Then the translations of m(P ) by the Euler transform
gives a group action on L(P ). We write this group by W̃ (P ).

Then this W̃ (P )-module L(P ) can be seen as a root lattice of a Kac-
Moody Lie algebra. That is to say, there exists the root lattice Q(P ) and the
Weyl group W (P ) of a symmetric Kac-Moody Lie algebra such that L(P )
is isomorphic to a quotient of W (P )-module Q(P ) (see Theorem 3.3).

In [4], P. Boalch considers meromorphic connections which have finitely
many regular singular points and one unramified irregular singular point.
He gives a correspondence between these connections and representations of
quivers as a generalization of the result of Crawley-Boevey. If we restrict
our case to this Boalch’s case, we can obtain the root lattices whose Dynkin
diagrams agree with Boalch’s quivers.

Furthermore, we can define a generalization of the root system in L(P )
as an analogue of the root system of Q(P ). Then we show that if P is
irreducible, then m(P ) ∈ L(P ) is the root of this generalized root system
(see Theorem 3.6).

As a corollary, we can show that the irregular Katz algorithm shown by
D. Arinkin and D. Yamakawa independently ([1], [17]).

Moreover as examples of our correspondence with root system, let us
consider confluent equations of Heun’s differential equations. Then we can

obtain extended Dynkin diagrams of affine Lie algebras, D
(1)
4 , A

(1)
3 , A

(1)
2 ,

A
(1)
1 and A

(1)
1 ⊕A

(1)
1 . These agree with symmetries of Bäcklund transforms

of Painlevé equations which are obtained from these Heun’s equations with
an apparent singular point (see Section 3.4).

1 Local structures

Let K be an algebraically closed field of characteristic zero. Let us write
the ring of polynomials with one variable x by K[x]. We also write the field
of rational functions (resp. formal Laurent series) by K(x) (resp. K((x))).
These are differential ring and fields, i.e., they have the action of ∂ = d

dx in
the usual sense. The Weyl algebra W [x] is the polynomial ring of ∂ with
the coefficients in K[x], or equivalently to say, the K-algebra generated by
x and ∂ = d

dx with the relation

[x, ∂] = x∂ − ∂x = −1.

We also consider the algebra of differential operators W (x) (resp. W ((x)))
which is the polynomial ring of ∂ with the coefficient field K(x) (resp.
K((x))).

For P ∈W (x), the degree as the polynomial of ∂ is called rank of P and
written by rankP . For example, the rank of P =

∑n
i=0 ai(x)∂

i is n. We
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define the degree of P =
∑n

i=0 ai(x)∂
i ∈W [x] by

degP = max i=1,...,n{degK[x] ai(x)}.

We shall give a review of local structures of elements of W (x) around
singular points. The materials of this section are well-known and found in
standard references (for example [9],[10],[13],[16]).

1.1 Singular points, local decompositions and characteristic
exponents

For c ∈ K and a monomial (x− c)a∂b, we introduce the weight

wt c((x− c)a∂b) = a− b.

The weight of P ∈W ((x− c)) is defined as follows,

wt c(P ) = min{wt c((x− c)i∂j) | P =
∑
i,j

ai,j(x− c)i∂j}.

For f(x) ∈ K((x−c)), we can define the weight wtc(f(x)) by regarding f(x)
as an element in W ((x− c)).

For an integer k, the k-homogeneous part of P ∈W ((x− c)) is

P(k) =
∑

i−j=k

ai,j(x− c)i∂j ,

if we write P =
∑

i,j ai,j(x− c)i∂j .
Similarly we can define wt∞ by

wt∞(xa∂b) = b− a.

Let us consider finitely generated W (x)-modules. We usually deal with
left W (x)-modules and call them W (x)-module simply if there is no confu-
sion. Let M be a finitely generated W (x)-module. Then it is known that
M is a cyclic W (x)-module, that is, there exists P ∈W (x) such that

M 'MP =W (x)/W (x)P

as W (x)-modules. Hence we sometimes identify these P and MP .
Let us consider P =

∑n
i=0 ai(x)∂

i ∈W (x). We call n the rank of P and

MP . The set of singular points of P are the set poles of ai(x)
a0(x)

(i = 1, . . . , n).
We also say that x = ∞ is a singular point of P , if

P (∞) =

n∑
i=0

ai(
1

x
)(−x2∂)i
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has singular point at x = 0. Suppose that x = c(6= ∞) is a singular point of
P . Let us take the wt c(P )-homogeneous part of P ,∑

i−j=wt c(P )

ai,j(x− c)i∂j .

Then the characteristic polynomial of P at x = c is defined by

Cc(P )(t) =
∑

i−j=wt c(P )

ai,jt(t− 1) · · · (t− j + 1).

If
degK[t]Cc(P )(t) = rankP,

we say that x = c is a regular singular point of P . If otherwise, we say that
x = c is an irregular singular point of P . For x = ∞, we can define regular
and irregular singular points as well as the above if we replace x− c to 1

x .
Suppose that x = c is an irregular singular point of P . For the simplicity

of notations, we put c = 0. There exists an algebraic extension K((x
1
q )) of

K((x)) for a positive integer q and we can decompose MP as the direct sum
of regular singular Wq((x))-modules. Here Wq((x)) is the ring of ∂ with

coefficients in K((x
1
q )).

More precisely, there exist Pi ∈ Wq((x)) and distinct polynomials wi of

x
− 1

q with no constant terms for 1 ≤ i ≤ r such that we have the following.

1. Each Pi has x = 0 as a regular singular point.

2. We have the decomposition P = P1(ϑ−w1) · · ·Pr(ϑ−wr) in Wq((x)).

3. We have the decomposition

Wq((x))/Wq((x))P '
r⊕

i=1

Wq((x))/Wq((x))Pi(ϑ− wi)

as Wq((x))-modules.

This decomposition is unique in the following sense. If there is another

polynomials vi of x
− 1

q and P ′
i ∈Wq((x)) (1 ≤ i ≤ s) which satisfy the above

conditions, then s = r and there exist a permutation σ of {1, 2, . . . , r} such
that wi = vσ(i) and

Wq((x))/Wq((x))Pi(ϑ− wi) 'Wq((x))/Wq((x))P
′
σ(i)(ϑ− vσ(i))

for 1 ≤ i ≤ r.
Let us summarize these facts below.
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Definition 1.1 (The local decomposition). For P ∈W (x) with an irregular

singular point x = c, there exists the algebraic extension K(((x − c)
1
q )) of

K((x−c)), distinct polynomials wi of (x−c)−
1
q with no constant terms, and

Pi ∈Wq((x− c)) for 1 ≤ i ≤ r such that we have the following.

1. Each Pi has x = c as a regular singular point.

2. We can write P as the least left common multiple of

{P1(ϑ− w1), . . . , Pr(ϑ− wr)}.

Namely there exist Ri ∈Wq((x− c)) such that

P = RiPi(ϑc − wi) for i = 1, . . . , r.

Here ϑc = (x− c)∂.

3. We can decompose

Wq((x− c))/Wq((x− c))P '
r⊕

i=1

Wq((x− c))/Wq((x− c))Pi(ϑc − wi)

as Wq((x− c))-modules.

We call the decomposition in 3 the local decomposition of P at x = c. Let
us call Pi ∈ WL((x − c)) local factors and wi the exponential factors of Pi

for 1 ≤ i ≤ r.
The positive integer q is called the index of ramification. In particular

when q = 0, we say that x = c is an unramified irregular singular point. If
otherwise, x = c is called a ramified irregular singular point.

We define characteristic exponents of P at x = c by characteristic expo-
nents of each local factors.

Definition 1.2 (Characteristic exponents). Let us consider P ∈ W (x)
with an irregular singular point at x = c. Let us take local factors of P ,
{P1, . . . , Pr} ⊂W ((x− c)) at x = c. Define

Expc(Pi) = {λ ∈ K | Cc(Pi)(λ) = 0}.

Then the set of characteristic exponents of P at x = c is

Expc(P ) =

r⋃
i=1

Expc(Pi).
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1.2 The local decomposition and the Newton polygon

Let us give a review of the Newton polygon of P =
∑n

i=0 ai(x)∂
i. We

associate the point
(i,wtc(ai(x)∂

i)) ∈ N× Z

for each i-th terms ai(x)∂
i of P . Then the convex hull of the set

n⋃
i=0

{(i− s,wtc(ai(x)) + t) | s, t ∈ Z≥0}

is called the Newton polygon of P at x = c. We denote it by Nc(P ).
Let us suppose that P has the local decomposition as in Definition 1.1

and we use the same notations. Let

a1 = (i1, j1), . . . , al = (il, jl) (0 ≤ i1 < · · · < il)

be the set of vertices of Nc(P ). We denote λi slopes of edges connecting
ai and ai+1 for i = 1, . . . , l − 1. Then we can see that qλi ∈ Z for all
i = 1, . . . , l − 1 and

i1 =

{
rankPi if there exists the local factor Pi with wi = 0,

0 if otherwise,

ik+1 − ik =
∑

{i|deg
K[x

− 1
q ]

wi=qλk}

rankPi (k = 1, . . . , l − 1),

j1 = wt c(P ),

jk+1 − jk = λk
∑

{i|deg
K[x

− 1
q ]

wi=qλk}

rankPi (k = 1, . . . , l − 1).

For x = ∞, we can also define the Newton polygon N∞(P ). Let us
denote vertices of N∞(P ) by

a1 = (i1, j1), . . . , al = (il, jl) (0 ≤ i1 < · · · < il)

as above and suppose that P has local factors

{P1, . . . , Pr} ⊂Wq′((x
−1))

with exponents w1, . . . , wr at infinity. Then we can obtain the following sim-
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ilar formulas which show the relationship between N∞(P ) and local factors.

il = n = rankP,

jl = n− degK[x] an(x),

ik+1 − ik =
∑

{i|deg
K[x

1
q′ ]

wi=q′λk}

rankPi (k = 1, . . . , l − 1),

jk+1 − jk = λk
∑

{i|deg
K[x

1
q′ ]

wi=q′λk}

rankPi (k = 1, . . . , l − 1).

Let a (∈ {1, . . . , l}) be the index such that λa > 1 and λa−1 ≤ 1. Then we
can see degP = ia − ja. Hence we have

degP = degK[x] an(x) +

l−1∑
s=a

(λs − 1)
∑

{i|deg
K[x

1
q′ ]

wi=q′λs}

rankPi. (1)

Also we can compute wt∞(P ) as follows,

wt∞(P ) = j1 = n− degK[x] an(x)−
l−1∑
s=a

λs
∑

{i|deg
K[x

1
q′ ]

wi=q′λs}

rankPi

= − degK[x] an(x)−
l−1∑
s=a

(λs − 1)
∑

{i|deg
K[x

1
q′ ]

wi=q′λs}

rankPi.

(2)

1.3 Spectral types

We introduce the notion of spectral types around singular points. To do
this, we define the spectral type of a matrix first.

Definition 1.3. Let us take A ∈ M(n,K), i.e., A is an n× n matrix with
K-components. Let us take a partition of n,

m = (m1,m2, . . . ,mN ),

i.e., these mi(6= 0) are positive integers satisfying

n =
N∑
i=1

mi.

And we take a tuple of elements in K,

λ = (λ1, λ2, . . . , λN ) ∈ KN .
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Then we say that A has the spectrum

(λ,m),

if A satisfies

rank

j∏
ν=1

(A− λν) = n− (m1 + · · ·+mj)

for all j = 1, . . . , N .
In this case, we call m the spectral type of A.

Let us take P ∈W ((x)). We can regard MP =W ((x))/W ((x))P as the
K((x))-vector space of

dimMP = rankP.

For a basis {u1, . . . , un} of MP as K((x))-vector space, we can write the
action of ∂ by the matrix as follows. For u ∈ MP , there exists aij(ϑ) ∈
K((x)) such that

ϑui =

n∑
j=1

aij(ϑ)uj .

Then we define A(ϑ) = t(aij(ϑ))1≤i≤n
1≤j≤n

∈ M(n,K((x))). Moreover if P has

x = 0 as a regular singular point, there exists a basis such that we can
take A(ϑ) as the element in M(n,K). Then we can choose the partition
of n, written by m = (m1, . . . ,mN ) and N -tuple of K, written by λ =
(λ1, . . . , λN ). And A(ϑ) has the spectrum

(λ,m).

This partition m is independent of choices of bases. The λ is also
uniquely determined modulo ZN . Hence if we put λ̄ = λ + ZN ∈ KN/ZN ,
the pair (λ̄,m) is unique for P . We call (λ̄,m) the spectrum of P and m
the spectral type of P at x = 0.

For the other regular singular point x = c, we can define the spectral
type at each points in the same way.

2 Algebraic transformations and local data

In this section, we introduce some transformations onW [x],W (x). We shall
investigate changes of spectra caused by these transformations.
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2.1 The addition and the Fourier-Laplace transform

For
gµ(x) = µx−1 + a0 + a1x+ a2x

2 + · · · ,

let us consider the K-algebra automorphism

jµ : W ((x− c)) −→ W ((x− c))
x− c 7−→ x− c
∂ 7−→ ∂ − gµ(x− c)

.

Proposition 2.1. Let jλ be as above. We consider P ∈ W ((x − c)) with
a regular singular point x = c. Suppose that P has the spectrum (λ,m) ∈
KN/ZN × ZN at x = c. Then if µ̄ is the image of (µ, . . . , µ) ∈ KN into
KN/ZN , the spectrum of jµ(P ) is (λ+ µ̄,m) and

Cc(jµ(P ))(t) = Cc(P )(t− µ).

Proof. Put n = rankP . Let A(P ) ∈M(n,K) be a matrix such that

ϑcu = A(P )u (u ∈W ((x− c))/W ((x− c))P )

for a basis of W ((x− c))/W ((x− c))P as K((x− c))-vector space. Then we
show that there exists a basis of W ((x− c))/W ((x− c))jµ(P ) such that

ϑcv = (A(P ) + µIn)v (v ∈W ((x− c))/W ((x− c))jµ(P ))

where In is the unit matrix of size n.
We define a new action of W ((x − c)) on W ((x − c))/W ((x − c))P as

follows:

(x− c) ◦ u = j−1
µ (x− c)u,

∂ ◦ u = j−1
µ (∂)u

for u ∈W ((x− c))/W ((x− c))P . Then

jµ : W ((x− c))/W ((x− c))P −→W ((x− c))/W ((x− c))jµ(P )

gives a W ((x − c))-module isomorphism. Let us compute the matrix of
j−1
µ (ϑc). Since there exists h ∈ W ((x − c)) such that wtc(h) ≥ 1 and
j−1
µ (ϑc) = ϑc + µ+ h, the matrix of j−1(ϑc) = ϑc + µ+ h is

A(P ) + µIn +H(x),

where H(x) = h(x)In. We can assume that any pair of eigenvalues of
A(P )+µIn do not differ by an integer (see Theorem 5.2.2 in [13] for example).
Then we can find a new basis of W ((x − c))/W ((x − c))P and the matrix
of j−1(ϑc) is

A(P ) + µI.
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Since wtc(gµ(x− c)− µ(x− c)−1) ≥ 0, we can see wt c(jµ(P )) = wt c(P )
and

Cc(jµ(P ))(t) = Cc(P )(t− µ).

Definition 2.2 (The addition). For f(x) ∈ K(x), we define the following
K-algebra automorphism of W (x),

Ad (e
∫
f(x) dx) : W (x) −→ W (x)

x 7−→ x
∂ 7−→ ∂ − f(x)

.

Especially, the following automorphim,

Ad ((x− c)λ) : W (x) −→ W (x)
x 7−→ x

∂ 7−→ ∂ − λ
x−c

for c, λ ∈ K is called the addition at x− c with the parameter λ.

Definition 2.3 (The Fourier-Laplace transform). The Fourier-Laplace trans-
form is the following K-algebra automorphism of W [x],

L : w[x] −→ W [x]
x 7−→ −∂
∂ 7−→ x

.

We recall how spectra change by the Fourier-Laplace transform. The
following propositions are special cases of results of J. Fang and C. Sabbah
([6],[12]).

Proposition 2.4. Let c ∈ K be an unramified irregular singular point of
P ∈W [x]. Suppose that P ∈W [x] has the local factor Q ∈W ((x− c)) with
the exponential factor w(x− c), written by

w(x) = wnx
−n + wn−1x

−n+1 + . . .+ w1x
−1 (wn 6= 0)

where n ≥ 1. We write the spectrum of Q by (λ,m) ∈ KN/ZN × ZN .
Then there exist elements α1, . . . , αn+1 ∈ K and distinct polynomials

g1(x), . . . , gn+1(x) ∈ K[x] of deg gi(x) = n with no constant terms. For these
αi and gi(x), the Laplace transform L(P ) satisfies the following properties.

1. The Laplace transform L(P ) has a ramified irregular singular point at
x = ∞.

2. The set of local factors at x = ∞ of L(P ) contains R1, . . . , Rn+1 ∈
W(n+1)((x

−1)) which satisfy the following.
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• Each exponential factors of Ri for i = 1, . . . , n+ 1 is

−cx+ gi(x
1

n+1 ).

• Each spectra of Ri is
(λ+ ᾱi,m),

where ᾱi is the image of (αi, . . . , αi) ∈ KN into KN/ZN .

• Each characteristic polynomials of Ri is

C∞(Ri)(t) = Cc(Q)(t− αi).

• These gi(x) and αi depend only on w.

Proof. The translation x 7→ x − c corresponds to Ad (e−cx) : ∂ 7→ ∂ + c by
the Laplace transform. Thus it is enough to consider the case c = 0.

Let us define

Pw(x, ∂) = P (x, ∂ − x−1w(x))) ∈W ((x)).

If we write Pw =
∑N

i=0 ai(x)(x
n+1∂)i, then

P =
N∑
i=0

ai(x)(x
n+1∂ + xnw(x)))i.

Let us write xnw = w̃(x) =
∑n−1

i=0 wix
i. Then the Laplace transform

L(P ) =
N∑
i=0

ai(−∂)((−∂)n+1x+ w̃(−∂))i ∈W [x].

Here we notice that ai(−∂) are elements in the ring of formal microlocal
differential operators, E[x] = {

∑
i≥r bi(x)∂

−i | bi ∈ K((x)), r ∈ Z}.
Let us define the homomorphism from W ((x−1)) to W ((x)) as follows,

rα : W ((x−1)) −→ W ((x))
x 7−→ xα

∂ 7−→ 1
αx

1−α∂

for a negative integer α. Then we need to show that there exist polynomials
g1, . . . , gn+1 and α1, . . . , αn+1 ∈ K such that

wt0(Ad (e
∫
−gi(x

−1)dx)r−n−1LP ) = wt0(Pw)

and
C0(Ad (e

∫
−gi(x

−1)dx)r−n−1LP )(t) = C0(Pw)(t− αi).
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This shows the following. Let us put ḡi(x
−1) =

∫
gi(x

−1)dx, i.e.,

∂ḡi(x
−1) = gi(x

−1).

Then there exist local factors Ri ∈W(n+1)((x
−1))(i = 1, . . . , n+ 1) of L(P )

with exponential factors ḡi(x) such that

C∞(Ri)(t) = C0(Q)(t− αi).

Then Theorem 1.1 of J. Fang [6] and Theorem 5.1 of C. Sabbah [12] tell us
that these Ri have the same spectral types of the local factor of Q, namely,
spectra of Ri are

(λ+ ᾱi,m).

To compute characteristic polynomials of L(P ), we prepare the following
lemma.

Lemma 2.5. For a polynomial f ∈ K[x] of degree n − 1, there exist n + 1
polynomials gi(x) =

∑n
j=1 gi,jx

j+1 (i = 1, . . . , n + 1) and α1, . . . , αn+1 ∈ K
and we have following.

For i = 1, . . . , n+1 there exist Si(x, ∂), Ti(x, ∂) ∈ K[x, x−1][∂] such that
wt0(Si) > 1, wt0(Ti) > n and we have

Ad (e
∫
−gi(x

−1)dx)r−n−1∂ =
gi,n
n+ 1

x+ Si, (3)

Ad (e
∫
−gi(x

−1)dx)r−n−1((−∂)n+1x+ f(−∂)) = (
gi,n
n+ 1

)nxn+1∂ − αix
n + Ti.

(4)

proof of Lemma 2.5. We write f(x) =
∑n−1

i=0 fix
i and put

M(x, ∂) = (−∂)n+1x+ f(−∂),

then for a g(x) =
∑n

i=1 gix
i+1 ∈ K[x],

Ad (e
∫
−g(x−1)dx)r−n−1M(x, ∂)

= (
1

n+ 1
xn+2∂ + g̃(x))n+1x−n−1 + f(

1

n+ 1
xn+2∂ + g̃(x)).

Here g̃(x) = 1
n+1x

n+2(g(x−1)) =
∑n

i=1 g̃ix
i ∈ K[x]. Since wt0(x

n+2∂) =
n+ 1 and wt0(g̃) = 1, if we put

Ni(x, ∂) = (
1

n+ 1
xn+2∂ + g̃(x))i − g̃(x)i

for i = 1, . . . , n− 1, then wt0(Ni) = n+ i. We also put

Nn(x, ∂) = (
1

n+ 1
xn+2∂ + g̃(x))n+1x−n−1 − x−n−1(g̃(x))n+1.

13



Then wt0(Nn) = n. By these, we can write

M(x, ∂) = Nn +
n−1∑
i=1

fiNi + f0 + x−n−1(g̃(x))n+1 +
n−1∑
i=1

fi(g̃(x))
i.

Let us put (g̃(x))i =
∑ni

j=iG
(i)
j xj for i = 1, . . . , n + 1. Then we can see

that G
(i)
i = (g̃1)

i and G
(i)
i+k are polynomials of g̃1, . . . , g̃k for k = 1, . . . , n−1.

Moreover for each k = 1, . . . , n− 1, G
(i)
i+k is linear on g̃k and the coefficient

of g̃k is the powers of g̃1.
Then if we choose g̃i (i = 1, . . . , n) so that they satisfy the following

equations:

G
(n+1)
n+1 + f0 = 0

G
(n+1)
n+2 + f1G

(1)
1 = 0

· · ·

G
(n+1)
n+1+j + f1G

(1)
j + · · ·+ fjG

(j)
j = 0 (j ≤ n− 1)

, (5)

then the wt0 of

f0 + x−n−1(g̃(x))n+1 +

n−1∑
i=1

fi(g̃(x))
i

becomes less than or equal to n. Hence the wt0 of

Ad (e
∫
−g(x−1)dx)r−n−1M(x, ∂)

is n.
Let us notice that the first equation (g̃n)

n+1+ f0 = 0 has n+1 solutions
on K. Then if we fix a solution g̃n, remaining g̃n−1, . . . , g̃1 are inductively
determined by the other equations.

The homogeneous component of weight n of Ad (e
∫
−g(x−1)dx)r−n−1M(x, ∂)

is the sum of the weight n homogeneous element of Nn+1(x, ∂)x
n+1 and that

of f0+g̃(x)
n+1x−n−1+

∑n−1
j=1 g̃(x)

j . Hence there exists α ∈ K and the weight

n homogeneous component of Ad (e
∫
−g(x−1)dx)r−n−1M is

(g̃n)
nxn+1∂ − αxn.

This tells us that

Ad (e
∫
−g(x−1)dx)r−n−1M(x, ∂) = (gn)

nxn+1∂ − αxn +M ′(x, ∂)

where wt0M
′(x, ∂) ≥ n+ 1.

The other equation can be obtained similarly.
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Let us take polynomials gk for k = 1, . . . , n + 1 which are obtained by
this Lemma if we put f = w̃. Then we have

Ad (e
∫
−gk(x

−1)dx)r−n−1L(P ) =
N∑
i=0

ai(M
k
1 (x, ∂))(M

k
2 (x, ∂))

i

where Mk
1 and Mk

2 are (3) and (4) in Lemma 2.5 respectively. Then we see
wt0(Ade(−gk(x−1))r−n−1LP ) = wt0(Pf ) and

C0(Ad (e
∫
−gk(x

−1)dx)r−n−1LP )(t) = C0(Pw)(t− α′
k).

Here α′
k = αk(

gk,n
n+1)

−1.

Proposition 2.6. Let x = ∞ be an unramified irregular singular point of
P ∈ W [x]. Suppose that P ∈ W [x] has the local factor Q ∈ W ((x−1)) with
the exponential factor

w = wnx
n + wn−1x

n−1 + . . .+ w1x (wn 6= 0)

where n ≥ 2. We write the spectrum of Q by (λ,m) ∈ KN/ZN × ZN .
Then there exist elements α1, . . . , αn−1 ∈ K and distinct polynomials

g1(x), . . . , gn−1(x) ∈ K[x] of deg gi(x) = n with no constant terms. For these
αi and gi(x), the Laplace transform L(P ) satisfies the following properties.

1. The Laplace transform L(P ) has a ramified irregular singular point at
x = ∞.

2. The set of local factors at x = ∞ of L(P ) contains R1, . . . , Rn−1 ∈
W(n−1)((x

−1)) which satisfy the following.

• Each exponents of Ri for i = 1, . . . , n− 1 is

gi(x
1

n−1 ).

• Each spectra of Ri is
(λ+ ᾱi,m),

where ᾱi is the image of (αi, . . . , αi) ∈ KN into KN/ZN .

• Each characteristic polynomials of Ri is

C∞(Ri)(t) = Cc(Q)(t− αi).

• These gi(x) and αi depend only on w.

This proposition can be shown by the same argument as in Proposition
2.4. Also we notice that inversion formulas of these propositions can be
obtained as well.
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2.2 The primitive component

Let us take P ∈W [x]. Then there exist integers r,N , and polynomials pi(t)
such that we can write

P =

N∑
i=r

(x− c)ipi(ϑc) (pr(t) 6= 0)

for c ∈ K. Here we notice that the first term pr(t) is the characteristic
polynomial of P at x = c, i.e.,

pr(t) = Cc(P )(t).

Lemma 2.7. Let us consider

P =

N∑
i=r

(x− c)ipi(ϑc) ∈W [x] (pr(x) 6= 0)

as above.
For a positive integer s, we have that (x− c)−sP is still in W [x] if and

only if r − s ≥ 0 or the following equations are satisfied for m = s− r,

pr(0) = pr(1) = · · · = pr(m− 1) = 0,

pr+1(0) = pr+1(1) = · · · = pr+1(m− 2) = 0,

· · ·
pr+m−1(0) = 0.

(6)

Here we put pj(t) = 0 for j > N .

Proof. We consider only the case c = 0. If equations (6) are satisfied, we
have

xr+ipr+i(ϑ) = xr+iϑ(ϑ− 1) · · · (ϑ−m+ i+ 1)p̃r+i(ϑ)

= xr+ixm−i∂m−ip̃r+i(ϑ) = xr+m∂m−ip̃r+i(ϑ)

for i = 0, 1, . . . ,m− 1 where p̃r+i ∈ K[x]. Thus we have x−(r+m)P ∈W [x].
Conversely, let us suppose that x−sP ∈ W [x]. We can write x−sP =∑N

i=0 x
i−mpr+i(ϑ). Since weights of xi−mpr+i(ϑ) are i −m, they are linear

combinations of xα∂α+m−i (α ≥ 0) for i = 0, . . . ,m. Recalling that

xα∂α+m−i = ϑ(ϑ− 1) · · · (ϑ− α+ 1)∂m−i

for i = 0, 1, . . . ,m, we can write

xi−mpr+i(ϑ) = p̄r+i(ϑ)∂
m−i

= ∂m−ip̄r+i(ϑ−m+ i)

= xi−mϑ(ϑ− 1) · · · (ϑ−m+ i+ 1)p̄r+i(ϑ−m+ i)

for i = 0, 1, . . . ,m. Here p̄r+1 ∈ K[x]. Thus we have equations (6).
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Definition 2.8 (The primitive component). We say that P =
∑n

i=0 ai(x)∂
n ∈

W [x] is primitive if

1. gcdK[x]{ai(x) | i = 0, . . . , n} = 1,

2. the highest term an(x) is monic.

For P ∈ W (x), there exist f(x) ∈ K(x) and the primitive element P̃ ∈
W [x], and then we can decompose P as

P = f(x)P̃ ,

uniquely.
We denote this primitive element by Prim(P ) and call this the primitive

component of P .

Proposition 2.9 (Cf. Tsai [15]). Let us consider P ∈ W [x] which has
singular points c1, . . . , cp ∈ K and no other singular points in K. At each
x = ci (i = 1, . . . , p), we write

P =

Ni∑
j=ri

(x− ci)
jp

(i)
j (ϑci)

by integers ri, Ni, and polynomials p
(i)
j (t) (p

(i)
ri (t) 6= 0). Let us suppose that

there exist positive integers mi for i = 1, . . . , p such that

p(i)ri (0) = p(i)ri (1) = · · · = p(i)ri (mi − 1) = 0,

p
(i)
ri+1(0) = p

(i)
ri+1(1) = · · · = p

(i)
ri+1(mi − 2) = 0,

· · ·

p
(i)
ri+mi−1(0) = 0.

(7)

Here we put p
(i)
j (t) = 0 for j > Ni. Moreover we assume that characteristic

polynomials Cci(P )(t) = p
(i)
ri (t) have no integer root ≥ mi for i = 1, . . . , p.

Then if P is irreducible in W (x), i.e., P generates the maximal left ideal
ofW (x), then the primitive component Prim (P ) of P generates the maximal
ideal of W [x].

Proof. This is a direct consequence of Corollary 5.5 in [15].

Proposition 2.10 (Oshima [11]). Let us take P =
∑N

i=r(x − c)ipi(ϑc) ∈
W [x] (pr(t) 6= 0) as above. Also we take m1, . . . ,ms ∈ Z>0 and λ1, . . . , λs ∈
K which satisfy

λi − λj /∈ Z− {0} (i 6= j).
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Let us suppose that the characteristic polynomial Cc(P )(t) = pr(t) is decom-
posed as follows,

pr(t) = C

s∏
i=1

mi−1∏
j=0

(t− (λi + j))

for a constant C. Then the following are equivalent.

1. We have equations

pr(λi) = pr(λi + 1) = · · · = pr(λi +mi − 1) = 0,

pr+1(λi) = pr+1(λi + 1) = · · · = pr+1(λi +mi − 2) = 0,

· · ·
pr+mi−1(λi) = 0.

for all i = 1, . . . , s.

2. There exists the local factor Ploc of P at x = c such that

Cc(Ploc)(t) = Cc(P )(t)

and the spectrum is

((λ̄1, . . . , λ̄s), (m1, . . . ,ms))

where λ̄j is the image of λj into K/Z.

Proof. This follows from Proposition 6.14 in [11].

Definition 2.11 (The spectral data). Let us take m1, . . . ,ms ∈ Z>0 and
λ1, . . . , λs ∈ K which satisfy

λi − λj /∈ Z (i 6= j).

We say P ∈W (x) has the spectral data

{(λ1, . . . , λs); (m1, . . . ,ms)},

at x = c, if P ∈W (x) has a regular singular point at x = c and satisfies the
following,

1.

Cc(P )(t) = C

s∏
i=1

mi−1∏
j=0

(t− (λi + j))

for a constant C,

2. the spectrum is
((λ̄1, . . . , λ̄s), (m1, . . . ,ms))

where λ̄j is the image of λj into K/Z.
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Lemma 2.12. Let P ∈ W [x] be a primitive element, i.e., Prim (P ) = P .
We assume that x = c ∈ K is an unramified singular point of P and P has
the local factor Ploc with the spectral data

{(0, λ1, . . . , λl); (m0,m1, . . . ,ml)} (8)

at x = c. Then Q = Prim (Ad(x−λ1)P ) has the local factor with the spectral
data

{(−λ1, 0, λ2 − λ1, . . . , λl − λ1); (m0,m1, . . . ,ml)}

at x = c.
In particular, if P has the local factor Ploc at x = c with the exponential

factor wloc = 0 and the spectral data (8), then

degQ− degP = m0 −m1.

Proof. The first assertion follows from Proposition 2.1. We may assume
c = 0. Let us write P =

∑n
i=0 pi(x)∂

i, Q =
∑n

i=0 qi(x)∂
i. Then there exists

r(x) ∈ K[x] satisfying r(0) 6= 0 such that pn(x) = xMr(x) and qn(x) =
xNr(x) for some N,M ∈ Z>0. On the other hand, let us note that both
of Newton polygons of P and Q have the same shapes. Moreover Lemma
2.7 tells us that N0(Q) can be obtained by moving N0(P ) to the vertical
direction m0 −m1. Thus N −M = m0 −m1. From the equation (1), there
are s, s′ ∈ Z and

degP = deg pn(x) + s,

degQ = deg qn(x) + s′.

By the definition of s and s′, they are invariant by Ad(x−λ1), i.e., s = s′.
Hence

degQ− degP = deg qn(x)− deg pn(x) = N −M = m0 −m1.

2.3 The Fourier-Laplace transform of rank 1 irregular singu-
lar point at infinity

Proposition 2.13. Let us take a primitive element P ∈W [x]. If P has the
local factor with the exponential factor 0 and the spectral data

{(0, λ1, . . . , λl); (m0,m1, . . . ,ml)}

at x = c, then Q = L(P ) has the local factor Qloc ∈ W ((x−1)) with the
exponential factor −cx and the spectral data

{(λ1 − 1, . . . , λl − 1); (m1, . . . ,ml)}

at x = ∞.
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Proof. It is enough to consider the case c = 0. Let us write P =
∑N

i=r x
ipi(ϑ).

Lemma 2.7 and Proposition 2.10 tell that wt0(P ) = r = −m0 and

x−m0+ip−m0+i(ϑ) = x−m0+iϑ · · · (ϑ−m0 + i+ 1)p̄−m0+i(ϑ)

= x−m0+ixm0−i∂m0+ip̄−m0+i(ϑ)

= ∂m0−ip̄−m0+i(ϑ),

for i = 0, . . .m0−1. Here p̄j(t) are polynomials. Since wt0(P ) = wt∞(L(P )),
we can see

L(P ) =
N∑

i=−m0

x−ip̄i(−ϑ+ 1).

Then the proposition follows from Proposition 2.10.

Similarly we have the following.

Proposition 2.14. Let us take P ∈ W [x]. Suppose that P has the local
factor at infinity with the exponential factor cx and the spectral data

{(λ1, . . . , λl); (m1, . . . ,ml)}

for λi ∈ K\Z (i = 1, . . . , l). Moreover we assume that

wt∞(Ad(e−cx)P ) = −m0 < 0.

Then L(P ) has the local factor with the exponential factor 0 and the spectral
data

{(0, λ1 + 1, . . . , λl + 1); (m0,m1, . . . ,ml)}

at x = c.

Proof. This follows from the same argument as in Proposition 2.13.

2.4 The Euler transform

From results shown in the previous sections, we shall compute explicit
changes of spectra caused by the Euler transform.

Definition 2.15 (The Euler transform, see [11]). The Euler transform of
P ∈W (x) with the parameter λ is defined by

E(λ)P = L ◦ Prim ◦Ad (xλ) ◦ L−1 ◦ Prim(P ) ∈W [x].

Remark 2.16. This definition is an analogue of the following classical de-
scription of Euler transform:

Iµc g(z) =
1

Γ(µ)

∫ z

c
g(x)(z − x)µ−1 dx =

∫ i∞

−i∞
y−µ

∫ ∞

c
g(x)e−xy dx ezy dy.
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Remark 2.17 (A comparison with the Katz middle convolution). Although
we only deal with differential operators with polynomial coefficients, this can
be seen as a special case of D-module setting which is investigated by N.
Katz for the Fuchsian case ([8]) and D. Arinkin for the irregular singular
case ([1]). In the D-module case, the middle convolution plays the same role
as the Euler transform in this paper. Let us see the relationship between our
Euler transform and the middle convolution by Katz. We follow Arinkin’s
paper [1] for the definition of the middle convolution.

Let us take P ∈ W (x) with singular points c1, . . . , cp ∈ K and c0 = ∞.
As we see in Proposition 2.9, the result of Tsai (see [15]) tells us that if P
is irreducible in W (x) and satisfies the conditions in this proposition, then
Prim (P ) generates the maximal ideal in W [x]. Thus we can see that

W (x)/W (x)P →W [x]/W [x]Prim (P )

gives an analogue of the minimal extension (Deligne-Goresky-Macpherson
extension) in the D-module setting. We also notice that tensoring a 1-
dimensional local system corresponds to Ad(xµ) for some µ ∈ K in our
setting. Hence under the suitable assumptions, we can say that our Euler
transform agrees with the middle convolution.

Theorem 2.18. Let us consider P ∈W (x) which satisfies the following.

1. All singular points c0 = ∞, c1, . . . , cp ∈ K are unramified.

2. At these ci (i = 0, . . . , p), let us write local factors of P by Pi,1, . . . , Pi,li ∈
W ((x− ci)). Exponential factors of Pi,j are written by wi,j which are
polynomials of 1

x−ci
with no constant terms.

For this P ∈W (x), we assume the following.

1. For each ci ∈ K (i = 1, . . . , p), the exponential wi,1 = 0 and the
corresponding local factor Pi,1 has the spectral data

{(0, λi1, . . . , λiki); (m
i
0,m

i
1, . . . ,m

i
ki
)}.

For c0, we assume w0,1 = 0 and if the exponential factor degK[x]w0,j ≤
1 then the corresponding local factor P0,j has the spectral data

{λj ;mj}

where each components of λj is not an integer. Especially we write

λ1 = (λ01, . . . , λ
0
k0), m1 = (m0

1, . . . ,m
0
k0)

for the local factor P0,1 with the exponential factor w0,1 = 0.
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2. For i = 1, . . . , p, we assume

λij + λ01 /∈ Z (j = 1, . . . , ki).

Under these conditions, we have the following facts for E(1− λ01)P . Let
us put µ = 1− λ01 for the simplicity.

(i) The rank of E(µ)P is

rankE(µ)P = rankP + d

where

d = degPrim(P )−
k0∑
j=1

m0
j −m0

1.

(ii) At ci (i = 0, . . . , p), let us write local factors of E(µ)P by P̃i,1, . . . , P̃i,l̃i
and corresponding exponential factors by w̃i,1, . . . , w̃i,l̃i

. Then

l̃i = li (i = 0, . . . , p),

and
w̃i,j = wi,j (i = 0, . . . , p, j = 1, . . . , li).

Moreover for ci (i = 1, . . . , p), each local factors P̃i,j (j = 2, . . . , li) has
the characteristic polynomial

Cci(P̃i,j)(t) = Cc(Pi,j)(t+ µi,j)

where
µi,j = (wt ci(wi,j) + 1)(1− λ01)

and has the spectrum

(λ(P̃i,j),m(P̃i,j)) = (λ(Pi,j)− µi,j ,m(Pi,j))

where (λ(Pi,j),m(Pi,j)) ∈ Kki,j/Zki,j × Zki,j (ki,j ∈ Z>0) is the spec-
trum of Pi,j. In particular, the local factors P̃i,1 for each i = 1, . . . , p
has the spectral data

{(0, λi1 − µ, . . . , λiki − µ); (mi
0 + d,mi

1, . . . ,m
i
ki
)}.

On the other hand, for c0 each local factors P̃0,j (j = 2, . . . , l0) has the
characteristic polynomial

Cc0(P̃0,j)(t) = Cc(P0,j)(t+ µ0,j)

where
µ0,j = (wt c0(w0,j)− 1)(1− λ01)
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and has the spectrum

(λ(P̃0,j),m(P̃0,j)) = (λ(P0,j)− µ0,j ,m(P0,j)).

In particular, the local factor P̃0,1 has the spectral data

{(1 + µ, λ02 + µ, . . . , λ0k0 + µ); (m0
1 + d,m0

2, . . . ,m
0
k0)}.

Proof. We know that L−1(Prim (P )) has the spectral data

{(0, λ01 − 1, . . . , λ0k0 − 1; (N0,m
0
1, . . . ,m

0
k0))}

at x = 0, where N0 = degPrim (P )−
∑k0

j=1m
0
j by Proposition 2.14. We note

that L−1(P ) is a primitive element. Indeed if there exist f(x)( 6= 0) ∈ K[x]
and R ∈W [x] such that

L−1(Prim (P )) = f(x)R,

then P can be divided

f(−∂) = C(∂ − α1) · · · (∂ − αk)

for some constants C,α1, . . . , αk ∈ K. However this means that P has local
factors with exponential factors αjx (degK[x] αjx ≤ 1) and characteristic
polynomials of these local factors have integer roots. This contradicts the
assumption.

Hence Qµ = Prim ◦Ad(xµ) ◦ L−1 ◦ Prim (P ) has the spectral data

{(µ, 0, . . . , λ0k0 + µ− 1); (N0,m
0
1, . . . ,m

0
k0)}

and

degQµ = degL−1(P ) +N0 −m0
1

= rankP +N0 −m0
1

by Lemma 2.12. Thus

rankE(µ)P = degQµ = rankP +N0 −m0
1.

This shows (i). Also we see that E(µ)P has the local factor with the spectral
data

{(µ+ 1, λ02 + µ, . . . , λ0k0 + µ); (N0,m
0
2, . . . ,m

0
k0)}

at x = 0.
By Proposition 2.4, Proposition 2.6, and these inversion formula, we

see that E(µ)P has local factors P̃i,j (i = 0, . . . , p, j = 2, . . . , ki) as in the
statement.
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Similarly, for finite singular points ci (i = 1, . . . , p) we can see that there
exist integers N i

0 and E(µ)P has local factors with spectral data

{(0, λi1 − µ, . . . , λiki − µ); (N i
0,m

i
2, . . . ,m

i
ki
)}.

By Proposition 2.14 we can see that

mi
0 = −wt∞(Ad (ecx)L−1(Prim (P ))), N i

0 = −wt∞(Ad (ecx)Qµ).

If we write L−1(Prim (P )) =
∑N

i=0 ai(x)∂
N and Qµ =

∑N
i=0 bi(x)∂

i, then by
the equation (2) we have

mi
0 = degK[x] aN (x) + t

N i
0 = degK[x] bN (x) + t′

for some integers t, t′. Recalling that Qλ is obtained by applying Ad (xµ) to
L−1(Prim (P )) and the above t is invariant by Ad(xµ), we see that

t = t′.

Thus

N i
0 −mi

0 = degK[x] bN (x)− degK[x] aN (x) = degQµ − degL−1(PrimP )

= N0 −m0
1.

3 The Euler transform and the Weyl group action
of a Kac-Moody root system

In the previous section, we compute the Euler transform explicitly. At
first glance, this computation is very complicated, hence we would like to
understand this in more sophisticated way.

We shall investigate the relationship between the Euler transform and
the action of the Weyl group of a Kac-Moody Lie algebra. Also we show
the correspondence between differential operators and elements of the root
lattice of the Kac-Moody Lie algebra. Moreover we define an analogue of the
root system of this Kac-Moody root system and show that if a differential
operator is irreducible, then corresponding element becomes a root of our
generalized root system.
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3.1 The working hypothesis

In the remaining of this paper, we keep the following assumptions. We
consider the P ∈W (x) which satisfies following assumptions.

1. Singular points of P are c0 = ∞, c1, . . . , cp ∈ K. All these are unram-
ified singular points.

2. Let us write the set of local factors of P at x = ci by {Pi,1, . . . , Pi,ki}.
Then there exist positive integersmi,j,s and λi,j,s ∈ K for i = 0, . . . , p, j =
1, . . . , ki, s = 1, . . . , li,j such that local factors Pi,j have spectral data

{(λi,j,1, . . . , λi,j,li,j ); (mi,j,1, . . . ,mi,j,li,j )}

respectively.

We write each exponential factors of Pi,j by wi,j respectively.
Furthermore we shall discuss in a generic setting, that is, we regard above

λi,j,s as independent indeterminants which satisfy only one relation, so-called
Fuchs relation ([3],[2]). Let us write K(λ) the field generated by these λi,j,s
for i = 0, . . . , p, j = 1, . . . , ki, s = 1, . . . , li,j and fix an algebraic closure Λ
of K(λ). We denote WΛ[x] and WΛ(x) rings of differential operators with
coefficients in Λ[x] and Λ(x) respectively.

Let us define the subset
UΛ(P )

of WΛ(x) whose elements satisfy the following.

1. Singular points of Q ∈ UΛ(P ) are c0 = ∞, c1, . . . , cp ∈ K. All these
are unramified singular points.

2. Let us write the set of local factors of Q at x = ci by {Qi,1, . . . , Qi,ki}.
Then there exist positive integersm′

i,j,s and λ
′
i,j,s ∈ Λ for i = 0, . . . , p, j =

1, . . . , ki, s = 1, . . . , li,j such that local factors Qi,j have spectral data

{(λ′i,j,1, . . . , λ′i,j,li,j ); (m
′
i,j,1, . . . ,m

′
i,j,li,j

)}

respectively.

Here we allow that m′
i,j,s = 0 and Qi,j,s = 0 for some (i, j, s). Let us

write

λ(Q) =

p∏
i=0

ki∏
j=1

(λ′i,j,1, . . . , λ
′
i,j,li,j

),

m(Q) =

p∏
i=0

ki∏
j=1

(m′
i,j,1, . . . ,m

′
i,j,li,j

).
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3. Exponential factors of Qi,j are wi,j which are same exponential factors
of local factors Pi,j of P .

Here we note that ki, li,j (i = 1, . . . , p, j = 1, . . . , ki) used in the above are
same one used for P . We define the product of indices

T (P ) =

p∏
i=0

{(i, j) | j = 1, . . . , ki}.

3.2 The lattice transformations induced from the Euler trans-
form

Definition 3.1 (The twisted Euler transform). Let us consider Q ∈ Uλ(P )
whose spectral data are

{(λ(Q)i,j,s); (m(Q)i,j,s)} (i = 0, . . . , p, j = 1, . . . , ki, s = 1, . . . , li,j)

at ci. Then for t = (t0, . . . , tp) ∈ T (P ), we define the twisted Euler transform
E(t)Q by

E(t)Q =

p∏
i=0

Ad (ewti )

p∏
i=1

Ad((x− ci)
λ(Q)ti,1)

◦ E(1− λ(Q; t))

p∏
i=1

Ad((x− ci)
−λ(Q)ti,1)

p∏
i=0

Ad(e−wti )Q

where

λ(Q; t) =

p∑
i=0

λ(Q)ti,1.

Theorem 3.2. For t ∈ T (P ), we have E(t)P ∈ UΛ(P ). If we write the
spectral data of Qt = E(t)P by

{(λ(Qt)i,j,s); (m(Qt)i,j,s)} (i = 0, . . . , p, j = 1, . . . , ki, s = 1, . . . , li,j)

at each ci, then we have

m(Qt)i,j,1 = mi,j,1 + d(t) if (i, j) = ti,

m(Qt)i,j,s = mi,j,s otherwise,

where

d(t) =

p∑
i=1

ki∑
j=1

(wtci(wi,j − wti) + 1)

li,j∑
s=1

mi,j,s

+

k0∑
j=1

(wtc0(w0,j − wt0)− 1)

l0,j∑
s=1

m0,j,s −
p∑

i=0

mti,1.
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Also we have that for i = 1, . . . , p, j = 1, . . . , ki, s = 1, . . . , li,j,

λ(Qt)i,j,s =

{
λi,j,s if ti = (i, j) and s = 1,

λi,j,s − (wtci(wi,j − wti) + 1)(1− λ(P ; t)) if otherwise,

and for i = 0, j = 1, . . . , k0, s = 1, . . . , l0,j,

λ(Qt)0,j,s =

{
λt0,1 + 2(1− λ(P ; t)) if t0 = (0, j) and s = 1,

λ0,j,s − (wtc0(w0,j − wt0)− 1)(1− λ(P ; t)) if otherwise.

Proof. First we note that if we write P =
∑n

i=0 an(x)∂
i, then we may assume

an(x) has zeros only at x = c1, . . . , cp.
For t ∈ T (P ), Let us consider P̃t =

∏p
i=0Ad(e−wti )P and write Pt =

Prim (P̃t) =
∑n

i=0 bi(x)∂
i. Then

degΛ[x] bn(x) =

p∑
i=1

ki∑
j=1

(wtci(wi,j − wti) + 1)

li,j∑
s=1

mi,j,s

from the Newton polygon at each x = c1, . . . , cp. Thus for

P̃ ′
t =

p∏
i=1

Ad((x− ci)
−λ(P )ti,1)

p∏
i=1

Ad(e−wti )P,

if we write P ′
t = Prim (P̃ ′

t) =
∑n

i=0 cn(x)∂
i, then

degΛ[x] cn(x) = degΛ[x] bn(x)−
p∑

i=1

mti,1

by Lemma 2.12. Hence we have

degP ′
t −

lt0∑
s=1

mt0,s −mt0,1

=

p∑
j=1

ki∑
j=1

(wtci(wi,j − wti) + 1)

li,j∑
s=1

mi,j,s

+

k0∑
j=1

(wtc0(w0,j − wt0)− 1)

l0,j∑
s=1

m0,j,s −
p∑

i=0

mtt,1

by the equation (1).
Thus this follows from Theorem 2.18.
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Let us define the following Z-lattice from P ,

L(P ) = {
p∏

i=0

ki∏
j=1

ai,j |ai,j = (ai,j,1, . . . , ai,j,li,j ) ∈ Zli,j ,

ki∑
j=1

l0,j∑
s=1

a0,j,s = · · · =
ki∑
j=1

lp,j∑
s=1

ap,j,s}.

We define the rank of a =
∏p

i=0

∏ki
j=1(ai,j,1, . . . , ai,j,li,j ) ∈ L(P ) by

rank (a) =

ki∑
j=1

li,j∑
s=1

ai,j,s

for any i = 0, . . . , p.
We can see that m(P ) =

∏p
i=0

∏ki
j=1(mi,j,1, . . . ,mi,j,li,j ) ∈ L(P ). As we

show in Theorem 3.2, if we put Qt = E(t)P , then we can also see that

m(Qt) =

p∏
i=0

ki∏
j=1

(m(Qt)i,j,1, . . . ,m(Qt)i,j,li,j ) ∈ L(P ).

Thus E(t) define transformations of L(P ) for t ∈ T (P ) as follows. For
t = (t0, . . . , tp) ∈ T (P ), we define Z-endomorphism of L(P ) by

σ(t) : L(P ) −→ L(P )

a =
∏p

i=0

∏ki
j=1(ai,j,1, . . . , ai,j,li,j ) 7−→

∏p
i=0

∏ki
j=1(ãi,j,1, . . . , ãi,j,li,j )

where

ãi,j,1 = ai,j,1 + d(a; t) if (i, j) = ti,

ãi,j,s = ai,j,s otherwise,

and

d(a; t) =

p∑
i=1

ki∑
j=1

(wtci(wi,j − wti) + 1)

li,j∑
s=1

ai,j,s

+

k0∑
j=1

(wtc0(w0,j − wt0)− 1)

l0,j∑
s=1

a0,j,s −
p∑

i=0

ati,1.

For i0 = 0, . . . , p, j0 = 1, . . . , ki0 , s0 = 1, . . . , li0,j0 − 1, we also define permu-
tations on L(P ),

σ(i0, j0, s0) : L(P ) −→ L(P )
ai0,j0,s0 7−→ ai0,j0,s0+1,
ai0,j0,s0+1 7−→ ai0,j0,s0 ,
ai,j,s 7−→ ai,j,s if (i, j, s) 6= (i0, j0, s0).
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Let us define the group W̃ (P ) generated by these σ(t), σ(i, j, s), i.e.,

W̃ (P ) =

〈σ(t), σ(i, j, s) | t ∈ T (P ), i = 0, . . . , p, j = 1, . . . , ki, s = 1, . . . , li,j − 1〉.

Thus we could define Z-linear action of W̃ (P ) on L(P ).
Similarly we define the space of local exponents R(P ) by

R(P ) =

p∏
i=0

ki∏
j=1

Λli,j .

And we extend the translation which we see in Theorem 3.2 to this R(P ) as
follows. For t = (t0, . . . , tp) ∈ T (P ), we define transformations σ(t) of R(P )
by

σ(t) : R(P ) −→ R(P )∏p
i=0

∏ki
j=1 νi,j 7−→

∏p
i=0

∏ki
j=1 ν̃i,j

where

ν̃i,j,s =

{
νi,j,s if ti = (i, j) and s = 1,

νi,j,s − (wtci(wi,j − wti) + 1)(1− ν(t)) if otherwise,

and for i = 0,

µ̃0,j,s =

{
νt0,1 + 2(1− ν(t)) if t0 = (0, j) and s = 1,

ν0,j,s − (wtc0(w0,j − wt0)− 1)(1− ν(t)) if otherwise,

where

ν(t) =

p∑
i=0

νti,1.

Also we define permutations σ(i0, j0, s0) on R(P ) as it is defined on L(P ).

3.3 The Euler transform and the Weyl group action on a
root lattice

In the previous section, we consider the W̃ (P )-module L(P ) from the trans-
lations caused by the Euler transform. We shall see that there exists a
Kac-Moody root system with the Weyl group W (P ) and the root lattice
Q(P ). Then L(P ) can be seen as a quotient W (P )-module of Q(P ).

We retain the notations of the previous section. We define the root
system induced from the lattice L(P ) as follows. The root lattice Q(P ) is
the Z-lattice with the basis

C = {ct | t ∈ T (P )}
∩ {c(i, j, s) | i = 0, . . . , p, j = 1, . . . , ki, s = 1, . . . , li,j − 1}.
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Namely,

Q(P ) =
∑
c∈C

Zc.

We define the following symmetric bilinear form 〈 , 〉 on Q(P ),

〈ct, ct′〉 = −
p∑

i=1

(wtci(wti − wt′i
) + 1)− wtc0(wt0 − wt′0

) + 1

+#{i | ti = t′i, i = 0, . . . , p},

〈ct, c(i, j, s)〉 =

{
−1 if ti = (i, j) and s = 1

0 if otherwise
,

〈c(i, j, s), c(i′, j′, s′)〉 =


2 if (i, j, s) = (i′, j′, s′)

−1 if (i, j) = (i′, j′) and |s− s′| = 1

0 if otherwise

.

For c ∈ C, the reflections with respect to c is defined by

σc(α) = α− 2
〈c, α〉
〈c, c〉

c

for α ∈ Q(P ). Then the Weyl group W (P ) is the group generated by these
reflections σc for all c ∈ C.

Theorem 3.3. Let us define the Z-module homomorphism

Φ: Q(P ) −→ L(P )

as follows. For

α =
∑

t∈T (P )

αtct +

p∑
i=0

ki∑
j=1

li,j−1∑
s=1

α(i, j, s)c(i, j, s) ∈ Q(P ),

the image Φ(α) =
∏p

i=0

∏ki
j=1(ai,j,1, . . . , ai,j,li,j ) is

ai,j,1 =
∑

{t∈T (P )|ti=(i,j)}

αt − α(i, j, 1),

ai,j,s = α(i, j, s− 1)− α(i, j, s) for 2 ≤ s ≤ li,j .

Here we put α(i, j, li,j) = 0. Then we have the following.

1. The map Φ is surjective.

2. This Φ is injective if and only if at most one ki in {k0, . . . , kp} satisfies

ki > 1,

that is to say, we have

#{ki | ki > 1, i = 0, . . . , p} ≤ 1.
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3. The Weyl group action on Q(P ) corresponds to actions of W̃ (P ) on
L(P ). Namely, we have

Φ(σctα) = σ(t)Φ(α),

Φ(σc(i,j,s)α) = σ(i, j, s)Φ(α),

for all α ∈ Q(P ).

4. For a ∈ L(P ), if we define

idxa = 〈Φ−1(a),Φ−1(a)〉,

then it is well-defined.

5. The Weyl group W (P ) acts on R(P ) as follows,

σctµ = σ(t)µ,

σc(i,j,s)µ = σ(i, j, s)µ

for µ ∈ R(P ).

Proof. We have

ki∑
j=1

li,j∑
s=1

ai,j =
∑

t∈T (P )

αt (i = 0, . . . , p)

for Φ(α) =
∏p

i=1

∏ki
j=1(ai,j,1, . . . , ai,j,li,j ) which are images of α ∈ Q(P ).

Hence Φ is well-defined.
We write Ti = {(i, j) | j = 1, . . . , ki} for i = 0, . . . , p. Then T (P ) =∏p

i=0 Ti. Let us choose an element τ = (τ0, . . . , τp) ∈ T (P ). Then we see
that images of{

c(i, j, s) for i = 0, . . . , p, j = 1, . . . , ki, s = 1, . . . , li,j − 1,

ct for t ∈ {τ} ∪
⋃p

i=0((Ti\{τi})×
∏

i 6=j{τj}))

generate LP . Hence Φ is surjective.
Let us show 2. Ranks of free Z-modules Q(P ) and L(P ) are

rankZ-modQ(P ) =

p∏
i=0

ki +

p∑
i=0

ki∑
j=1

(li,j − 1),

rankZ-modL(P ) =

p∑
i=0

ki∑
j=1

li,j − p.

Hence

rankZ-modQ(P )− rankZ-modL(P ) =

p∏
i=0

ki −
p∑

i=0

ki + p.
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Here we notice that
p∏

i=0

ki −
p∑

i=0

ki + p ≥ 0.

Indeed g(k0, . . . , kp) =
∏p

i=0 ki −
∑p

i=0 ki is the increasing function of each
ki for i = 0, . . . , p, since

∂

∂ki
g(k0, . . . , kp) =

∏
j 6=i

kj − 1 ≥ 0.

Thus,
g(k0, . . . , kp) ≥ g(1, . . . , 1) = −p.

If we assume that there exists at least two ki1 and ki2 satisfying ki1 ≥ 2
and ki2 ≥ 2, then

g(k0, . . . , kp) ≥ 4− (2 + 2 + (p− 1)) = −p+ 1.

Hence
rankZ-modQ(P )− rankZ-modL(P ) ≥ 1.

This shows Φ is not injective. On the contrary, if all ki are ki = 1 except
only one ki0 , then

g(k0, . . . , kp) = ki0 − ki0 − p.

Hence
rankZ-modQ(P ) = rankZ-modL(P ).

Then since we know Φ is surjective, hence Φ is injective.
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Let us show 3. We have

d(Φ(α); t) =

p∑
i=1

ki∑
j=1

(wtci(wi,j − wti) + 1)

li,j∑
s=1

ai,j,s

+

k0∑
j=1

(wtc0(w0,j − wt0)− 1)

l0,j∑
s=1

a0,j,s −
p∑

i=0

ati,1

=

p∑
i=1

∞∑
r=0

(r + 1)
∑

{t′∈T (P )|wtci (wt′
i
−wti )=r}

αt′

+

∞∑
r=0

(r − 1)
∑

{t′′∈T (P )|wtc0 (wt′′0
−wt0 )=r}

αt′′

−
p∑

i=0

∑
{t′′′∈T (P )|t′′′i =ti}

αt′′′ +

p∑
i=0

∑
s∈Ti

α(i, s, 1)

=
∑

t′∈T (P )

αt′(

p∑
i=1

(wtci(wt′i
− wti) + 1) + wtc0(wt′0

− wt0)− 1

−#{i | t′i = ti, i = 0, . . . , p})

+

p∑
i=0

∑
s∈Ti

α(i, s, 1)

= −〈ct, α〉.

Hence we have
Φ(σctα) = σ(t)Φ(α).

And the equations
Φ(σd(i,s,j)α) = σ(i, s, j)Φ(α)

are similarly obtained.
Let us show 4. If α ∈ KerΦ, then d(Φ(α); t) = 0. Thus 〈ct, α〉 = 0 for all

t ∈ T (P ). And similarly we have 〈c(i, j, s), α〉 = 0 for all i = 0, . . . , p, j =
1, . . . , ki, s = 1, . . . , li,j −1. Thus we have that if α ∈ KerΦ, then 〈β, α〉 = 0
for all β ∈ Q(P ).

Finally we show 5. We need to see that the W (P ) action on R(P )
defined as above is well-defined. Namely, if for c, c′ ∈ C reflections σc, σc′

satisfy Coxeter relations

σ2c = σ2c′ = id,

(σcσc)
m(c,c′) = id
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inW (P ) for some positive integer m(c, c′) (sometimes it is ∞), then we have

σ2cµ = σ2c′µ = µ, (9)

(σcσc′)
m(c,c′)µ = µ (10)

for all µ ∈ R(P ). The involutive relations (9) are directly follows from the
definition. We check the relations (10).

Let us take t, t′ ∈ T (P ) (t 6= t′) and compute (σ(t)σ(t))m on R(P ). For
ν =

∏p
i=0

∏ki
j=1(νi,j,1, . . . , νi,j,li,j ) ∈ R(P ), we can see

(σ(t′)σ(t))mν = ν(m) =

p∏
i=0

ki∏
j=1

(ν
(m)
i,j,1, . . . , ν

(m)
i,j,li,j

)

becomes as follows. For i = 1, . . . , p, we have the following.

• If ti = t′i,

ν
(m)
i,j,s =



νi,j,1 for ti = t′i = (i, j),

νi,j,s − (wtci(wi,j − wt′i
) + 1)

m∑
u=1

µ(u)(t′)

− (wt(wi,j − wti) + 1)
m∑

u=1

µ(u)(t)

for the other (i, j, s).

• If ti 6= t′i,

ν
(m)
i,j,s =



νi,j,1 − (wtci(wti − wt′i
) + 1)

∑m
u=1 µ

(u)(t′) for ti = (i, j),

νi,j,1 − (wtci(wt′i
− wti) + 1)

∑m
u=1 µ

(u)(t) for t′i = (i, j),

νi,j,s − (wtci(wi,j − wt′i
) + 1)

m∑
u=1

µ(u)(t′)

− (wt(wi,j − wti) + 1)

m∑
u=1

µ(u)(t)

for the other (i, j, s).

Also ν
(m)
0,j,s are as follows.

• If t0 = t′0,

ν
(m)
0,j,s =



ν0,j,1 + 2(
∑m

u=1(µ
(u)(t) + µ(u)(t′))) for t0 = t′0 = (0, j),

ν0,j,s − (wtc0(w0,j − wt′0
)− 1)

m∑
u=1

µ(u)(t′)

− (wt(w0,j − wt0)− 1)

m∑
u=1

µ(u)(t)

for the other (0, j, s).
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• If t0 6= t′0,

ν
(m)
0,j,s =



ν0,j,1 + 2

m∑
u=1

µ(u)(t)

− (wtc0(wt0 − wt′0
)− 1)

m∑
u=1

µ(u)(t′)

for t0 = (0, j),

ν0,j,1 + 2

m∑
u=1

µ(u)(t′)

− (wtc0(wt′0
− wt0)− 1)

m∑
u=1

µ(u)(t)

for t′0 = (0, j),

ν0,j,s − (wtc0(w0,j − wt′0
)− 1)

m∑
u=1

µ(u)(t′)

− (wt(w0,j − wt0)− 1)

m∑
u=1

µ(u)(t)

for the other (0, j, s).

Here µ(u)(t) and µ(u)(t′) are defined as follows.

µ(1)(t) = 1−
p∑

i=0

νti,1,

µ(u)(t) = −µ(u−1)(t) + Eµ(u−1)(t′),

µ(1)(t′) = 1−
p∑

i=0

νt′i,1 + Eµ(1)(t),

µ(u)(t′) = −µ(u−1)(t′) + Eµ(u)(t),

where

E =

p∑
i=1

(wtci(wti − wt′i
) + 1) + wtc0(wt0 − wt′0

)− 1

−#{i | ti = t′i, i = 0, . . . , p}.

Hence we have

m∑
u=1

µ(u)(t) =
m∑

u=1

µ(u)(t′) = 0 for


m = 2 if E = 0,

m = 3 if E = 1,

m = 4 if E = 2,

m = 6 if E = 3,

and if E ≥ 4, then
∑m

u=1 µ
(u)(t) and

∑m
u=1 µ

(u)(t′) never become zero (see

35



Proposition 3.13 in [7]). This shows that

(σ(t)σ(t′))m = id|R(P ) for



m = 2 if E = 0,

m = 3 if E = 1,

m = 4 if E = 2,

m = 6 if E = 3,

m = ∞ if E ≥ 4.

Similarly the direct computation shows that

(σ(t)σ(i, j, s))m = id|R(P ) for

{
m = 3 if ti = (i, j) and s = 1,

m = 2 if otherwise,

and

(σ(i, j, s)σ(i′, j′, s′))m = id|R(P ) for

{
m = 3 if (i, j) = (i′, j′) and |s− s′| = 1,

m = 2 if otherwise.

3.4 Examples : affine Weyl group symmetries of Heun equa-
tions.

Let us see some examples of Theorem 3.3. As examples, we consider the
Heun differential equation and its confluent equations (see [14] for instance).

(1) The Heun differential operator.
The Heun differential operator is the differential operator of the form

P = x(x− 1)(x− t)∂2 + {c(x− 1)(x− t) + dx(x− t)

+ (a+ b+ 1− c− d)z(z − 1)}∂ + (abx− λ).

This has regular singular points at x = 0, 1, t,∞ and at these singular
points, it has the following spectral data,

{(0, 1− c; (1, 1))} at x = 0,

{(0, 1− d); (1, 1)} at x = 1,

{(0, c+ d− a− b); (1, 1)} at x = t,

{(a, b); (1, 1)} at x = ∞.

By Theorem 3.3, we can define the root lattice Q(P ) with the following
extended Dynkin diagram.
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c1�������� c0��������
c2��������

c3��������
c4��������

Here this diagram is drawn by the following rule. If ci and cj in the basis
of Q(P ) satisfy 〈ci, cj〉 = −m(i, j), then corresponding vertices ci and cj are
connected by m(i, j) edges. We can see

〈c1, c0〉 = −1, 〈c1, c2〉 = 0

from this diagram for example.

This diagram is that of the affine D
(1)
4 type root system. For

m(P ) =

4∏
i=0

(1, 1),

we can associate the element in Q(P ),

Φ−1(m(P )) = 2c0 +
4∑

i=1

ci.

This is a imaginary root of Q(P ).
We can see that δ(P ) = Φ−1(m(P )) is invariant by the action of W (P ).

Namely, twisted Euler transforms E(t) and permutations σ(i, j, s) preserves
the spectral type of P . On the other hand, characteristic exponents are
changed by E(t) and permutations. As we see in Theorem 3.3, the Weyl
group W (P ) acts on the space of characteristic exponents R(P ) as well.
Thus we can conclude that characteristic exponents of the Heun differential

operator has affine D
(1)
4 Weyl group symmetry generated by twisted Euler

transform and permutations.

(2) The confluent Heun differential operator.
Let us consider the confluent operators of Heun operator. The confluent

Heun differential operator is

P c = x(x− 1)∂2 + {−tx(x− 1) + c(x− 1) + dx}∂ + (−taz + λ).

This has regular singular points at x = 0, 1 and irregular singular point at
x = ∞. The spectral data are

{(0, 1− c); (1, 1)} at x = 0,

{(0, 1− d); (1, 1)} at x = 1,
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for regular singular points and

{(a); (1)} with the exponential factor w1 = 0,

{(c+ d− a); (1)} with the exponential factor w2 = tx,

for the irregular singular point x = ∞. Then the corresponding root system
has the following extended Dynkin diagram.

c1�������� c2��������
c3�������� c4��������

This corresponds to the affine A
(1)
4 root system. And we have

δ(P c) = Φ−1(m(P c)) =
4∑

i=1

ci.

This δ(P c) is imaginary root of Q(P c) and W (P c)-invariant. Hence as well
as the Heun differential operator, we can conclude that the characteristic

exponents of confluent Heun differential operator has affine A
(1)
4 Weyl group

symmetry generated by twisted Euler transforms and permutations.

(3) The biconfluent Heun differential equation.
Let us consider the biconfluent Heun differential equation,

P bc = x∂2 + (−x2 − tx+ c)∂ + (−ax+ λ).

This has regular singular point at x = 0 with the spectral data,

{(0, 1− c); (1, 1)},

and irregular singular point at x = ∞ with the spectral data,

{(a); (1)} with the exponential factor w1 = 0,

{(c+ 1− a); (1)} with w2 = x+ t.

The corresponding diagram and the element in Q(P bc) are as follows,

c1�������� c2��������
c3��������

��
��
�

22
22

2

,

δ(P bc) = Φ−1(m(P bc)) =

3∑
i=1

ci.

Hence this is the affine A
(1)
3 root system and δ(P bc) is a imaginary root

of this root system. As well as the above examples, we can see that P bc has
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the affine A
(1)
3 Weyl group symmetry generated by twisted Euler transforms

and permutations.

(4) The triconfluent Heun differential equation.
The triconfluent Heun differential equation is

P tc = ∂2 + (−x2 − t)∂ + (−ax+ λ).

As well as the above examples, we can see that P tc has affine A
(1)
2 Weyl

group symmetry generated by twisted Euler transforms.
Indeed the spectral data are

{(a); (1)} with the exponential factor w1 = 0,

{(2− a); (1)} with w2 = x2 + t

at the irregular singular point x = ∞. And we can see that

δ(P tc) = Φ−1(m(P tc)) = c1 + c2

is a imaginary root of the root system with the extended Dynkin diagram,

c1�������� c2��������ks +3 .

(5) The doubly confluent Heun differential operator.
The doubly confluent Heun differential operator is

P dcx2 = ∂2 + (−x2 + cx+ t)∂ + (−ax+ λ).

This has the A
(1)
1 ⊕A

(1)
1 Weyl group symmetry. The spectral data are

{(0); (1)} with the exponential factor W 0
1 = 0,

{(2− c); (1)} with w
(1)
1 =

−t
x
,

at x = 0 and

{(a); (1)} with the exponential factor w∞
1 = 0,

{(c− a); (1)} with w∞
2 = x

at x = ∞. Then the corresponding diagram is

c1�������� c2��������ks +3
⊕ c3�������� c4��������ks +3 ,

and

δ(P dc) = Φ−1(m(P dc)) =

4∑
i=1

ci + a(c1 + c2 − c3 − c4) (a ∈ Z).
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Here we notice that (c1 + c2 − c3 − c4) ∈ KerΦ. We can see that δ(P dc) is
W (P dc)-invariant. Hence we can conclude that P dc has Weyl groupW (P dc)
symmetry.

Let us give comments about the relationship with Painlevé equations.
As is known, if we put an apparent singular point to each these operators
and consider the isomonodromic deformation, then we can obtain Painlevé
equations, namely, PV I from the Heun operator, PV from the confluent
Heun operator, PV I from the biconfluent Heun operator, PIII from the dou-
bly confluent Heun operator, and PII from the triconfluent Heun operator
respectively.

It is known that these Painlevé equations have following affine Weyl
group symmetries generated by birational transformations.

PV I PV PIV PII PIII

D
(1)
4 A

(1)
3 A

(1)
2 A

(1)
1 (A1 ⊕A1)

(1)

Our Weyl groups recover these Painlevé symmetries.

3.5 The irreducibility and the Φ-root system

We shall define an analogue of the root system in L(P ), called Φ-roots and
show that if P is irreducible, then m(P ) becomes a Φ-root.

Proposition 3.4. Let us suppose that P is irreducible inWΛ(x). If rankP >
1, then E(t)P are irreducible and rankE(t)P ≥ 1 for t ∈ T (P ). Moreover
if we put

Qu−1 = E(tu−1) ◦ E(tu−2) ◦ . . . ◦ E(t1)P

and assume that rankQr > 1 for r = 1, . . . , u − 1, then E(tu)Qu−1 is irre-
ducible and rankE(tu)Qu−1 ≥ 1 for t1, . . . , tu ∈ T (P ).

Proof. We denote

P̄ =

p∏
i=1

Ad((x− ci)
−λti,1)

p∏
i=0

Ad(−ewti )P.

Proposition 2.9 implies that Prim (P̄ ) generates the maximal ideal ofWΛ[x].
Thus L−1Prim (P̄ ) also generates the maximal ideal of WΛ[x]. If

L−1Prim (P̄ ) /∈ Λ[x],

then L−1Prim (P̄ ) generates the maximal ideal in WΛ(x) as well.
Suppose that L−1Prim (P̄ ) = f(x) ∈ Λ[x]. Then Prim (P̄ ) = f(−∂).

Since P is irreducible in WΛ(x), we have degΛ[x] f(x) = 1. This contradicts

rankP > 1. Hence L−1Prim (P̄ ) is irreducible in WΛ(x).
Moreover since Ad(x1−λ(P ;t)) does not change the irreducibility, we have

Ad(x1−λ(P ;t))LPrim (P̄ ) is irreducible in WΛ(x). Then Proposition 2.9 tells
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that PrimAd(x1−λ(P ;t))L−1Prim (P̄ ) generates the maximal ideal in WΛ[x].
Thus if E(1−λ(P ; t))P̄ /∈ Λ[x], then E(1−λ(P ; t))P̄ is irreducible inWΛ(x).

Suppose that E(1− λ(P ; t))P̄ = g(x) ∈ Λ[x]. Then

PrimAd(x1−λ(P ;t))L−1Prim (P̄ ) = g(∂).

Hence g(x) = ax + b for some a, b ∈ Λ from the irreducibility. Thus there
exists f(x) ∈ Λ[x] such that

Ad(x1−λ(P ;t))L−1Prim (P̄ ) = f(x)(ax∂ + bx− 1 + λ(P ; t)).

Hence
Prim P̄ = f(−∂)(−ax∂ − b∂ − 1 + λ(P ; t)).

This is the contradiction since rankP > 1 and P is irreducible in WΛ(x).
The second assertion follows from the same argument.

We shall define Φ-root system of L(P ) which is an analogue of the root
system of Q(P ). For this purpose, we recall roots of Q(P ) first. The set of
real roots is

∆re =
⋃
c∈C

W (P )c,

i.e., the union of W (P )-orbit of c ∈ C. To define imaginary roots, let us
consider the set

F = {α ∈ Q(P )+ =
∑
c∈C

Z≥0c | 〈α,c〉≤0 for all c∈C,
suppα is connected.}\{0}.

Here we say supp(α) is connected if α =
∑

c∈C αcc satisfies the following. If
I = {c ∈ C | αc 6= 0} is decomposed by a disjoint union I = I1 q I2 such
that we have 〈c1, c2〉 = 0 for all c1 ∈ I1 and c2 ∈ I2, then I1 = ∅ or I2 = ∅.

We define the set of imaginary roots by

∆im =W (P )F ∪ −(W (P )F ).

And we define the set of roots by

∆ = ∆re ∪∆im.

Let us define Φ-roots as an analogue of ∆. We consider the following
subset of L(P ),

∆Φ
re =

⋃
t∈T (P )

W̃ (P )Φ(ct),

i.e., the union of W̃ (P )-orbit of Φ(ct). We call this the set of Φ-real roots.
We also consider the subset

FΦ = {a ∈ L(P ) ∩
p∏

i=0

ki∏
j=1

Zli,j
≥0\{0} | ai,j,1≥ai,j,2≥···≥ai,j,li,j , d(a;t)≥0

for all i=0,...,p, j=1,...,ki,t∈T (P )
}.
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Then let us define the set of Φ-imaginary roots by

∆Φ
im = W̃ (P )FΦ ∪ −(W̃ (P )FΦ).

We call
∆Φ = ∆Φ

re ∪∆Φ
im

the set of Φ-roots and

∆Φ+ = ∆Φ ∩
p∏

i=0

ki∏
j=1

Zli,j
≥0

the set of Φ-positive roots. Elements in ∆Φ and ∆Φ+ are called Φ-roots and
Φ-positive roots respectively.

The following proposition assures that ∆Φ can be seen as a natural gen-
eralization of the root system ∆.

Proposition 3.5. If Φ is injective, then

Φ−1(∆Φ) ⊂ ∆.

Proof. It is clear that Φ−1(∆Φ
re) ⊂ ∆re. Hence we need to check Φ−1(FΦ) ⊂

F . To show this, it suffices to see that supp(Φ−1(α)) are connected for all
α ∈ FΦ. Let us suppose the contrary, i.e., there exists α =

∑
c∈C αcc ∈

Φ−1(FΦ) such that supp(α) is not connected. Since Φ is injective, there
exists i0 ∈ {0, . . . , p} and we have

T (P ) = Ti0

and all ki are ki = 1 except ki0 by Theorem 3.3. Hence for any t ∈ T (P )
and i ∈ {0, . . . , p}\{i0}, we have

〈ct, c(i, 1, 1)〉 = −1.

This shows that αc(i,1,1) = 0 for all i ∈ {0, . . . , p}\{i0}. And since

αc(i,1,1) ≥ α(i,1,2) ≥ · · · ,

we have αc(i,1,s) = 0 for i ∈ {0, . . . , p}\{i0} and s = 1, . . . , li,1.
Next we show that for any t, t′ ∈ T (α) = {t ∈ T (P ) | αct 6= 0}, we have

wtci0 (wt′i0
− wti0

) = 1.

Suppose that we can show this. Then we have

〈ct, ct′〉 = 0
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for t, t′ ∈ T (α) (t 6= t′). And for t ∈ T (α), we have

〈α, ct〉 > 0,

since αct ≥ αc(ti0 ,1)
. This is the contradiction.

Let us show the above claim. If there exist t, t′ ∈ T (α) such that

wtci0 (wt′i0
− wti0

) ≥ 2.

Then
〈ct′ , ct〉 6= 0.

Let us take t′′ ∈ T (α) satisfying

wtci0 (wt′′i0
− wti0

) = 1.

Then 〈ct′′ , ct〉 = 0. However we have

wtci0 (wt′′i0
− wt′i0

) ≥ 2,

thus 〈ct′′ , ct′〉 6= 0. This contradicts the assumption that supp(α) is not
connected.

The following theorem shows that the irreducible condition for the dif-
ferential operator P relate to the root condition of m(P ) ∈ L(P ).

Theorem 3.6. If P is irreducible in WΛ(x), then we have the following.

1. We have that m(P ) ∈ L(P ) is the element in ∆Φ+.

2. If idxm(P ) > 0, then idxm(P ) = 2.

3. We have

m(P ) ∈

{
∆Φ

re if idxm(P ) = 2,

∆Φ
im if idxm(P ) ≤ 0.

Proof. Proposition 3.4 tells that if

W̃ (P )m(P ) 6⊂ L+(P ) = L(P ) ∪
p∏

i=0

ki∏
j=1

Zli,j
≥0 ,

then there exist t(1), . . . , t(r) ∈ T (P ) such that

rankE(t(r)) ◦ · · · ◦ E(t(1))P = 1.

Thus for Qr = E(t(r)) ◦ · · · ◦ E(t(1))P , there exist w ∈ W̃ (P ) and t ∈ T (P )
such that

wm(Qr) = Φ(ct).
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Hence we have
m(P ) ∈ ∆Φ

re

and
idxm(P ) = 2.

Next we assume
W̃ (P )m(P ) ⊂ L+(P ).

First we show that idxm(P ) ≤ 0. To do this, we suppose the contrary, i.e.,
idxm(P ) > 0. Let us take an element b ∈ W̃ (P )m(P ) which has the least
rank in W̃ (P )m(P ) and

bi,j,1 ≥ bi,j,2 ≥ . . . bi,j,li,j for all i = 0, . . . , p, j = 1, . . . , ki. (11)

Since idxb > 0, we can show that there exist t ∈ T (P ) such that

rankσ(t)b < rankb.

Indeed, since 〈Φ−1(b),Φ−1(b)〉 > 0, there exist c ∈ C such that

〈Φ−1(b), c〉 > 0.

The condition (11) implies c ∈ {ct | t ∈ T (P )}. This shows the above claim.
However this contradicts the choice of b. Hence idxm(P ) ≤ 0.

Next we show m(P ) ∈ ∆Φ
im. Let us take one of the least rank element

b ∈ W̃ (P )m(P ) which satisfies the condition (11) as above.
Since 〈Φ−1(b),Φ−1(b)〉 ≤ 0, we have 〈Φ−1(b), c〉 ≤ 0 for all c ∈ C. This

shows that
b ∈ FΦ.

Hence we have
m(P ) ∈ ∆Φ

im.

In the theory of the middle convolution, the Katz algorithm is one of the
most important results. This shows that if an irreducible Fuchsian differ-
ential operator or a local system is rigid, i.e., uniquely determined by local
structures around their singular points, then this operator or local system
can be reduced to rank 1 element by finite iteration of the middle convolu-
tions and the additions. This rigidity condition is estimated by the certain
number, so-called the index of rigidity. Namely, one can show that a Fuch-
sian differential operator or local system are rigid if and only if their index
of rigidity is 2.

A generalization of this theorem for non-Fuchsian differential operators
is obtained by D. Arinkin and D. Yamakawa independently (see [1] and
[17]). We can show an analogue of their results as a immediate consequence
of Theorem 3.6.
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Corollary 3.7 (Cf. Arinkin and Yamakawa [1],[17]). Suppose that P is
irreducible in WΛ(x). There exist t(1), . . . , t(r) ∈ T (P ) such that

rankE(t(r)) ◦ · · · ◦ E(t(1))P = 1,

if and only if
idxm(P ) = 2.

Proof. For any t ∈ T (P ), we have

rankΦ(ct) = 1.

Hence this follows from Theorem 3.6 and the definition of ∆Φ
re immediately.
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