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Abstract

A logical space is a pair (A,B) of a non-empty set A and a subset B
of PA, and a deduction pair on A is a pair (R,D) of a subset D of A and
a relation R between A* and A. It will be shown that we can understand
the true nature of logical completeness via consideration of those simple
notions.
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1 Logical spaces for logical systems

A logical space is a pair (A, B) of a non-empty set A and a subset B of the
power set PA of A. Since PA is identified with {0,1}* and {0,1} is a typical
lattice, a pair (A,JF) of a non-empty set A and a subset F of BA for a lattice B
with #B > 1 is also called a functional logical space. Also, a deduction pair
on A is a pair (R, D) of a subset D of A and a relation R between A* = UR:O A™
and A.

The purpose of this introductory section is to show that each logical system
with a truth yields a logical space. The main purpose of the subsequent sections
is to show that we can understand the true nature of the completeness in the
logical systems via consideration of the simplest notions of logical spaces and
deduction pairs.

In fact, this paper is an abridged translation of an impermanent aspect of
the author’s personal electronic publication Mathematical Psychology [4], where
work in progress has been shown for more than decade by frequent revisions, and
in particular, the theory of logical spaces has been developed more elaborately
than here and applied. There are other abridged translations [2][3][5] of [4], and
the present paper is also intended to be preliminaries to [2] and a continuation
of [3].

Although mathematical psychology overlaps with mathematical logic, phi-
losophy, linguistics, and so on, it is a new branch different from any one of
them, and as such, free to use new terminologies and formulations. Therefore,
this paper will be made as self-contained as tolerated.

However, our set-theoretical notation and terminology will be standard ex-
cept that we denote the set of the finite subsets of a set X by P’X and that we
denote the set of the mappings of a set Y into a set Z by Y — Z instead of ZY.
Thusf €Y = Zmeans f: Y — Z.

1.1 Sorted algebras

Here is given an account of algebras to the extent necessary for the definition of
the notion of logical systems. For omitted proofs and further results, we refer



the reader to [4][5].

For each set A and each natural number n, an n-ary operation on A is a
mapping « of a subset D of A™ into A. The set D is called the domain of «
and denoted by Dom . The number n is called an arity of «, and so if D = (J,
every natural number is an arity of . We say that « is global if D = A™. A
subset B of A is said to be closed under the operation « if «(aj,...,an) € B
for each (a7,...,an) € B*ND. If B is closed under «, the restriction |gnnp
of & to B becomes an operation on B.

An algebra is a set A equipped with a family (xx)aea of operations on
A, which we call the operation system or OS of the algebra A. We often
identify the operation x, with its index A. The algebra (A, (xx)aeca) is said to
be global if «, is global for every A € A.

The algebra (A, (xa)aea ) has two kinds of subalgebras. The first is an alge-
bra (A, (&, )uem) obtained by reducing the OS of A from (o )aea to (xp)uem
for a subset M of A. Such an algebra will be called an operational subal-
gebra. Also, if a subset B of A is closed under ) for each A € A, then B
becomes an algebra equipped with the operation system (fx)aea consisting of
restrictions B of o to B. Such an algebra (B, (fa)aca) is called a support
subalgebra.

Let A be an algebra. Then the intersection of support subalgebras of A
is also a support subalgebra of A, and A itself is a support subalgebra of A.
Therefore, for each subset S of A, the intersection of all support subalgebras of
A which contain S is the smallest of the support subalgebras of A which contain
S. We denote it by [S].

Two algebras A and B are said to be similar, if they have operation systems
(aa)aen and (Ba)aen indexed by the same set A, and ) and 3 have a common
arity for each A € A.

Let (A, (aa)aen) and (B, (Ba)aea) be similar algebras. Then a mapping f
of A into B is called a homomorphism or a A-homomorphism if it satisfies
the following two conditions for all A € A, where n, denotes an arity common
to o and Pa.

e If (ar,...,an,) € Domay, then (far,...,fan,) € Dom i
and f(aa(ar,...,an,)) = Palfar,...,fan, ).

o If (a1,...,an,) € A™ and (faj,...,fan, ) € Dom B,
then (aj,...,an,) € Dom xj.

A bijective homomorphism is called an isomorphism. If both A and B are
global algebras, a mapping f of A into B is a homomorphism iff it satisfies the
following condition for all A € A and all (aj,...,an,) € A™:

flaa(ar,...,an,)) = Bal(far,...,fan,).

A sorted algebra is an algebra A equipped with an algebra T similar to A
and a homomorphism o of A into T. We call T and o the type algebra and
the sorting of the sorted algebra A. For each subset S of A and each t € T, we
define the t-part St of S to be the inverse image {a € S| ca =t} of tin S by o.



Let (A,T,0) and (B, T, T) be sorted algebras with the same type algebra T.
Then a mapping f of A into B is said to be sort-consistent, if it satisfies 1f = o,
or equivalently f(Ay) C By for all t € T.

A sorted algebra (A, T, o) is said to be universal or called a USA if A has
a subset S which satisfies the following two conditions, the latter being called
the universality.

e A=1[S].

o If (A’,T, 0') is a sorted algebra and ¢ is a mapping of S into A’ satisfying
o’@ = ols, then there exists a sort-consistent homomorphism f of A into
A’ which extends @.

It is known that f in the above condition is uniquely determined by ¢.
The following theorem is known to hold.

Theorem 1.1 (Unique Existence of USA) Let S be a set, T be an algebra,
and T be a mapping of S into T. Then there exists a USA (A, T, 0,S) with o|s = .
If (A7, T,0’,S) is also a USA with o'|s = T, then there exists a sort-consistent
isomorphism of A onto A’ extending ids.

Let (A,T,0) be a sorted algebra and V be a non-empty set. Define AV =
Uer(V — Ay). Then we can construct a sorted algebra (AV, T, p) as follows.
First define the sorting p of AY into T by pb =t for each b € V — A, and each
t € T. Then

pb = o(bv)

for each b € AY and each v € V. Let (xy)aca and (Ta)rea be the OS’s of A
and T respectively, and let n) be an arity of a) and T). For each A € A, define
the operation By on AV as follows. First define the domain of B to be

Dy = {(b1,...,bn,) € (AY)™ | (pb1,...,pbn,) € Dommy}.

If (b1,...,bn,) € Dy, then (0(b1v),...,0(bn,v)) = (pb1,...,pbn,) € Dom Ty
so (by1v,...,bn,v) € Doma, for each v € V, and we can define the mapping
Ba(b1,...,bn,) of Vinto A by

(Bx(b1 yoee »bnx ))V = (X)\(bﬂ), AN ,bn)\\))
for each v € V. Furthermore
U(O(A(b]V, ) vbT‘U\V)) =TA (G(b]\)), L) O_(bn)\v)) = T)\(pb1 Y prU\))

and t = TA(pb1,...,pbn,) is not varied by v € V, hence Ba(b1,...,bn,) €
V — Ay € AV. Thus By certainly is an operation on AV for each A € A, and
so (AY, (Ba)ren) becomes an algebra. Furthermore

p(B?\(bh-”»bn)\)) = O—((B?\(blw-' )bnA))V)
= ()‘((XA(b]V,... )bﬂ)\v)) :T)\(pb1"-')pbﬂ)\)



with any element v € V, and so p is a homomorphism of AY into T. Thus
we have constructed the sorted algebra (AV,T, p), which we call the power
algebra of A with exponent V.

1.2 From logical systems with a truth to logical spaces

By definition of moderate generality, a formal language is a universal sorted
algebra (A, T, 0,S) equipped with subsets C and X # @ of S and a set T which
satisfy the following three conditions.

e The prime set S is the direct sum CII X of C and X.

e Let (Ta)aca be the OS of the type algebra T. Then its index set A is
contained in the direct sum I'IITX of I and I'X, where I'X is the set of all
formal products yx of y € I and x € X.

e The arity of each operation 1) with A € ANTX is equal to 1.

We call C and X the sets of the constants and variables respectively. Hence-
forth, we identify each index A € ANTX with the operation Ty, call it a variable
operation, and denote its domain by Tj.

Let (A,T,0,S,C,X,T) be a formal language. Define A’ = ANT and let T’ be
the operational subalgebra of T obtained by reducing the OS of T from (Ta)aen
to (Ta)aeas. Then, a sorted algebra W is called a representable world or a
cognizable world for A, if it satisfies the following two conditions.

e The type algebra of W is equal to T'.
e W, # () for each t € oS.

Furthermore, an arbitrarily chosen non-empty collection W of representable
worlds for A is called the domain of the actual worlds for A.

For each actual world W € W for A, a C-denotation into W is a mapping
® of C into W which satisfies ®Cy C W; for each t € T. There is at least
one C-denotation. If C = 0, then since ® — W = {0} by the set-theoretical
definition of Y — Z, () is the unique C-denotation. Similarly, an X-denotation
into W is a mapping v of X into W which satisfies vXy C Wy for each t € T. We
denote the set of all X-denotations into W by Vx w. Then Vx w # 0, and so
we can construct the power algebra (WVYxw T’ o) of W with exponent Vx,w.
Let (Ba)aear be its OS.

Suppose that, for an actual world W € W for A and for each variable
operation A € A NTX and the variable x such that A € I’x, we are given a

mapping
Aw € <U (WUX—>Wt)> VIV
teT)

which satisfies

AW(WO'X — Wt) c W)\t



for each t € Ty. Then we can define the unary operation $» on WVYxw for
each A € ANTX as follows, and extending the OS of WYXW from (Ba)ren’ to
(Ba)aen, we can construct the sorted algebra (WVYx.w T p). First we define, for
each pair x,w of x € X and w € Wgy, the transformation v — (x/w)v on Vx w
by

vy when X3y #x,

((x/whv)y = {

w  when y = x.

Next we define, for each quadruple t, @, x,v consistingof t € T, @ € Vx w — Wy,
x € X and v € Vx,w, the mapping ¢ ((x/0)v) of Wey into W, by

(@ ((x/TW)) w = o ((x/whv)

for each w € Wg. We finally define for each A € A NTX the unary operation
Br on WYX.w as follows. Suppose A € I'x with x € X. First we define

I)OHlBA = LJ (\Ggyv — VV&).

teTy

Next for each t € Ty and each @ € Vx,w — W, we define 35 ¢ to be the element
of Vx w — W, such that

(Bre)v =Aw (@ ((x/O)v))

for each v € Vx w. Since (p((x/D)v) € Wox — Wi and Aw (W — W) C
Wi, certainly (Ba@)v € Wi, Since Vx,w — W, is the t-part of WVx.w for
each t € T, we have thus constructed the sorted algebra (WVxw T p). We call
the mapping Aw used above for A € ANTX an interpretation of A on W.

Now let @ be a C-denotation into W. Then we can construct the sort-
consistent homomorhism ®* of A into WYXW ag follows. First we define the
mapping ¢ of S into Vx,w — W so that

(pa)v = ®a when a € C,
® " )Jva whenaeX

for each v € Vx,w. Then @S¢ C Vx,w — W, for each t € T because ®Cy C Wy
and vX¢ C Wy, and so ¢ maps S into WY*Xw and satisfies p = ols. Therefore
by the universality of A, there exists a unique sort-consistent homomorphism of
A into WYX W which extends ¢. We call it the semantic mapping determined
by ® and denote it by ©*.

By definition, a logical system is a triple A, W, (Aw)a,w of a formal lan-
guage (A,T,0,5,C,X,T), a domain W of actual worlds for A, and a family
(Aw)a,w of interpretations Aw of variable operations A € ANTX on W € W.

Suppose the logical system A, W, (Aw ) w satisfies the following condition.

e For an element ¢ € T, the ¢p-part Ay of A is non-empty, and the ¢p-part
Wy, of each W € W is equal to T = {0, 1}.



Then we call ¢ a truth and call the elements of Ay the sentences.

Suppose A, W, (Aw )a,w is a logical system with a truth ¢. Then we can
construct a non-empty subset Fw of Ay — T as follows. Let W € W be
an actual world and ® be a C-denotation into W. Then since the semantic
mapping @* is sort-consistent and the ¢-part Vx w — Wy of WYXV is equal
to Vx w = T because Wy, = T, we have ®*Ay C Vx w — T, and so for each
v € Vx,w, we obtain the mappping a — (@*a)v of Ay into T. We define Fw
to be the set of all those mappings obtained from all possible triples W, @, v of
actual worlds W € W and C-denotations @ into W and v € Vx w.

Thus we have seen above that each logical system A, W, (Aw )a,w with a
truth ¢ yields the pair (Ag,Fw) of Ay and the subset Fyy # 0 of A, — T. We
call (Ag,Fw) the sentence logical space.

2 Preliminaries

Here is given an account of notions which underlie the theory of logical spaces.

2.1 Covers and properties of finite character

Definition 2.1 Let A be a set, B be a subset of PA, and X be a subset of A.
Then X is said to be extra-covered by B, if for each Y € P’X there exists an
element B € B such that Y C B. Also, X is said to be super-covered by B, if
for each Y € P’X there exists an element B € B such that Y C B C X. Also, X
is said to be ultra-covered by B, if P’X C B.

As an immediate consequence of Definition 2.1, we have that if X is ultra-
covered by B, then X is super-covered by B. Also, if X is super-covered by B,
then X is extra-covered by B. Also, if X is extra-covered by B, then X is covered
by B in the usual sense that X C (Jgcu B holds. Also, if X € B, then X is
super-covered by B. Furthermore, if B is downward in the sense that PB C B
for each B € B, then the notions of extra-cover, super-cover, and ultra-cover by
B are identical.

Definition 2.2 Let A be a set and B be a subset of PA. Then B is said to be
finitary, if every subset of A which is extra-covered by B belongs to B. Also,
B is said to be quasi-finitary, if every subset of A which is super-covered by
B belongs to B. Also, B is said to be semi-finitary, if every subset of A which
is ultra-covered by B belongs to B.

As an immediate consequence of Definition 2.2 and the remark following
Definition 2.1, we have that if B is finitary then B is quasi-finitary, and that
if B is quasi-finitary then B is semi-finitary. Furthermore the following holds,
which in particular shows that the above definition of “finitary” is identical with
the usual one.



Theorem 2.1 Let A be a set and B be a subset of PA. Then the following
four conditions are equivalent.

1) B is finitary.

2) B is downward and quasi-finitary.

3) B is downward and semi-finitary.

(
(
(
(4

)
)
)
) A subset X of A belongs to B iff X is ultra-covered by B.

Proof Since elements of B are extra-covered by B, (1) is equivalent to the
following condition.

(5) A subset X of A belongs to B iff X is extra-covered by B.

Also, each of the conditions (1) - (5) implies that B is downward, and if B is
downward, then extra-cover, super-cover, and ultra-cover by B are identical.
Therefore, the conditions (1) - (5) are equivalent.

Theorem 2.2 Let A be a set and B be a subset of PA. Assume that B is
quasi-finitary. Then the ordered set (B, C) is inductive.

Proof Let {Bi | 1 € I} be a non-empty totally ordered subset of B. Define
X = Uier Bi- If Y € P’X, then there exists an index i € I such that Y C B;.
Since By € B and B; C X, X is super-covered by B, hence X € B. Therefore
(B, C) is inductive.

Definition 2.3 Let A, B be sets and @ be a mapping of PA into PB. Then ¢
is said to be finitary, if @X = UYE?,X @Y for each X € PA.

Note that an increasing mapping ¢ € PA — PB is finitary iff X C Uycp x @Y
for each X € PA. Note also that PA — PB is a complete lattice with respect to
the order C defined by

© CYP & X CPX forall X € PA

for each (@,\) € (PA — PB)2. Incidentally, a mapping @ € PA — PB is
finitary iff, for each element b € B, the subset A, = {X € PA | b &€ @X} of PA
is finitary.

Theorem 2.3 Let A, B be sets. Then the following holds.
(1) If ¢ € PA — PB is finitary, then ¢ is increasing.

(2) If @ € PA — PBis finitary and \p € PA — PB is increasing, then the subset
{X € PA | X C X} of PA is quasi-finitary, and ¢ C P holds iff Y C Y
for all Y € P’A.



(3) If ¢ € PA — PB and Y € PB — PC are finitary for a set C, then the
composite mapping P - ¢ € PA — PC is finitary.

(4) If (@i)ier is a family of finitary mappings @i € PA — PB, then their
supremum | J;.; @i in PA — PB is also finitary.

(5) If ¢ € PA — PB is finitary and D C A, then the mapping X — ¢@(X U D)
is also finitary.

Proof (1)IfX,Y € PA satisfy X C Y, then since P’X C P’'Y, we have ¢X C @Y.

(2) Suppose X € PA is super-covered by B ={Z € PA | ¢Z C {Z}. Then
for each Y € P’X, there exists a set Z € B such that Y C Z C X, so ¢Y C ¢Z C
PZ C PX. Hence X C PX, that is, X € B. Therefore B is quasi-finitary. If
@Y C Y for all Y € P’A, every member of PA is ultra-covered by B, hence
PA C B, which implies ¢ C .

(3) Let X € PA and Z € P'(@X). Then Z C X = Uycp x @Y, and so for
each element z € Z, there exists a set Y, € P’X such that z € @Y,. Define
Yz = U,ez Yz Then Yz € P’X and Z C @(Yz), hence YZ C d)((p(YZ)).
Therefore, P(@X) = UZefP’((pX) Yz C UZe?/((pX) lb((P(YZ)) - UYe(P'X P(eY).
Since P - @ is increasing, we conclude that 1 - @ is finitary.

(4) Let @ = [J;c @i Then the following holds for each X € PA, hence ¢ is
finitary:

ox=Uex=U[ U o) = U (Yoo] - U or

iel iel \Ye?P’X YeP’X \iel YeP’X

(5) Let  be the constant mapping X — D on PA. Then, since @,idpa, and
 are finitary, so is @ - (idpa U &), which is equal to X — @ (X U D).

2.2 Closure operators

A closure operator on an ordered set (A, <) is a mapping @ € A — A which
satisfies the following three conditions.

(1) ¢ is extensive in the sense that x < @x for all x € A.
(2) @ is idempotent in the sense that @(@x) = @x for all x € A.
(3) o is increasing in the usual sense that if x <y then @x < @y.

The set {x € A | ox = x} of @-fixed elements will be called the fixture domain
of @. It is equal to the image @A of ¢ and also to the set {x € A | ox < x} of
@-closed elements. Note that the order < on A induces the order < on A — A
defined by

e <VP & ox <Uxforal xeA

for each (@,1) € (A = A)2.
The following theorem is very important, but it is probably well-known and
easily proved, so we omit its proof and sometimes use it without notices.



Theorem 2.4 Let (A, <) be an ordered set. Then the following holds.

(1) If ¢ is a closure operator on (A, <) and B is the fixture domain of ¢, then
ex =min{y € B | x <y}

(2) If B is a subset of A such that there exists min{y € B | x < y} for each
element x € A, then the mapping x — min{y € B | x < y} is a closure
operator on (A, <) and its fixture domain is equal to B.

(3) Two closure operators @, on (A, <) satisfy ¢ <1 iff the fixture domain
of P is contained in that of @.

Theorem 2.5 Let (A, <) be a complete lattice and, for each subset B of A, let
B™ denote the set {inf X | X C B}. Let us say that B is N-closed in (A, <) if
B™ = B. Then B" is the smallest of the N-closed subsets of A which contain
B (for this reason, we call B the N-closure of B in (A, <)). Therefore, the
mapping B + B is a closure operator on (PA,C), and its fixture domain is
equal to the set of the N-closed subsets of A.

In particular, if A is a set and B is a subset of PA, then the following holds
for the N-closure B" of B in (PA,C).

(1) ngBe'B B = ﬂngET,m X for each Y € PA.

(2) UBer{A}B = UXEBM{A}X'

Proof Since inf{x} = x for all x € A, we have B C B™. Next, if (Xi)ier is a
family of subsets of A, then inf{inf X; | 1 € I} = inf (UieI Xi), which implies that
BM is N-closed. Also, if B C B’ C PA and B’ is N-closed, then B" C B’ = B'.
Thus the former assertion holds. As for the latter assertion, if Y € PA and
YCXeB"—{A}, then Y C X ={\xcpep_ (a) B- Therefore (1) and (2) hold.

Theorem 2.6 Let A be a set and, for each subset B of PA, let B be the set of
the subsets of A which are super-covered by B. Then the mappping B — B is a
closure operator on (P(PA),C) and its fixture domain is equal to the set of the
quasi-finitary subsets of PA. Therefore, B is the smallest of the quasi-finitary
subsets of PA which contain B (for this reason, we call B the quasi-finitary
closure of B).

Furthermore the following holds.

(1) Nycpes B=ycxes X for each Y € P’A.

(2) UBeﬁ—{A}B = Uxeﬁf{/\} X.

(3) B — B consists of infinite sets.

Proof Let B C PA. Then elements of B are super-covered by B, hence B C B.

If BC B’ C PA, then elements of PA super-covered by B are also super-covered
by B’, hence B C B’. Suppose X € PA is super-covered by B. If Y € P’'X,
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then there exists B’ € B such that Y C B/ C X, and so there exists B € B such
that Y C B C B’ C X. Thus X is super-covered by B. Therefore B C B. We
have shown that the mappping B — B is a closure operator. By Definition 2.2,
B = B iff B is quasi-finitary.

Suppose Y € P’A and Y C X € B. Then there exists a set B € B such that
Y C B C X. Therefore (1) holds. If x € X € B — {A}, then there exists a set
B € B — {A} such that x € B C X. Therefore (2) holds. If X is a finite set in
B, then since X € P’X, there exists a set B € B such that X C B C X, hence
X =B € B. Thus (3) holds.

Theorem 2.7 Let A be a set. Then the mapping B — BN of P(PA) into itself
is a closure operator on (P(PA), C), and its fixture domain is equal to the set of
the subsets of PA which are N-closed in (PA,C) and quasi-finitary. Therefore,
BN is the smallest of the subsets of PA which contain B and are N-closed in
(PA,C) and quasi-finitary (for this reason, we call B" the quasi-finitary N-
closure of B).

Proof We only need to show that if B is a N-closed subset of PA then so is
B. Let (Xi)ier be a family of subsets of B and define X = Nicr Xi- IFY € P'X,
then for each i € I, there exists an element B; € B such that Y C B; C X;. Let
B = ﬂiel Bi. Then Y C B C X, and B € B because B is N-closed. Therefore

X € B as desired.

Theorem 2.8 Let (A, <) be an ordered set. For each element a € A, let («, a]
denote the downward interval {x € A | x < a}. Also, le us say that a subset B
of A is downward if («—,b] C B for all b € B. Furthermore, for each subset B
of A, define

B = (bl

beB

(—
Then the mapping B +— B is a closure operator on (PA,C) and its fixture
domain is equal to the set of the downward subsets of A.

H
Proof This is because B is the smallest of the downward subsets of A which
contain B (for this reason, we call B the downward closure of B).

Theorem 2.9 Let A be a set and B be a subset of PA. Then the quasi-finitary
closure % of the downward closure % of B in (PA, C) is equal to the set of the

:
elements of PA which are extra-covered by B, and the mapping B — B is a
closure operator on (P(PA), C) whose fixture domain is equal to the set of the

:
finitary subsets of PA. Therefore, B is the smallest of the finitary subsets of
:
PA which contain B (for this reason, we call B the finitary closure of B).

11



Proof First assume that X € PA is extra-covered by B.E Y € P’X, then there
exists an element B € B such that Y C B, hence XNB &€ B and Y C XNB C X.

= =
Thus X € BFNext assume X C X' € B. If Y € P’X, then there exists an
element Z € B such that Y C Z C X’, and so there exists an element B € B
such that Y C Z C B. Therefore X is extra-covered by B. We have shown that

:
B is equal to the set of the elements of PA which are extra-covered by B and

= =
also that B is downward. Therefore, the mapping B +— B is a closure operator
and its fixture domain is equal to the set of the finitary subsets of PA.

Theorem 2.10 Let ¢ be a closure operator on a complete lattice (A, <) and
let B be the fixture domain of ¢. Then the following holds.

(1) supg X = @(supp X) and infg X = @(infa X) =infa X for all sets X C B.
(2) min B = @(min A) and max B = maxA.
(3) @(supa(@Y)) = @(sup, Y) for all sets Y C A, where @Y ={oy |y € Y}

Consequently, (B, <) is also complete and B is N-closed in A.

Proof Suppose X C B. Then, for all elements x € X, we have x < supa X,
hence x = @x < @(supp X) € B. Conversely, if an element y € B satisfies x <y
for all elements x € X, then sup, X <y, hence @(supp X) < oy =y. Thus
@(supp X) = supg X, and similarly @(infa X) = infg X. Furthermore, since
@(infa X) < @x = x for all elements x € X, we have @(infa X) < infa X, so
infa X € B, hence infg X =infa X.

For all elements x € B, we have min A < x, hence B 3 ¢(minA) < @ox = x.
Therefore min B = @(min A). Similarly max B = ¢(max A). Furthermore, since
max A < @(maxA), we have @(maxA) = maxA.

Suppose Y C A. Then, since @y > y for all elements y € Y, we have
supa (@Y) > supa Y, hence @(supa (@Y)) > @(supa Y). Also, since y < supp Y
for all elementsy € Y, we have oy < @(sup, Y), and sosup (@Y) < @(sup, Y),
hence @(sup (@Y)) < @(sup, Y). Therefore @(supa (@Y)) = @(supp Y).

Theorem 2.11 Let A be a set, @ be a closure operator on (PA,C), B be the
fixture domain of @, D C A, and define {p € PA — PA by X = @(XUD). Then
1 is also a closure operator and its fixture domain is equal to {Y € B | D C Y}.
If furthermore ¢ is finitary, so is 1.

Proof Let B’ ={Y € B|D C Y}. Then ¢(XUD) =min{Y € B' | X C Y} by

Theorem 2.4, hence the former assertion. The latter assertion is a consequence
of Theorem 2.3.
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3 Latticed representations

This section is also of preliminary nature, but is much closer to logical spaces
than the previous section.

Throughout this section, we let A be a set, and denote by A* the set of all
sequences X1 - - - X of elements x1,...,x, of A of arbitrary finite length n > 0.
In other words, A* is the free monoid on A. We denote elements of A by x,vy, ...,
while elements of A* by «, f3,..., both with or without numerical subscripts.
This alphabetical convention will be used throughout the remainder of this
paper. In particular, the element of A* of length 0 or the identity element of the
monoid A* will be denoted by e. When o = x1 - --x;, € A*, we denote the subset
{x1,...,%xn} of A also by «, where if n = 0, then &« = ¢ and {x1,...,xn} = 0.
This sequence convention will also be used throughout the remainder of this
paper.

Let S, T be sets. Then the relations between S and T may be regarded as
the subsets of S x T, and if we regard so, we may discuss the order R C Q of
relations R, Q between S and T, and if R C Q, we may say that R is contained
in Q or that Q contains R. In particular, the term “largest” in Definition 3.3,
Theorems 3.20, 6.1, and so on means “largest with respect to the order C,” and
similarly for the term “smallest.”

3.1 Validity relations of latticed representations

Throughout this subsection, we let B be a lattice with respect to the order <,
meet /\, and join V, and with the smallest element 0 and the largest element 1.
Then a latticed representation of A on B is simply a mapping f of A into B.

Roughly speaking, each “non-trivial” latticed representation is regarded as
a functional logical space, and conversely, each logical space is “equivalent” to
a latticed representation. This is the reason why latticed representations are
relevant to the theory of logical spaces.

For the latticed representation (A, B, f), we can define the relation < on A*
by

& ¢ B & inf fa < supff, (3.1)
because every finite subset of B has its infimum and supremum in B. Thus if
X = X7 " *Xm, P = Y1---Yn, then fo = f{x1,...,xm} = {fx1,...,fxm} and

fB =f{y1,...,yn} = {fy1,...,fyn} by the sequence convention, hence

X1 Xm SFYT-Yn = inf{fxq,...,fxm} <sup{fys,...,fyn}
e AL Afxm < fyr V..V fyn,

where inf ) = 1 and sup @ = 0. We call ¢ the f-validity relation.

Here we study the property of the f-validity relation under various algebraic
additional conditions on the latticed representation (A, B, f).

13



Theorem 3.1 The f-validity relation < satisfies the following four laws, where
>=¢ is the dual of <¢:
X <5 X, (repetition law)

x<f B = xo =By
x=f B = xai=¢ B,

xx s B = xx<r B,
xxx =f B = xa=¢ B,

axyP ¢y = ayxP <, }

(weakening law)
(contraction law)

exchange law
oxyp =y = ayxP ¢y ( & )

Proof Omitted.
Remark 3.1 The repetition law is related to but different from

o =g o (reflexivity law)
The <¢ is reflexive iff #B = 1.

Theorem 3.2 The f-validity relation < satisfies the following law:

a5 XP 0 = af ¢,
0ot X, XB e § = & =g b, (cut law)
If B is a distributive lattice, then < satisfies the following law:
xS XY = ofp ¢ 6 (strong cut law)
XB <f 5 =t 0Y. g

Proof In order to prove the strong cut law, let a = inf f, b = inf f3, ¢ =
supfy, d = supfd, and e = fx. Then the premise implies that a < eV ¢ and
e/Ab < d holds. Therefore, if B is distributive, then

aAb<(eVc)Ab<(eAb)Vec<dVe.

Therefore inf f(af) = aAb < dVc =supf(dy), hence aff ¢ dy. If y = ¢ or
f =¢,thenc =0o0r b =1, and so the above displayed reasoning works without
the distributive law. Thus the cut law holds with no additional conditions.

Definition 3.1 If a relation on A* satisfies the repetition law, weakening law,
contraction law, exchange law, and cut law, we say that it is a latticed relation.
Also, if a relation on A* satisfies the repetition law, weakening law, contraction
law, exchange law, and strong cut law, we say that it is a strongly latticed
relation.

Thus, the f-validity relation <¢ is a latticed relation, and if B is distributive,
then < is a strongly latticed relation.

14



Theorem 3.3 The image fA of f contains 0,1 iff the f-validity relation =<
satisfies the following end laws:

there exists an element x € A such that x <y ¢, (lower end law)

there exists an element x € A such that x >=¢ €. (upper end law)

Proof This is because an element x € A satisfies fx = 0 iff x < ¢, while x
satisfies fx = T iff x »=¢ €.

Theorem 3.4 According as 0 = inf fA or 1 = sup fA, the f-validity relation
< ¢ satisfies the following inf-emptiness law or the sup-emptiness law (the union
of these laws will be called the emptiness laws):

x <f & & «a =<y for every element y € A, (inf-emptiness law)
&= € & «=¢y for every element y € A. (sup-emptiness law)

Proof Assume 0 = inffA. If an element o € A* satisfies « <t y for every
element y € A, then inffau < fy for every element y € A, and so inf fa <
inf fA =0, hence x < €. Conversely if @ <t ¢, then & <¢ y for every element
y € A by the weakening law. The rest of the proof is omitted.

Theorem 3.5 Let (x,y) — x/Ay and (x,y) — xVy be binary global oper-
ations on A. Then f is a {A, V}-homomorphism iff the f-validity relation <y
satisfies the following two junction laws:

x Ay <5 X, xA\Y <¢ Y, Xy < XAy, (conjunction law)
xVy =¢ X, xVy =¢ vy, Xy =¢ xV Y. (disjunction law)

Proof Assume that f is a {/\]-homomorphism. Then, for each (x,y) € A x A,
we have f(x Ay) = fx A fy, hence f(x Ay) < fx, f(xAy) < fy, and fxAfy <
f(x Ay). These inequalities show that < satisfies the conjunction law. Simi-
larly, if f is a {V}-homomorphism, then < satisfies the disjunction law.

Conversely, assume that =<y satisfies the conjunction law. Then for each
(x,y) € A x A, we have f(xAy) < fx, f(xAy) < fy, and fxAfy < f(xAy),
hence f(x Ay) = fxAfy. Thus f is a {A}-homomorphism. Similarly, if <¢
satisfies the disjunction law, then f is a {V}-homomorphism.

A subset of B is called a sublattice of B if it is closed under the operations
/A and V.

Theorem 3.6 The image fA of f is a sublattice of B iff the f-validity relation
<¢ satisfies the following quasi-junction laws:

for each (x,y) € A X A, there exists an element z € A such that z <¢ x, z <¢ VY,
and xy <r z. (quasi-conjunction law)
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for each (x,y) € A X A, there exists an element z € A such that z =¢ x, z »=¢ y,
and xy =¢ z. (quasi-disjunction law).

Proof Let (x,y) € A x A. If fA is closed under the operation A, then there
exists an element z € A such that fx Afy = fz, hence fz < fx, fz < fy, and
fx A fy < fz, which imply z < x, z <¢ Yy, and xy <¢ z respectively. Conversely,
if there exists an element z € A which satisfies z ¢ X, z <¢ v, and xy s z,
then fz < fx, fz < fy, and fx Afy < fz, hence fx A fy = fz € fA. The rest of
the proof is omitted.

Theorem 3.7 Assume that B is a Boolean lattice, and let { denote the comple-
ment on B. Furthermore let x — x® be an unary global operation on A. Then
f is a {Q}-homomorphism iff the f-validity relation < satisfies the following
negation laws:

xx? < €, (lower negation law)

xx¥ =y €. (upper negation law)

Proof If f is a {O}-homomorphism, then fx Af(x®) = fxA(fx)® = 0 and
fxV f(x%) = fx V(fx)® = 1 for every element x € A, and so <y satisfies the nega-
tion laws. Conversely, assume that <¢ satisfies the negation laws. Then for every
element x € A, we have fx Af(x?) =0 and fxV f(x®) = 1, hence f(x?) = (fx)?
by the uniqueness of the complement. Thus f is a {{}-homomorphism.

Remark 3.2 Asin [2], in dealing with several lattices simultaneously, we wish
to use different symbols for meets and joins in different lattices, for instance,
N and U for a lattice A, A and V for a lattice B, M and U for a lattice C, and
so on. Then, how about complements in Boolean lattices? The best way is
to use symbols made of those for meets and joins. For instance, if the lattices
A,B,C,... above are Boolean, then use o for A, ¢ for B, O for C, and so
on. This is the reason why an unusual symbol ¢ is used for complements or
negations in this paper and [2]. In [2], the usual symbol — for negations is used
for another kind of negation.

Theorem 3.8 Assume that B is a Boolean lattice, and let ¢ and = be the
complement and implication on B. Furthermore let x — x© and (x,y) — x=1y
be unary and binary global operations on A. Then f is a {{, = }-isomorphism iff
the f-validity relation <¢ satisfies the following implication laws in addition
to the negation laws:

x% < x=vy, (first implication law)
Yy <fx=>vy, (second implication law)
x=y <r x%y. (third implication law)

16



Proof Assume that f is a {¢, =}-homomorphism. Then < satisfies the nega-
tion laws by Theorem 3.7. Furthermore we have

flx=y) = fx=fy = ()0 Vy = f(x°) V fy.
Hence we have three inequalities
f(x?) < flx=y), fy < f(x=vy), fx=y) < f(x®)V fy,

which imply that the implication laws hold.

Conversely, assume that ¢ satisfies the negation laws and implication laws.
Then f is a {{}-homomorphism by Theorem 3.7. Furthermore, (fx)¢ = f(x®) <
f(x=y) and fy < f(x=y) by the first and second implication laws. Hence
fx=fy = (fx)® Vfy < f(x=1y). On the other hand, f(x=1y) < f(x®)Vfy <
(fx)°Vfy = fx=fy by the third implication law. Therefore f(x=1y) =
fx = fy. Thus f is an {=}-homomorphism.

Definition 3.2 Assume that B is a Boolean lattice, and let { and = denote the
complement and implication on B. Also, assume that x Ay, xVy, x°, x=y
are global operations on A, and f € A — B is a {A,V, {, = }-homomorphism.
Then we say that f is a Boolean representation of A on B with respect to
the operations A, V, O, =.

Definition 3.3 Let x Ay, xVy, x°, x=1y be global operations on A. Then a
relation < on A* is called a Boolean relation if it is a strongly latticed relation
and satisfies the junction laws, negation laws, and implication laws with respect
to the operations A\, V, O, =.

Also, a relation < on A* is said to be weakly Boolean, if it satisfies the
repetition law, weakening law, contraction law, exchange law, and the following
four laws with respect to the operations A\, V, ¢, =:

xyax p = xAy,a<x B,
x=<xxB, axyYp = a<xxAvy,B,

xa < B, ya s p = xVy,a< B, }

(strong conjunction law)

xxxyp = axxVuy,pB, (Strong disjunction law)

xxxp = xPa =< B,
xa < p = o=xxB,
xxB, yaxPp = x=y,ax<xp,

xx SyYp = axx=y,p.

(strong negation law)
(strong implication law)

The strong conjunction law and strong disjunction law put together will be
called the strong junction laws. Obviously, the largest relation on A* is
Boolean and weakly Boolean. We call it the trivial relation.

Note that weakly Boolean relations need not satisfy the cut law. The relation-
ship between the Boolean relations and the weakly Boolean relations will be
clarified in the next subsection.
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Theorem 3.9 Assume that B is a Boolean lattice and f is a Boolean represen-
tation with respect to the global operations x Ay, xVy, x%, x=1y on A. Then
the f-validity relation < is a Boolean relation with respect to the operations.

Proof This is a synthesis of Theorems 3.1, 3.2, 3.5, and 3.8.

Theorem 3.10 Assume that fA = B and that the f-validity relation <¢ satis-
fies either the strong conjunction law with respect to a global operation x /Ay
on A or the strong disjunction law with respect to a global operation xVy on
A. Then B is a distributive lattice.

Proof Consider the case where ¢ satisfies the strong conjunction law. Then,
since xy <¢ x and xy <¢ y hold by the repetition law, weakening law, and
exchange law, it follows that < satisfies the conjunction law. Therefore, f is a
{A}J-homomorphism, as shown in the proof of Theorem 3.5. Let a,b,c,d € B and
assume d < aVc, d < bVc. Then there exist elements x,y, z,w € A such that
a = fx, b ="y, ¢ =fz, d =fw, which necessarily satisfy w <¢ xz, w < yz.
Therefore w < x /Ay, z by the strong conjunction law, hence fw < f(x Ay) V fz.
Since f(x Ay) = fx A fy, we conclude that d < (a/Ab)V ¢ holds. Therefore B
is distributive.

Theorem 3.11 Assume that the latticed representation (A, B,f) satisfies the
following condition for all elements o € A*:

a =inffa = azsup(fAﬂ(H a]), } (3.2)

a=supfa — a:inf(fAﬂ la —))),

where (¢«— a] ={b € B|b < a}and [a —») ={b € B| a < b}. Define the
pullback <; of < by f to be the relation on A defined by

x <fy & fx <fy.

Then an element (X7 -+ - Xm, Y1+ Yn) € A* X A* satisfies X1+ Xm <t Y1+ Yn
iff the following holds for all elements (x,y) € A2:

x<ex (i=1,....m),yy<sy(j=1,....n) = x<ry (3.3)

Proof Let a = inf{fxy,...,fxm} and b = sup{fyi,...,fyn}. Then the follow-
ing holds:

x <f X4 (1:])vm) S fxga)
yi<fy(=1,...,n) < b<fy.
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Therefore, we may argue as follows to complete the proof:

(3.3) holds for all elements (x,y) € A?
< if elements x,y € A satisfy fx < a and b < fy, then fx < fy
& if elements c,d € fA satisfy c < a and b < d, then ¢ < d
< sup(fAN (« al) <inf(fAN[b —))
<— a<b

—

X1 Xm ¢ Y1 Yn.

3.2 Analysis of latticed relations

Throughout this subsection, we let A be a set and < be a relation on A* which
satisfies the repetition law, weakening law, contraction law, and exchange law.
Here we search for the laws which are equivalent to the strong cut law, junction
laws, negation laws, and implication laws on <.

Theorem 3.12 Let x Ay be a binary global operation on A, and assume that
< satisfies the cut law. Then the following three laws are equivalent:

(Al) xAy <x, xAy < y.
(A2) xya < B = xAy, < p.
(A3) a xxA\y,p = a=xxp, x<xyp.

Also, the following law (/A4) and (Ab) are equivalent and (A6) imply them. If
< satisfies the strong cut law, then (/A6) is equivalent to (A4) and to (A5):

(M) xy < xAv.
(A5) xAy,a < B = xyu < B.
(N6) a<xB, a<xyYp = a<xxAvy,p.

Let xVy be a binary global operation on A, and assume that < satisfies the
cut law. Then the following three laws are equivalent:

(V1) x<xVy, y<xVuy.
(V2) axxyp = a<xxVy,p.

Also, the following law (V4) and (V5) are equivalent and (V6) imply them. If
< satisfies the strong cut law, then (V6) is equivalent to (V4) and to (V5):

(V4) xVy < xy.

(V5) a xxVy,p = a=<xyp.
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(V6) xa < B, yx<x B = xVy,a<p.

Proof The law (A2) is derived from (Al) by the cut law, exchange law, and
contraction law. We have xy < x and xy < y by the repetition law, weakening
law, and exchange law, and so (A2) with & = € and = x or y implies (A1).
The law (A3) is derived from (Al) by the cut law. We have x Ay < xAy by
the repetition law, and so (A3) with « =x Ay and B = ¢ implies (Al).

The law (A5) is derived from (/A4) by the cut law. The law (A5) with o« = ¢
and B = xAvy implies (A4). The law (A6) is derived from (A4) by the strong
cut law, exchange law, and contraction law. The law (A6) with o = xy and
B = e implies (A4).

Since the dual = of < is also a latticed relation and dual of the strong cut
law is the strong cut law itself, the rest holds by the duality.

Theorem 3.13 Let x° be an unary global operation on A, and assume that <
satisfies the strong cut law. Then the following four laws are equivalent:

01

< ¢ (the lower negation law).

(01) x

(02) axxB, x<x'Bp = =< B.

(03) a<xp = xPa<p.

(04) a<xx°B = xa < B.

Also, the following four laws are equivalent:
05) & < xx® (the upper negation law).

xx< B, xXax B = a<p.

O7) xa < p = a <x°B.

(
(06
(
(08) x°a < B = a<xP.

) €
)
)
)

Proof The laws (02), (¢3), and (Q4) are all derived from (1) by the strong
cut law, exchange law, and contraction law. We have xx¢ < x and xx® < x° by
the repetition law, weakening law, and exchange law, and so the law (2) with
o =xx? and B = ¢ implies (¢1). Similarly, the law ((¢3) with &« =x and § = ¢
together with the exchange law implies (¢1), and the law (04) with ¢ = x¢ and
B = € implies (01). The rest holds by duality.

Theorem 3.14 Let x =y be a binary global operation on A, and assume that
< satisfies the strong cut law and the negation laws with respect to an unary
operation x° on A. Then the following three conditions are equivalent:

(=1) x° < x=v, y < x=1y (the first and second implication laws united).

(=2) xagyp = a<xx=>y,p.
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(=3) x=>y,axp = a<xxp, yax < B.
Also, the following four laws are equivalent:

=4) x=1y < x°%y (the third implication law).

=93

(

( <x=y,p = xx<yp.
(=6

(

)
) o
) xgxB, yx <P = x=y,x<p.
)

=7) x,x=1Yy <y (cut-implication law).

Proof Assume (=1) and xx < yB. Then applying the cut law to xoe < yp
and y < x=1y, we have xa < x=1y, 3. Also, applying the weakening law and
exchange law to x® < x =1y, we have x°x < x=1y, . Hence x < x=1y, p by
the law (06). Thus (=1) implies (=2).

Assume (=1) and x=y, « < 3. Then applying the cut law to x =y, x <
and x° < x=1y, we have x<>oc < B, hence & < xp by the law (08). Also,
applying the cut law to x=y,ax < 3 and y < x=vy, we have yx < (3. Thus
(=1) implies (=3).

We have xx® <y by the lower negation law and weakening law, and so (=2)
with o = x© and B = ¢ implies x < x=1y. We have xy < y by the repetition
law and weakening law, and so (=2) with « =y and = ¢ implies y < x=y.
Thus (=2) implies (=1).

We have x=y < x=1y by the repetition law, and so (=3) with & = ¢
and B =x=y implies ¢ < x,x=y and y < x=1y. Applying the law (03) to
£ <X, x=1Y, we have x® < x=1y. Thus (=3) implies (=1).

The laws (¢4) and (O7) show that (=4) and (=7) are equivalent.

Assume (=7) and &« < x =y, B. Then applying the exchange law and strong
cut law, we have xa < yB. Thus (=7) implies (=5).

Assume (=7) and o < xf, yax < B. Then applying the strong cut law,
exchange law, and contraction law, we have x =y, « < 3. Thus (=7) implies
(=6).

We have x =y < x =1y by the repetition law, and so (=5) with x =x=y
and B = ¢ implies (=7).

We have x < xy and yx < y by the repetition law, weakening law, and
exchange law, and so (=6) with « = x and f =y yields x=y,x < y, hence
X, X=Y < Yy by the exchange law. Thus (=6) implies (=7).

Theorem 3.15 Assume that < satisfies the cut law, the strong negation law
with respect to an unary global operation ¢ on A, and either of the strong
junction laws with respect to binary operations /\,V on A. Then < satisfies the
strong cut law.

Proof Consider the case where < satisfies the strong conjunction law. Assume

< xy and xf3 < 6. Then «f < xb6y and xxfp < Oy by the weakening law
and exchange law, and applying the strong negation law to xxfp < &y, we
have af < x%8y, so af < x® Ax,dy by the strong conjunction law. Also,
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x® Ax < ¢ by the repetition law, strong negation law, and strong conjunction
law. Therefore a3 < &y by the cut law. Thus < satisfies the strong cut law.

Theorem 3.16 Assume that < satisfies the cut law and the strong implication
law with respect to a binary operation = on A. Then < satisfies the strong cut
law.

Proof Assume o < xy and xf3 < 0. Then aff < xdy and xxfp < &y by
the weakening law and exchange law, and so x=x, a3 < &y by the strong
implication law. Also, ¢ < x= x by the repetition law and strong implication
law. Therefore a3 < &y by the cut law. Thus < satisfies the strong cut law.

Theorem 3.17 Let x Ay, xVy, x°, x=1y be global operations on A. Then
the following conditions are equivalent.

(1) The < is Boolean with respect to A, V, =, 0.

(2) The = is weakly Boolean with respect to A,V,=,{ and satisfies the cut
law.

Proof This is a consequence of Theorems 3.12, 3.13, 3.14, and 3.15 or 3.16.

Theorem 3.18 Assume that =< satisfies the cut law. Then according as <
satisfies the quasi-conjunction law or the quasi-disjunction law, < satisfies the
following n-tuple quasi-conjunction law or the n-tuple quasi-disjunction law for
each n > 1:

for each element (x7,...,xn) € A™, there exists an element y € A such that
y<xxi (i=1,...,n),and x1 ---xn < Y. (n-tuple quasi-conjunction law)

for each element (x7,...,xn) € A™, there exists an element y € A such that
y=xi (i=1,...,n),and x1 -+ -xn =Y. (n-tuple quasi-disjunction law)

Proof Assume that the quasi-conjunction law holds. We will prove that the
n-tuple quasi-conjunction law holds for n = 1,2 ... by induction on n. If
n = 1, the n-tuple quasi-conjunction law holds by the repetition law. Therefore
assume n > 2 and (x1,...,%xn) € A™. By the induction hypothesis, there exists
an element z € A such that z<x; (i1=1,...,n—1) and x7 ---xp_1 < z. Also,
by the quasi-conjunction law, there exists an element y € A such that y < z,
Y < Xn, and zxn, < y. Applying the cut law to y < z and z < x4, we have

y<xi(i=1,...,n—1). Also, applying the cut law to x1 ---xn_1 < z and
ZXn < Y, we have xq ---xn < y. Thus the n-tuple quasi-conjunction law holds
forn=1,2,.... The rest of the proof is omitted.
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3.3 Restrictions of and extensions to latticed relations

Theorem 3.19 Let A be a set and < be a latticed relation on A*. Let F be
the restriction of < to A* x A. Then F is a partially latticed relation in the
sense that it satisfies the following five laws:

x Ex (repetition law)
aFy = xaFy (partial weakening law)
xaFy = xakFy (partial contraction law)
oxypFz = ayxpFEz (partial exchange law)
akFEx, xpFy = apfFy (partial cut law)

Furthermore, let C be the restriction of < to A x A. Then C is a preorder in
the sense that it satisfies the following laws:

C x, (reflexivity law)
xCy, yCz — xCz (transitivity law)

Proof Omitted.

Theorem 3.20 Let A be a set and F be a partially latticed relation between
A* and A. Define the relation < on A* by

X<Y1-"Yn
& o F z for every element z € A such that y1 Ez (i=1,...,n).

Then < satisfies the inf-emptiness law and is the largest of the latticed relations
on A* which extend F (for this reason, we call < the largest latticed extension
of F).

Proof There is a sophisticated proof in good perspective. The proof given
here is the contrary, but requires no preliminaries.

If x Fy, then for any z € A such that y F z, we have « F z by the partial
cut law, hence o < y. Conversely if « < y, then since y F y by the repetition
law, we have o« E y. Therefore, < is an extension of F, and in particular satisfies
the repetition law.

The definition of < implies that « < ¢ iff & F z for every element z € A.
Since < is an extension of F, it follows that < satisfies the inf-emptiness law.

In order to prove the weakening law, assume &« < y1---yn and x € A. Then

for any z € A such that y; F z (i = 1,...,n), we have & F z, so xax F z by
the partial weakening law. Therefore xa < y1---yn. Also, for any z € A such
that xFzandyiFz(i=1,...,n),sinceyiFz (i=1,...,n), we have & F z.

Therefore & < xyi - Yn.-
In order to prove the contraction law, assume xxx < yYi-:-Yn. Then for
any z € A such that yi F z (1 = 1,...,1n), we have xxx F z, so xx F z by
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the partial contraction law. Therefore xax < y71 -+ -yn. If ¢ < xxy71 - -Yn, then
since {X,X,Y1,...,Yn} ={X,Y1,...,Yn}, we have & < xy1 - - Yn.

The exchange law for < is derived from the partial exchange law for F and
the fact that the definition of < does not depend on the numbering of y1,...,Yn.

In order to prove the cut law, first assume « < x and xf3 < y1---yn. Then
for any z € A such that y; Fz (i=1,...,n), we have xp3 F z, and & F x because
< extends F, so &f3 F z by the partial cut law. Therefore &5 < y7---yn. Next
assume X < Xj-:--Xm and & < xyj---yn. Then, for any z € A such that
xi Fz (i=1,...,m), we have x F z, so if furthermore y; Fz (j = 1,...,1),
then & F z. Therefore & < X1 ---XmY1---Yn.

We have proved that < is a latticed relation on A* which extends F.

Let R be an arbitrary latticed relation on A* which extends F. We have
to show R C <. If aRe¢, then for any element z € A, we have «Rz by the
weakening law for R, and then o E z because R is an extension of E, and so
« < ¢ by the definition of <. Therefore assume xRyj ---yn with n > 1. Then
for any z € A such that y; Fz (1 =1,...,n), we have y;Rz (i = 1,...,n)
because R is an extension of F, hence &« Rz by the cut law, exchange law, and
contraction law for R, and so « F z because R is an extension of F. Therefore
& <X Y1--+Yn. Thus we have proved R C <. Therefore, < is the largest of the
latticed relations on A* which extend F.

Theorem 3.21 Let A be a set and C be a preorder on A. For each element
(X1 -+ *Xm,Y1 - -Yn) € A* x A*, let us write X7 - Xm < Y1 ---Yn if it satisfies
the following condition for all elements (x,y) € A?:

x E x4y (i:1a"')m)v UJEU (]:])vn) = xLuvy.

Then the relation < on A* thus defined satisfies the emptiness laws and is the
largest of the latticed relations on A* which extend C (for this reason, we call
< the largest latticed extension of C).

Proof Omitted, because it is similar to the proof of Theorem 3.20. There is
also a sophisticated proof in good perspective, but it requires certain prelimi-
naries.

Remark 3.3 The pullback <¢ of < by f in Theorem 3.11 is equal to the restric-
tion of the f-validity relation ¢ to A X A, and so is a preorder by Theorem 3.19.
Thus, Theorem 3.11 shows that < is equal to the largest latticed extension of
<t.

Theorem 3.22 Let A be a set and < be a latticed relation on A*. Assume that
< satisfies the quasi-disjunction law and inf-emptiness law. Then < is equal to
the largest latticed extension of the partially latticed relation F obtained by
restricting < to A* x A.
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Proof Let F* denote the largest latticed extension of F. Since < C F* and
both < and F* satisfy the inf-emptiness law, we only need to show that if
o« F* y1---yn withn > 1, then o < y1---yn. Since =< satisfies the quasi-
disjunction law, there exists an element z € A such that y; <z (i=1,...,n)
and z < Y1 ---Yn. Since < is an extension of F, we havey; Fz (i=1,...,n),
and so « F z by the definition of F*, hence o < z. Applying the cut law to
x<zand z=<Yj- - Yn, we conclude that &« < yi---yn holds as desired.

Theorem 3.23 Let A be a set and < be a latticed relation on A*. Assume
that < satisfies the quasi-junction laws and emptiness laws. Then < is equal to
the largest latticed extension of the preorder C on A obtained by restricting <
to A X A.

Proof Let C* denote the largest latticed extension of C. Since < C C*
and both < and C* satisfy the emptiness laws, we only need to show that
ifxy--xm C*yr--ryn withm > 1T and n > 1, then X1+ Xm <X Y1 Yn.
Since < satisfies the quasi-junction laws, there exists an element x € A such

that x <xi (i=1,...,m) and x1---xm =< %, and also there exists an element
yeAsuchthaty; gy (j=1,...,n)andy < Y1 ---Yn. Since < is an extension
of C,wehavex Cx; (i=1,....mJandy; Cy (j=1,...,n), and so x C y by

the definition of C*, hence x < y. By repeated applications of the cut law to
X1 Xm <X, X<y, and Yy X Y1 ---Yn, we conclude that x;---Xm Y1 Yn
holds as desired.

Theorem 3.24 Let A be a set and < be a latticed relation on A*. Assume that
< is equal to the largest latticed extension of the partially latticed relation F
obtained by restricting < to A* X A and that < satisfies the following conditions
with respect to binary global operations xVy and x =1y on A:

x < xVy,

y=<xVy, } (34)
xVy,x=z,y=z<z, (3.5)
XYy = axx=>y. (deduction law)

Then < satisfies the strong disjunction law with respect to the operation V.

Proof Assume xa < z and yo < z. Then, we have a x x=>zand a S y=1z
by the deduction law. By repeated applications of the cut law, exchange law,
and contraction law to these two relations and (3.5), we have x Vy, &« < z. Thus
< satisfies the following law:

xx<z ya <z — xVy,a=<z (3.6)
This law with o« = € becomes

xFz, yFz = xVykFz
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because E is the restriction of < to A* x A. Therefore < satisfies the law
xVy < xy, because < is the largest latticed extension of F. This law and (3.4)
constitute the disjunction law. Therefore, < satisfies the union

agxyp <= a<xxVy,pB. (3.7

of the laws (V2) and (V5) of Theorem 3.12. This contains one of the two laws
which constitute the strong disjunction law. It remains to prove another:

x5 B, ya s p = xVy,a<p. (3.8)

In proving this, we may assume f3 # ¢, because < satisfies the inf-emptiness law
by Theorem 3.20. Also, (3.7) implies that, when f # ¢, (3.8) is equivalent to
(3.6). Therefore < satisfies (3.8).

3.4 Latticed representations made of latticed relations

Theorem 3.25 Let A be a set and < be a latticed relation on A*. Assume that
< satisfies the quasi-junction laws and end laws. Then there exists a latticed
representation f of A onto a lattice B such that < is equal to the f-validity
relation <.

Remark 3.4 Theorems 3.3 and 3.6 show that the converse of Theorem 3.25 is
also true.

Proof Let C be the restriction of < to A x A. Then C is a preorder by
Theorem 3.19. Let = be the relation on A defined by

X=y < xLCyandxJy.

Then = is an equivalence relation. Let f be the projection of A onto the quotient
set B=A/= of A by =. Then we can define the order < on B by

fx<fy & xCuy.
Thus, C is equal to the pullback < of < by f, and the following holds:
fx<fy & x=<xv.

Since < satisfies the end laws, there exist elements x,X € A such that x < ¢
and ¢ < x. By the weakening law, every element x € A satisfies x < x < X,
hence fx < fx < fx. Thus fx and fx are the smallest and the largest elements
of B respectively.

Let x,y be arbitrary elements of A. Then by the quasi-conjunction law,
there exists an element z € A such that z < x, z < y, and xy < z, which
satisfies fz < fx and fz < fy. Conversely, if an element z’ € A satisfies fz' < fx
and fz’ < fy, then z’ < x and z’ < y, and applying the cut law, exchange
law, and contraction law to z’ < x, z’ < y, and xy < z, we have z’ < z, hence
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fz' < fz. This implies fz = inf {fx, fy}. Similarly by the quasi-disjunction law,
there exists an element w € A such that w > x, w =y, and xy > w, which
satisfies fw = sup {fx, fy}.

Thus B is a lattice which has the smallest element and the largest element,
and f is a latticed representation of A onto B, and so we can apply results in
§3.1 to (A, B, f).

Since < satisfies the weakening law, end laws, and cut law, it follows that
< satisfies the emptiness laws. Therefore by Theorem 3.23, < is equal to the
largest latticed extension of C. Also, since fA = B, (3.2) is obviously satisfied
for all elements « € A*, and so by Theorem 3.11, the f-validity relation <y is
equal to the largest latticed extension of <¢ (cf. Remark 3.3). Since C is equal
to <¢, we conclude that < is equal to <.

Theorem 3.26 Let A be a set and < be a latticed relation on A*. Assume that
< satisfies the end laws. Also, let x Ay and xVy be binary global operations
on A, and assume that < satisfies the strong conjunction law and disjunction
law or satisfies the conjunction law and strong disjunction law with respect to
the operations /\,V. Then < satisfies the strong cut law.

Proof Theorem 3.12 shows that < satisfies the junction laws with respect to
A, V, and so satisfies the quasi-junction laws. Also, Theorem 3.25 shows that
there exists a latticed representation f of A onto a lattice B such that < is
equal to the f-validity relation <¢. Since fA = B, Theorem 3.10 shows that B is
distributive. Therefore, Theorem 3.2 shows that < satisfies the strong cut law.

3.5 Specific latticed representations

Theorem 3.27 Let A be a set and B be a subset of A. Define the relation xp
on A* by

a=<xp P & aZBorBNB A0 (3.9)

Then <3 is a strongly latticed relation.

Proof Let 1 be the characteristic mapping of B. Then 1p is a latticed repre-
sentation of A on the lattice T = {0, 1}. The following holds:
x=<xpP &= aZBorBNB#D

there exists an element x € « such that 1gx =0

{ or there exists an element y € 3 such that Tgy =1

& inflga=0orsuplgp =1
< inf lgax < suplIgp.

Therefore, <p is equal to the 1g-validity relation <. Since T is distributive,
<p is a strongly latticed relation by Theorems 3.1 and 3.2.
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Theorem 3.28 Let A be a set, @ be a closure operator on (PA,C), and define
the relation <, on A* by

x<o B = ox2 [ oly},
yep

where if 3 = ¢ then ﬂyeﬁ @{y} = A. Then <, is a latticed relation.

Proof Let B be the fixture domain of ¢, and define the order < on B and the
mapping f € A — B by

X<Y & XDY, fx = {x}.

Then by Theorem 2.10, B is a lattice with min B = A, maxB = @0, and f is a
latticed representation of A on B. Let «, f € A* and define

X ={o{x}|xea}, Y={{x}xea} Z={olyllyep}
Then X,Z C B, Y C PA, and the following holds:

fa={fx|x € af={p{x}xca} =X ={en|ncY}=09Y,
PB={fyluepl={olulluep} =2
Therefore the following holds by Theorem 2.10:

inffa = @ (sup DC> =@ (sup (pH) =@ (sup}d) =0 (U{x}) = Q«,
B PA PA PA

Xex
sup B = inf2 = [ ely)
yep

Therefore, <, is equal to the f-validity relation <¢ and so is a latticed relation
by Theorems 3.1 and 3.2.

Theorem 3.29 Let A be a set and B be a subset of A. Define the relation Fg
between A* and A by

aFpy & aZBoryeEB. (3.10)

Then Fp is a partially latticed relation.

Proof This is a consequence of Theorems 3.27 and 3.19, because Fg is the
restriction of the relation < defined in Theorem 3.27.

Theorem 3.30 Le A be a set, @ be a closure operator on (PA,C), and define
the relation F, between A* and A by

xFey &= Qasdy.

Then F,, is a partially latticed relation.
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Proof Since ¢ is a closure operator, it follows that o« > y iff pax O @{y}.
Therefore, =, is the restriction of the relation <, defined in Theorem 3.28, and
the result follows from Theorems 3.28 and 3.19.

Theorem 3.31 Let A be a set and ¢ be a closure operator on (PA,C). Then
the relation <, defined in Theorem 3.28 is the largest latticed extension of the
relation ¢, defined in Theorem 3.30.

Proof As follows:

X <Xp Y1 -"Yn

= ox2 o{yr}N--- Nefyn}

< @a > z for every element z € A such that @{yi}3z (i=1,...,n)
& ok, z for every element z € A such that yi Fy z (i=1,...,n).

3.6 Closure of the laws on relations

Definition 3.4 Let S and T be sets, and let L be a law on the relations between
S and T. Then L is said to be N-closed if the set of the relations between S and
T which satisfy L is N-closed, when regarded as a subset of P(S x T).

Theorem 3.32 All the laws which define the latticed relations, partially lat-
ticed relations, Boolean relations, and weakly Boolean relations are N-closed.

The proof is easy and omitted (cf. §5.2).

4 Theories for logics

Let A be a set. Then a logic or a relational logic on A is a relation R between
A* and A. For the logic R, if a subset B of A satisfies the condition

xCB,ye A, aRy = y € B, (4.1)
which is an abbreviation by sequence convention for the condition
{Xh‘-')XT‘L}QB»UGA)X]"'XT‘LRU :>y€Ba

then we call B an R-theory or say that B is closed under R or that R closes
B. Obviously, A itself is an R-theory. Notice that (4.1) implies the following:

yeA ¢eRy = yeB.
Therefore, defining the R-core Ag in A by
Ar ={y € A|eRy},
we have that every R-theory contains the R-core. Consequently, @) is an R-theory,

iff Agr = 0.

29



Example 4.1 Let (A, (xa)aen) be an algebra. Define a logic R on A by
X7 Xn Ry & y = aa(x1,...,xn) for some A € A.

Then Ag = ), and R-theories in A are nothing but support subalgebras of A.
It is known that conversely, if R is a logic on a set A and satisfies Ag = (), then
there exists a family (o )aca of operations on A from which R is obtained as
above.

Theorem 4.1 Let R be a logic on a set A. Then the set of all R-theories in A
is N-closed in PA.

Proof Let (Bi)ier be a family of R-theories and define B = (), Bi. If [ = 0,
then B = A, which is an R-theory. Assume I # 0. If « C B, y € A, and « Ry,
then for all i € I, since &« C B; and Bj is an R-theory, we have y € Bji, hence
y € B. Therefore, B is an R-theory.

Definition 4.1 Let X be a subset of a set A and R be a logic on A. Then by
Theorem 4.1, there exists the smallest of the R-theories in A which contain X,
which we denote by [X]gr and call the R-closure of X.

Theorem 4.2 Let Q,R be logics on a set A, and assume R C Q. Then every
Q-theory in A is an R-theory. Consequently, [X]g C [X]q for every subset X of
A.

Proof Let B be a Q-theory. If «x C B, y € A, and « Ry, then « Qy, and so
y € B. Therefore B is an R-theory. Since [X]q is an R-theory and X C [X]q,
Definition 4.1 implies that [X]g C [X]q holds.

Theorem 4.3 Let R be a logic on a set A and D be a subset of A. Then the
mapping X — [XU D]y is a finitary closure operator on (PA,C), and its fixture
domain is equal to the set of the R-theories which contain D. Consequently, the
set of the R-theories containing D is N-closed in PA and quasi-finitary.

Proof The latter assertion is derived from the former by Theorems 2.10 (cf.
Theorem 4.1) and 2.3. As for the former, we may assume D = () by virtue of
Theorem 2.11. By Definition 4.1 and Theorem 2.4, the mapping X — [X]g is
a closure operator and its fixture domain is equal to the set of the R-theories.
Thus, defining (X)gr = UYE?/X[Y]Ra we only need to show [X]g C (X)gr. First X C
(X)r, because {x} C [{x}]R C (X)g for each x € X. Next suppose X1,...,Xn €
(X)r, y € A, and x7---xn Ry. Then there exist sets Yq,...,Yn € P’X such
that x; € [YiJg (i = 1,...,n). Define Y = U?:1 Y;. Then Y € P’'X and
xi € Yilg CYIgr i=1,...,n), 50y € [YIg C (X)gr. This argument works
even if n = 0. Thus (X)g is closed under R, and therefore [X]Jg C (X)r as
desired.
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Theorem 4.4 Let A be a set and R be a partially latticed logic on A. Then
the following holds for each subset X of A and for each element o € A*:

[XIr ={y € A | there exists an element & € A* such that « C X and « Ry},
[alr ={y € A| xRy}
Consequently Ar = [(].
Proof Let Y be the right-hand side of the first equation. Then X C Y by the
repetition law, and Y C [X]g because X C [X]g and [X]g is closed under R. Thus

we only need to show that Y is closed under R. Assume yi,...,yn € Y,z € A,
and

Y1---yn Rz
If n =0, then z € Y by the definition of Y. Assume n > 1. Then, for each
i e{1,...,n}, there exists an element ; € A* such that o; C X and
Xy Ryi.

By repeated applications of the partial cut law and partial exchange law to the
above n + 1 displayed R-relations, we get o1 -+ &n Rz, hence z € Y as desired.
We have proved the first equation. The second one is derived from the first by
the partial weakening law, partial contraction law, and partial exchange law.

Theorem 4.5 Let A be a set and Q,R be logics on A. Assume that Q is a
partially latticed relation. Then the following three conditions are equivalent:

(1) RCQ.
(2) [XIr C [Xlq for every subset X of A.
(3) Every Q-theory in A is an R-theory.

Proof Theorem 4.2 says that (1) implies (3). If (3) holds, then since [X]q is
an R-theory containing X, we have [X]g C [X]q, and so (2) holds. Suppose (2)
holds. If («,y) € A* x A satisfies ® Ry, then y € [«lg, so y € [alg by (2),
hence « Qy by Theorem 4.4. Therefore (1) holds.

Remark 4.1 Since both the mapping X — [X]g and X — [X]q are finitary
by Theorems 4.3, it follows from Theorem 2.3 that the conditions (1) - (3)
of Theorem 4.5 is equivalent to the condition obtained from (2) by replacing
“subsets” by “finite subsets.” Similar remarks apply to Theorems 5.6, 5.7, and
7.1.

Theorem 4.6 Let R be a logic on a set A and X be a subset of A. Then [X]g
is the union of the R-descendants X, (n =0,1,...) of X, where Xo = X and
Xn (m > 1) is the inductively defined set of the elements y € A such that
X1+ %m Ry for some elements x; € Xy, (i=1,...,m) withn=1+Y ", L.
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Remark 4.2 If m = 0 in the definition of X;, (n > 1), then x; - - - x;n RYy means
eRyandn =1+ ZT; l; means n = 1. Therefore, the R-core Ar is contained
in the first R-descendant Xj.

Proof Let B =J,,~oXn. First, we will show that every element y € X, (n =
0,1,...) belongs to [X]g by induction on n. This holds when n = 0 because
Xo = X C [X]g. Assume n > 1. Since Ar C [X]g, we may assume y ¢ Ag.
Then x7 -+ xm Ry (m > 1) for some elements x; € Xy, (1=1,...,m) withn =
T+3 ™, L, and so x1,...,%m € [XIr by the induction hypothesis. Therefore
y € [X]g. We have shown B C [X]g. Suppose x1,...,xm € B, y € A, and
X7+ Xm Ry. If m =0, then y € Ag, and so y € X; by Remark 4.2. If m > 1,
then for i =1,...,m, there exists a non-negative integer l; such that x; € Xy,
and definingn =1+ Zz] li, we have y € X;;. Therefore y € B in either case.

Thus B is closed under R. Since X C B C [X]g, we conclude that [X]g = B holds.

Remark 4.3 In addition to Theorem 4.6, it is known that an element y € A

belongs to [X]g iff there exists elements x1,...,xn € A such that x,, =y and, for
eachi € {1,...,n}, either x; € X or there exist numbers j1,...,jx €{1,...,i—1}
satisfying x;j, - - - xj, Rxj.

5 Deduction pairs

Let A be a set. Then a deduction pair on A is a pair (R, D) of a logic R on
A and a subset D of A. We call R and D the rule and basis of the deduction
pair.

5.1 Deduction relations

Let A be a set and (R, D) be a deduction pair on A. Then we define the logic
RP on A by

aRPy < [aUDJg >y (5.1)

for each (,y) € A* x A. We call RP the D-closure of R. We will denote RP
also by Fr,p and call it the partial deduction relation determined by (R, D)
in order to relate RP to the deduction relation <r,p on A* defined by

a<pp B & [aUDR 2 () [w}uD], (5.2)
yeR

for each (&, ) € A* x A*. Notice that Fg p is the restriction of g p to A* x A
and that o < ¢ holds iff [x U D]g = A.

Theorem 5.1 Let (R,D) be a deduction pair on a set A. Then the following
holds for the D-closure RP of R and the RP-core Agp.

(1) RCRP.
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(2) Ago = [Dlg, hence in particular D C Agop.

(3) If a deduction pair (Q,C) on A satisfies R C Q and D C C, then RP C Q€.

Proof (1) If (a,y) € A* x A satisfies « Ry, then y € [alg, and since [a]r C
[ U DJg by Theorems 4.3, we have a RPy. Thus (1) holds.

(2) is a consequence of (5.1) with & = e.

(3) If (x,y) € A* x A satisfies xRP y, then y € [xUD]g, and since [xUD]g C
[ U Clg by Theorems 4.2 and 4.3, we have « Q€ y. Thus (3) holds.

Theorem 5.2 Let (R, D) be a deduction pair on a set A. Then RP is a partially
latticed relation, and g p is the largest latticed extension of RP.

Proof Define ¢ € PA — PA by X = [XUD]g. Then ¢ is a closure operator
by Theorems 4.3, and RP is equal to the relation F, defined in Theorem 3.30,
and <g p is equal to the relation <, defined in Theorem 3.28. Therefore the
theorem is a consequence of Theorems 3.30 and 3.31.

Theorem 5.3 Let (R,D) be a deduction pair on a set A. Then the following
holds.

(1) [Xlgp = [XU Dlg for every subset X of A.

(2) The set of the RP-theories in A is equal to that of the R-theories which
contain D.

Consequently, if R is a logic on A, then [X]go = [X]g for every subset X of A,
and the set of the R?-theories in A is equal to that of the R-theories.

Proof Since RP is a partially latticed relation by Theorem 5.2, if follows from
Theorem 4.4 that an element y € A belongs to [X]go iff there exists an element
Y € P’X such that y € [YU D]g. Since the mapping X + [X U D] is finitary
by Theorem 4.3, we conclude that y € [X]go iff y € [XU D]g. Thus (1) holds.
Theorem 4.3 also shows that the fixture domains of the mappings X — [X]go
and X — [X U D]y are equal to the set of the RP-theories and that of the
R-theories which contain D. Therefore (2) is a consequence of (1).

Theorem 5.4 Let (R,D) be a deduction pair on a set A. Then in order that
RP =R holds, either of the following conditions is necessary and sufficient.

(1) R is a partially latticed relation and every R-theory in A contains D.
(2) Ris a partially latticed relation and D C Ag.

Consequently, a logic R on A satisfies R? = R iff R is a partially latticed relation.
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Proof Since RP is a partially latticed relation by Theorem 5.2, RP = R holds
only if R is a partially latticed relation. Therefore assume that R is a partially
latticed relation. Then by Theorems 4.5 and 5.3, RP = R holds iff every R-
theory contains D. Since [)]Jg = Ar by Theorem 4.4, every R-theory contains D
iff D C Ag.

Corollary 5.4.1 Let A be a set and D be its subset. Regard logics on A as
subsets of A* x A. Then the mapping R — RP which maps each logic R on A
to its D-closure RP is a closure operator on (P(A* x A), C).

Proof By virtue of Theorem 5.1, we only need to show (RP)P = RP. Let
Q = RP. Then Q is a partially latticed relation by Theorem 5.2 and satisfies
D C Aq by Theorem 5.1, so QP = Q by Theorem 5.4, hence (RP)P =RP.

Incidentally, it is known that more generally (RP)€ = RPYC holds.

Theorem 5.5 Let (R,D) be a deduction pair on a set A. Then RP is the
smallest of the logics Q on A which satisfy the following conditions.

(1) Q is a partially latticed relation.
(2) RCQand D C Ag.
Proof If Q =RP, then Theorems 5.1 and 5.2 shows that Q satisfies the above

conditions. Conversely if Q satisfies the above conditions, then RP C QP = Q
by Theorems 5.1 and 5.4 (cf. Corollary 5.4.1).

Theorem 5.6 Let (Q,C) and (R,D) be deduction pairs on a set A. Then the
following four conditions are equivalent.

1) RP C Q€.

3

(1)

(2) [XUDIg C [XUClq for every subset X of A.

(3) Every Q-theory in A containing C is an R-theory containing D.
(4)

4) RCQC and D C Age.

Proof Since Q€ is a partially latticed relation by Theorem 5.2, Theorems 4.5
and 5.3 show that (1) - (3) are equivalent, and Theorem 5.5 shows that (4)
implies (1). Conversely under (1), we have R C RP C Q€and D C Agp C Aqc
by Theorem 5.1, and thus (4) holds.

Theorem 5.7 Let (R, D) be a deduction pair on A and Q be a partially latticed
logic on A. Then the following four conditions are equivalent.

(1) RP C Q.
(2) [XUDIr C [X]lg for every subset X of A.
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(3) Every Q-theory in A is an R-theory containing D.
(4) RCQand D C Ag.

Also, the following three conditions are equivalent.

(5) Q CRP.

(6) [Xlg C [XUDIg for every subset X of A.

(7) Every R-theory in A containing D is a Q-theory.
Therefore, the following four conditions are equivalent.
(8) Q =RP.

(9) Xlg = [XUDIg for every subset X of A.

(10) The set of the Q-theories in A is equal to the set of the R-theories in A
containing D.

(11) RC Q, D C Ag, and Q C RP.

Proof Theorem 5.4 shows Q? = Q. Therefore, the conditions (1) - (4) of
Theorem 5.6 with C = (J are equivalent to the conditions (1) - (4) of Theorem 5.7.
Also, the conditions (1) - (3) of Theorem 5.6 with (Q, C) and (R, D) interchanged
and then with C replaced by @ are equivalent to the conditions (5) - (7) of
Theorem 5.7.

5.2 Generational laws for relations

Let A,B be sets and (R’,D’) be a deduction pair on the direct product A’ =
A xB. Then (R’,D’) is also called a generational law on the relations between
A and B, and if a relation R between A and B regarded as a subset of A’ is
closed under R’ and contains D’, we say that R satisfy the generational law
(R, D).

As an immediate consequence of this definition, we have that the R’-closure
[D'lg: of D’ regarded as a relation between A and B is the smallest of the
relations between A and B which satisfy the generational law (R’,D’). Also,
generational laws for relations are N-closed in the sense of Definition 3.4 (cf.
Theorem 3.32).

Example 5.1 The equivalence law may be regarded as a generational law. Let
A be a set and define A’ = A x A. Let R’ be the union of the logics S’ and T’
on A’, each defined by the fractional expression:

YY) (x,y € A),
(y,x)
T — (X,U) (y,Z) (X,y’z c A)
(x,2)



Define the subset D’ of A’ by
D’ ={(x,x) | x € AL

Let R be a relation on A and regard it as a subset of A’. Then R is reflexive iff
R contains D', R is symmetric iff R is closed under S’, and R is transitive iff R is
closed under T’. Therefore, R is an equivalence relation iff R contains D’ and is
closed under R’. Thus, a relation on A is an equivalence relation iff it satisfies
the generational law (R’, D).

Example 5.2 The Boolean law is also regarded as a generational law. Let A
be a set and define
A=A x A"

Denote the elements (x, ) € A by « — B or f « «, and call them sequents.
Let R be the union of the following sixteen logics on A, each defined by the
fractional expression:

x—f3 x— B .
e —— T (weakening)
x — xo —
xXxoe — 3 xXxo — f3 .
_— _— (contraction)
xx — Xx — 3
ooxyp —y ooxypP vy
T —_— (exchange)
oayxp — vy oyxp — vy
x—x xXP -y x—x xBvy (cut)
cu
ap —y ' ap —vy

Let D be the set of the sequents on the following list, where A,V,{,= are
global operations on A:

X — X, (repetition seq.)
xA\Y — X, xA\y — vy, xy — xAvy, (conjunction seq.)
xVy « X, xVy vy, xy «—xVvy, (disjunction seq.)
x¢ = g, xx® — e, (negation seq.)
x0 = x=vy, Yy o x=>vy, x=y — x%y. (implication seq.)

Let R be a relation on A* and regard R as a subset of A. Then R contains D and
is closed under R iff R satisfies the repetition law, weakening law, contraction
law, exchange law, cut law, junction laws, negation laws, and implication laws
with respect to the operations A, V, ¢, =>. Therefore, R satisfies the generational
law (R D) iff R is a Boolean relation with respect to A,V, $, =.
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6 Logical spaces

A logical space is a pair (A, B) of a non-empty set A and a subset B of PA,
which we call the set of the given theories of the logical space. A logic R on A
is said to be B-sound or called a B-logic, if every element of B is closed under
R. A subset X of A is called a B-theory, if X is closed under every B-logic
on A. We call (3.5 B the B-core. Elements and subsets of A are said to be
B-sound if they are contained in the B-core. A B-sound element is also called
a B-tautology.

As immediate consequences of the above definitions, we first have that all
given theories of a logical space (A,B) are B-theories and hence that B-logics
are the only logics on A that close every B-theory. Notice that there is a Galois
correspondence in the background.

Theorem 6.1 Let (A, B) be a logical space. Then the following holds.

(1) There exists the largest B-logic on A, which we denote by Q for the time
being.

(2) A logic R on A is a B-logic iff R is contained in Q.

Let X be a subset of A. Then the following holds.

(3) The X is a B-theory iff X is a Q-theory.

(4) The Q-closure [X]g of X is the smallest of the B-theories which contain X.

Proof Let R be the set of the B-logics on A, regard R as a subset of P(A* x A),

and define Q = [Jgeq R f a C B € B, y € A, and « Qy, then xRy for some

R € R, and so y € B. Thus Q is also a B-logic on A and so is the largest one.

Suppose R C Q. Then every element B € B is a Q-theory and so is an R-theory

by Theorem 4.2. Therefore, R is also a B-logic. Since Q is a B-logic, B-theories

are Q-theories. Conversely if X is a Q-theory, then X is an R-theory for each

R € R again by Theorem 4.2, and so is a B-theory. Thus we have proved (1) -
(3). Finally, (4) is a direct consequence of (3) and Definition 4.1.

Theorem 6.2 Let (A, B) be a logical space. Then the following holds for the
largest B-logic Q on A and each («,y) € A* x A:

aQy < ye ()| B
aCBeB

Proof Define the logic P on A by

aPy & ye () B
aCBeB

faxCBeB,ye A, and aPy, then y € B by the definition of P, which shows
that P is a B-logic, hence P C Q. If xQy and o« C B € B, then since Q is a
B-logic, we have y € B. This shows Q C P. Therefore Q = P.
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Theorem 6.3 Let (A, B) be a logical space and Q be the largest B-logic on A.
Then Q is a partially latticed relation, and the following holds for each subset
X of A and for each element o € A*:

Xlgo ={y € A | there exists an element « € A* such that o« C X and « Qy},
o ={y e AlxQuy}.

Proof For each set B € B, define the logic Fg on A by (3.10). Then Q =
Nges FB by Theorem 6.2. Therefore the former assertion is a consequence of
Theorems 3.29 and 3.32. The latter assertion is a consequence of the former
and Theorem 4.4.

Alternate proof It follows from Theorem 5.3 and Theorem 5.1 that QY is a
B-logic and Q C Q. Therefore Q = Q?, and so Q is a partially latticed relation
by Theorem 5.2, and the second equation holds. Since the mapping X — [X]q
is finitary by Theorem 4.3, the first equation follows from the second.

Theorem 6.4 Let (A, B) be a logical space and Q be the largest B-logic on A.
Then the following holds for the B-core C of A:

C=Aq =0g.
Also, C is the smallest B-theory in A.

Proof This is a consequence of Theorems 6.2, 6.3, and 6.1 (cf. Theorem 4.4).

Theorem 6.5 Let (A, B;) be a logical space for i = 1,2. Then the following
three conditions are equivalent.

(1) The set of the Bq-logics is equal to that of the B,-logics.
(2) The set of the By-theories is equal to that of the B;-theories.
(3) The largest Bi-logic is equal to the largest B,-logic.

Under these equivalent conditions, the Bq-core is equal to the B,-core.

Proof As for the former assertion, obviously (1) implies (3). Also, Theorem
6.1 and the remark before it shows that (3) implies (2) and (2) implies (1). The
latter assertion is a consequence of Theorem 6.4.

Definition 6.1 If logical spaces (A,B1) and (A, B, ) satisfy the three equivalent
conditions of Theorem 6.5, we say that (A,B1) and (A, B,) are equivalent.

Lemma 6.1 Let (A, B) and (A, B’) be logical spaces and assume B C B’ C B,

where BN is the quasi-finitary N-closure of B in PA. Then (A, B) is equivalent
to (A, B’).
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Proof Since B C B’, every B'-logic is a B-logic. Let R be a B-logic and T be
the set of the R-theories. Then B C T, so B’ C B" C TN = T by Theorems 2.7
and 4.3. Thus R is a B’-logic. Therefore the lemma holds by Definition 6.1.

The following theorem is implicit in a paper by Matsuda [6]

Theorem 6.6 Let (A, B) be a logical space. Then the set of the B-theories is
equal to the quasi-finitary N-closure B™ of B in PA.

Proof Lemma 6.1 and Theorem 6.5 show that the set of the B-theories is equal
to the set of the BN-theories. Therefore, we may assume B = BM, and need
to show that every B-theory X is super-covered by B. Therefore, let Y € P’X.
Define B/ = (Nycges B- Then since B is N-closed in PA, we have Y C B’ € B.
Let Y ={y1,...,Yn} and define « =y ---yn € A*. Then B’ = (), cpcz B, so
by Theorem 6.2, every element y € B’ satisfies o« Qy for the largest B-logic Q.
Since o« C X and X is closed under Q, we have B’ C X, hence Y C B’ C X and
B’ € B. Thus X is super-covered by B, as desired.

Corollary 6.6.1 Two logical spaces (A, B) and (A, B’) are equivalent iff BN =
B,

Corollary 6.6.2 Let (A,B) be a logical space and X be a B-theory different
from A. Then X C UBeﬁf{A} B.

Proof This is because Uy g7 (41 X = Upes_(a) B by Theorems 2.5 and 2.6.

Definition 6.2 We put logical spaces (A, B) into the following three classes
in view of Theorem 6.6:

Class 1: BN = B, that is, B is N-closed in PA and quasi-finitary.

Class 2: BN = B £ B, that is, B is not N-closed in PA and the N-closure B"
of B is quasi-finitary.

Class 3: BN # B, that is, the N-closure B of B in PA is not quasi-finitary.

Since BN D BM O B, we have BN = B iff BN = B" = B. Therefore, every
logical space belongs to one and only one of the above classes.

Theorem 6.7 The following conditions on a logical space (A, B) are equivalent.
(1) (A,B) belongs to the 1st class.
(2) B is the set of the B-theories in A.

(3) B is the set of the B’-theories for a logical space (A, B’).
(4)

4) B is the set of the R-theories for a partially latticed logic R on A.
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(5) B is the set of the R-theories for a logic R on A.

(6) For some deduction pair (R,D) on A, B is the set of the R-theories which
contain D.

Proof Theorem 6.6 shows that (1) implies (2). Obviously (2) implies (3).
Theorems 6.1 and 6.3 show that (3) implies (4). Obviously, (4) implies (5), and
(5) implies (6) with D = (). Theorem 4.3 shows that (6) implies (1).

It is known that the sentence logical space in the propositional logic belongs
to the 2nd class. Takaoka [7] has shown that the sentence logical space in
monophasic case logic [2] belongs to the 3rd class under certain conditions.
Notice that every logical space (A, B) is equivalent to the logical space (A, BN)
which is in the 1st class.

Incidentally, Example 4.1 and Theorem 6.7 show that if A is an algebra
and B is the set of the support subalgebras of A, then the logical space (A, B)
belongs to the 1st class. Also, if A is a non-discrete topological space which
satisfies the Fréchet’s separation axiom and B is the set of the open sets of A,
then the logical space (A, B) belongs to the 2nd class, while if B is the set of
the closed sets of A, then the logical space (A, B) belongs to the 3rd class.

7 Completeness of deduction pairs

Throughout this section, (A,B) is a logical space, Q is the largest B-logic on
A, and C is the B-core.

Definition 7.1 Let (R,D) be a deduction pair on A.
e (R,D) is said to be B-sound if RP C Q.
e (R,D) is said to be B-sufficient if Q C RP.
e (R,D) is said to be B-complete if Q = RP.
e (R,D) is said to be B-core-sound if [D]g C C.

(R,D) is said to be B-core-sufficient if C C [D]g.

(R,D) is said to be B-core-complete if C = [D]k.

(R,D) is said to be B-extra-complete, if (R,D) is B-sound and every
R-theory containing D belongs to the N-closure B™ of B in PA.

(R,D) is said to be B-super-complete, if the set of the R-theories con-
taining D is equal to B.

Theorem 7.1 Let (R,D) be a deduction pair on A. Then the following four
conditions are equivalent.
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1 is B-sound.

2) [XUDIg C [X]g for every subset X of A.

3) Every B-theory in A is an R-theory containing D.

(1) (
(2) [
(3)
(4) RC Q and D C C, that is, both R and D are B-sound.
Also, the following three conditions are equivalent.

(5) (R,D) is B-sufficient.

(6) [Xlg € [XUDIg for every subset X of A.

(7) Every R-theory in A containing D is a B-theory.
Therefore, the following four conditions are equivalent.

(8) (R,D) is B-complete.

(9) Xlg = [XUDIg for every subset X of A.

(10) The set of the B-theories in A is equal to the set of the R-theories in A
containing D.

(11) RC Q, DC C, and Q C RP.

Proof The Q is a partially latticed relation by Theorem 6.3, the B-theories
are identical with the Q-theories by Theorem 6.1, and C = Ag by Theorem 6.4.
Therefore, Theorem 7.1 is a consequence of Theorem 5.7.

Theorem 7.2 Let (R,D) be a deduction pair on A. If (R, D) is B-sound, then
(R,D) is B-core-sound. If (R, D) is B-sufficient, then (R, D) is B-core-sufficient.
Therefore if (R, D) is B-complete, then (R, D) is B-core-complete.

Proof If (R,D) is B-sound, then [X U D]g C [X]g for every subset X of A by
Theorem 7.1, hence in particular [D]g C [@lq, and since C = [}]lg by Theorem
6.4, we conclude that [D]g € C holds. The rest of the proof is similar.

Theorem 7.3 Let (R,D) be a deduction pair on A. If (R, D) is B-core-sufficient
and there exists a mapping ¢ € A* x A — A which satisfies

xQy = eQd(x,y), eRP ¢(o,y) = aRPy

for each (a,y) € A* x A, then (R,D) is B-sufficient.
Similarly, if (R, D) is B-core-sound and there exists a mapping ¢ € A* x A —
A which satisfies

xQy &= ¢Qd(xy), eRP ¢p(oy) &= «RPy
for each (a,y) € A* x A, then (R,D) is B-sound.
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Proof As for the sufficiency, by Theorem 6.4 and the B-core-sufficiency of
(R,D), we have

eQy <= yeC = yecDlr & eRPy
for all y € A. Therefore,
xQu = ¢Qd(a,y) = eRP dp(a,y) = aRPy

for all (c,y) € A* x A, hence Q C RP. The rest of the proof is similar.

Theorem 7.4 Let (R,D) be a deduction pair on A. Then the following condi-
tions are equivalent.

(1) (R,D) is B-extra-complete.

(2) (R,D) is B-complete and (A, B) belongs to the 1st or the 2nd class.

Proof Let D be the set of the R-theories in A which contain D.

Assume (1). Then D C B™ C BN, In particular D C B7, so (R,D) is
B-sufficient by Theorems 6.6 and 7.1. Therefore (R,D) is B-complete, and so
BN = D by the same theorems. Therefore B = B", and thus (A, B) belongs
to the 1st or the 2nd class.

Assume (2).Then (R,D) is B-sound, and D = BM = B" by Theorem 7.1.
Thus, (R,D) is B-extra-complete.

Theorem 7.5 Let (R, D) be a deduction pair on A. Then the following condi-
tions are equivalent.

(1) (R,D) is B-super-complete.
(2) (R,D) is B-extra-complete and B" = B.

(3) (R,D) is B-complete and (A, B) belongs to the 1st class.

Proof By Theorem 7.4, (2) holds iff (R, D) is B-complete and B" = B" = B.
This equation means that (A, B) belongs to the 1st class. Thus (2) is equivalent
to (3).

Let D be the set of the R-theories in A which contain D, and assume (1).
Then, since D = B, we have the following. First, R is B-sound because it
closes every element of B. Secondly, D is B-sound because it is contained in
every element of B and hence in C. Thirdly, every member of D is a B-theory.
Therefore, (R, D) is B-complete by Theorem 7.1. Furthermore, B™ = D = B by
Theorems 6.6 and 7.1, so (A, B) belongs to the 1st class.

Assume (3). Then D = B™ = B by Theorems 7.1 and 6.6, and so (R,D) is
B-super-complete.

Theorem 7.6 The following holds for each logical space (A, B).
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(1) If a deduction pair on A is B-super-complete, then (A, B) belongs to the 1st
class. Conversely, if (A, B) belongs to the 1st class, then every B-complete
deduction pair on A is B-super-complete.

(2) If a deduction pair on A is B-extra-complete but not B-super-complete,
then (A, B) belongs to the 2nd class. Conversely, if (A, B) belongs to the
2nd class, then every B-complete deduction pair on A is B-extra-complete
but not B-super-complete.

(3) If a deduction pair on A is B-complete but not B-extra-complete, then
(A,B) belongs to the 3rd class. Conversely, if (A,B) belongs to the 3rd
class, then no deduction pair on A is B-extra-complete.

Proof (1) and (3) are restatements of part of Theorems 7.5 and 7.4 respec-
tively. If a deduction pair (R,D) on A is B-extra-complete but not B-super-
complete, then (R, D) is B-complete and (A, B) belongs to the 1st or the 2nd
class by Theorem 7.4, and (A, B) belongs to the 2nd class by Theorem 7.5. Con-
versely if (A, B) belongs to the 2nd class, then a B-complete deduction pair on
A is B-extra-complete by Theorem 7.4 but not B-super-complete by Theorem
7.5.

Theorem 7.7 If logical spaces (A, B) and (A, B’) are equivalent to each other,
then the B-completeness and the B-core-completeness are respectively identical
with the B’-completeness and the B’-core-completeness, and similarly for the
soundness and the sufficiency.

Proof This is because the largest B-logic is equal to the largest B’-logic and
the B-core is equal to the B’-core by Theorem 6.5.

Corollary 7.7.1 Suppose logical spaces (A, B) and (A, B’) satisfy B" = B'".
Then the B-extra-completeness is identical with the B’-extra-completeness.

Proof Since BN = W, (A,B) and (A,B’) are equivalent by Corollary 6.6.1,
and so the B-soundness is identical with the B’-soundness. Hence the above
result.

8 Consistency and classes

In §7, we have observed the interrelations between the completeness and the
classification in Definition 6.2 of the logical spaces. Here is given an account of
the interrelations between the classification and the consistency.

Definition 8.1 Let (A, B) be a logical space and Q be the largest B-logic on

A. Then a subset X of A is said to be B-consistent if [X]q # A. If a singleton
{x} is B-consistent, we say that x is B-consistent.
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Theorem 8.1 Let (A, B) be a logical space and Q be the largest B-logic on A.
Then a finite subset {x1,...,xn} of A is B-inconsistent iff every element y € A
satisfies x1 -+ xn Qy.

Proof This is a direct consequence of Theorem 6.3.

Theorem 8.2 Let (A, B) be a logical space, Q be the largest B-logic on A, and
assume that there exists a B-inconsistent finite subset {x1,...,xn} of A. Then
the following conditions on a subset X of A are equivalent.

(1) X is B-inconsistent.
(2) x1,...,%n € Xlq.

(3) There exists an element o« € A* such that « C X and «Qx; for every
number i € {1,...,n}.

(4) There exists an element &« € A* such that « C X and o Q y for every element
y € A.

(5) There exists a B-inconsistent finite subset of X.

Proof If (1) holds, then since [X]g = A, (2) holds. Assume that (2) holds.
Then Theorem 6.3 shows that, for each i = 1,...,n, there exists an element
i € A* such that oy € X and o3 Q x4. Since Q satisfies the partial weakening
law and partial exchange law by Theorem 6.3, & = &1 - - - &, satisfies « C X and
a Qx; for every number i € {1,...,n}. Thus (3) holds. Assume that (3) holds
and let y € A. Then

aQxi (i=1,...,n),
X1+ xn QY
by the assumption and Theorem 8.1. By repeated applications of the partial
cut law, partial exchange law, and partial contraction law to the above n + 1
displayed Q-relations, we have a« Qy. Thus (4) holds. If (4) holds, then « is

B-inconsistent by Theorem 8.1, and so (5) holds. If (5) holds, then since every
subset Y of X satisfies [Y]g C [X]g by Theorems 4.3, (1) holds.

Theorem 8.3 Let (A, B) be a logical space and Q be the largest B-logic on A.
Then the following holds.

(1) Yo =Mycpep B for each Y € P’A.

(2) (A, B) belongs to the Ist or the 2nd class iff [X]q = (\xcpeq B for each
X e PA. -
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Proof (1) Let Y ={y1,...,yn} and define x =y ---yn € A*. Then

Vg=lddo={yeAlaQu}t= () B= () B

xCBeB YCBeB

by Theorems 6.3 and 6.2. An alternate proof is as follows:

Yie= () X= (] X= ()] B

YCXEBA YCXeBN YCBeB

by Theorems 6.1, 6.6, 2.6, and 2.5. -
(2) If (A, B) belongs to the 1st or the 2nd class, then B = B, so

Xlg = ﬂ Y= ﬂ YzﬂB

XCYeBN XCYeBN XCBeB

by Theorems 6.1, 6.6, and 2.5. Conversely, if [X]qg = ﬂngeB B for each X € PA,
then in particular for each X € B7, we have X = [X]g = Nxcpes B € B™ by
Theorem 6.6, and therefore BN = B".

Definition 8.2 Let (A, B) be a logical space and X be a subset of A. Then a
B-model for X is a set B € B —{A} such that X C B.

Therefore, the subset X has a B-model iff X belongs to the downward closure
B —{A}of B—{A}, and iff Nycpep B # A.

In the rest of this section, we let (A, B) be a logical space, Q be the largest
B-logic on A, C be the set of the B-consistent subsets of A, and D be the set of
the maximal elements of the ordered set (€, C).

Theorem 8.4 The following holds.
[ — P
(1) B—(A)ce=B1—{A}C B—(Al
%
(2) Every finite set in € belongs to B — {A}.
H—~
(3) If (A, B) belongs to the 1st or the 2nd class, then € =B —{A}.
%
(4) There exists B-inconsistent finite subset of A iff P’A ¢ B —{A}.
%: H
(5) If there exists a B-inconsistent finite subset of A, then € =B —{A} = D.
(6) D is equal to the set of the maximal elements of the ordered set (BTN —{A}, C).

(7) If X € D, then X = [X]o.
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(_7 R
Proof (1) If X € BN —{A}, then there exists a set Y € BN — {A} such that
X C Y, and since [X]lg € Y # A by Theorem 6.6, we have X € €. Thus
— <_7 R
B —{A} C B"—{A} C €. Conversely if X € €, then X C [X]q € B™ —{A} by
H_~

b Jh w—
Theorems 6.1 and 6.6, hence X € B™ —{A}. Thus € = B" — {A}. Consequently,
€ is downward. Suppose X € € and Y € P’X. Then ﬂYgBeB B =[Ylgo # A by

<7 :
Theorem 8.3, and so Y € B —{A}. Thus € C B — {A} by Theorem 2.9.
(2) This is a consequence of (1) and Theorem 2.6, although already proved

:
in the above proof of € C B —{A} with X =Y.
(3) Suppose (A,B) belongs to the 1st or the 2nd class. Then if X € C,

(__—‘;
A # [Xlg = ﬂXCBE% B by Theorem 8.3, and so X € B —{A}. This together
CBeB ° TV
with (1) implies € =B — {A}.
(4) This is a consequence of (1) and (2).
(5) Assume that there exists a B-inconsistent finite subset of A. Then The-

orems 8.2 and 2.1 imply that C is finitary. Therefore, € = B —{A} by (1) and
Theorem 2.9. Also, the ordered set (€, C) is inductive by Theorem 2.2 and a re-
mark before Theore;n 2.1, and so € C D by Zorn’s lemma. Since C is downward
by (1), conversely D C €.

(6) This is a consequence of (1).

(7) This is because X C [X]q and [[X]q] Q= Xlg # A.

Theorem 8.5 Assume that, for each element x € A, there exists an element
x¢ € A which satisfies

x°€eB & x¢B

for all B € B —{A} (we call x° a B-complement of x). Then the following
holds.

(1) Q satisfies the law “xxQy, x°aQy = aQuy.”

(2) For each x € A, {x,x°} is B-inconsistent.

Proof For each B € B —{A}, define the relation g on A* by (3.9). Then the
characteristic mapping 1g of B is a latticed representation of A on the lattice
T ={0,1}, and <3 is equal to the 1g-validity relation <;,. Since T is Boolean,
<p is a strongly latticed relation by Theorems 3.1 and 3.2. Furthermore, since
x® € B iff x ¢ B, we have 15(x®) = (15x)°, where ¢ on the right-hand side is
the complement in T. Therefore by Theorem 3.7, g satisfies the negation laws.
Let < = ﬂBeB—{A} <g. Then by Theorem 3.32, < is also a strongly latticed
relation satisfying the negation laws. Therefore by Theorem 3.13, < satisfies
the law (06), and xx® < y holds for any elements x,y € A. Since Q is the
restriction of 5 to A* x A by Theorem 6.2, we conclude that (1) and (2) hold.

Theorem 8.6 Assume that each element x € A has its B-complement x°.
Then the following conditions are equivalent.
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(1) (A,B) belongs to the 1st or the 2nd class.
(2) DCB—{AL

(7
(3) ECB—{A}.

Proof Assume (1). Then B = B", an so by Theorem 8.4, D is equal to the
set of the maximal elements of B — {A}. Since maximal elements of B™ — {A}
belong to B —{A}, we conclude that (2) holds.

—

Assume (2). Then D C B —{A}. Also, since there exists a B-inconsistent
finite subset {x,x®} by Theorem 8.5, we have € = 5 by Theorem 8.4. Therefore
(3) holds.

Finally, we assume (3) and show that (1) holds. By virtue of Theorem 8.3,
we only need to show that every element X € PA satisfies [X]q = [\xcpes B-
Obviously [Xlq C ﬂngegB = ﬂXgBeﬁf{A}B’ so we will show that every
element y € ngBE'Bf{A}B belongs to [X]g. If X C B € B —{A}, then y € B,
and so y© ¢ B. Therefore, there does not exist a set B such that {y®JUX C B €
B —{A}, and so (3) yields {y®}UX]q = A, hence y € [{y°} U X]q. Therefore
by Theorem 6.3, there exists an element o € A* such that o« C X and y®a Q.
Since also yae Qy by Theorem 6.3, we have « Qy by Theorem 8.5. Thus y €
[X]q as desired. The argument used here is due to [7].

Remark 8.1 Under the assumption of Theorem 8.6, we have B —{A} C D

e :
and B—{A} C € = B—{A} by Theorem 8.4 and 8.5. Therefore, the three
equivalent conditions in Theorem 8.6 are furthermore equivalent to the following
conditions.

(4) D=B—{A}.
(5) € =B —{A}.

(6) B—{A}=B—{A}.

Since B —{A} is downward, Theorem 2.1 shows that the above conditions are
furthermore equivalent to the following condition.

(7) B —{A} is finitary.

9 Generalizations to functional logical spaces
In §6, we have defined a logical space to be a pair (A, B) of a non-empty set A

and a subset B of PA. Here we generalize the notion utilizing the fact that PA
is identified with A — T.
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9.1 Functional logical spaces

A functional logical space is a pair (A, F) of a non-empty set A and a subset
F of A — B, where B is a lattice which has the smallest element and the largest
element and non-trivial in the sense that #B > 2.

If (A,J) is a B-valued functional logical space, then each element f € F is
a latticed representation of A on B in the sense of §3. Conversely, if (fi)ier
is a family of latticed representations of a non-empty set A on a non-trivial
lattice B, then (A,{fi | i € I}) is a B-valued functional logical space. In fact,
every functional logical space (A,F) is “equivalent” to a functional logical space
(A, {f}) made of a single latticed representation f of A on some non-trivial lattice.
In a different context, every functional logical space is “equivalent” to a T-valued
functional logical space.

Henceforth in this section, we assume that (A, F) is a B-valued functional
logical space and denote the order, smallest element, and largest element of B
by <,0, and 1. Then, for each f € F and a € B, we define

At g ={x€Ala< fx}
We will denote As 7 also by Ag:
Ar={xeAlfx=1}=f"1.
Furthermore, we define
B={AsqlfeTF, 0#acB

Then (A,B) is a logical space in the sense of §6, and we have defined various
notions for it, such as the B-logics, B-theories, B-core, B-completeness, and so
on. We call them the F-logics, F-theories, F-core, F-completeness, and so
on. Furthermore we define, for each f € F, the relation F¢ between A* and A
by

aFfy & inffa < fy. (9.1)

We call ¢ the partial f-validity relation, because it is equal to the restriction
to A* x A of the f-validity relation < defined by (3.1):

x <¢ p & inffa <supff.
Furthermore, we define the relation F between A* and A by
akFy & akFsy forevery f € F, (9.2)

which we call the partial F-validity relation. It is equal to the restriction to
A* x A of the F-validity relation < defined by

x=xpB & o=<sp foreveryfed. (9.3)
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Theorem 9.1 The partial F-validity relation F is equal to the largest F-logic
on A. Also, elements x1,...,xn,y € A satisfy x; --- x E y iff they satisfy the
condition

fx1>a, ..., fxn>a = fy>a (9.4)
for every f € F and every a € B.

Proof Let (A,B) be the logical space associated with (A,F) and Q be the
largest B-logic on A. Then by Theorems 6.2, elements x1,...,xn,y € A satisfy
X1 -+ Xn Qu iff they satisfy the condition

{Xh---)xn}gAf,a == Y eAf,a

for every element (f,a) € F x B (notice that this condition for a = 0 is always
satisfied because Afo = A). This condition is equivalent to (9.4). Further-
more, Xi,...,Xn,y € A and f € F satisfy (9.4) for all a € B iff they sat-
isfy inf{fxq,...,fxn} < fy, that is, x1 ---xn Ef y. Thus x1,...,%xn,y satisfy
X1 -+ Xn Qu iff they satisfy x1---xn Fy.

The following result justifies and amplifies the definitions in §6.
Theorem 9.2 The following holds for the partial F-validity relation F.
(1) A logic R on A is F-sound iff it satisfies the condition

aRy = aFy

for every element (o, y) € A* x A.

(2) A subset X of A is an F-theory iff it satisfies the condition
xCX, aFy = yeX

for every element (,y) € A* x A.

(3) An element x € A is an F-tautology iff € F x.

Proof Since F is the largest F-logic by Theorem 9.1, the above results are
simple restatements of part of Theorems 6.1 and 6.4, although (3) is also a
direct consequence of the definition of F.

Theorem 9.3 The partial F-validity relation F is a partially latticed relation.

Proof This is a direct consequence of Theorems 9.1 and 6.3 or results in §3.

The following result justifies and amplifies Definition 7.1. Recall that, if
(R,D) is a deduction pair on A, then Fgr p is an alternate expression of the
D-closure RP of R defined by (5.1) and is called the partial deduction relation.
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Theorem 9.4 Let (R,D) be a deduction pair on A. Then the following holds.
(1) (R,D) is F-sound iff it satisfies the condition
axFrRDY = aFy
for every element (o, y) € A* x A.
(2) (R,D) is F-sufficient iff it satisfies the condition
xFy = oaFrpY
for every element (o, y) € A* x A.
(3) (R,D) is F-complete iff it satisfies the condition
aFRDUY & akFuy

for every element (o, y) € A* x A.

Proof Since F is equal to the largest F-logic on A by Theorem 9.1 and Fr p
is the D-closure RP of R, the above is a restatement of part of Definition 7.1.

Theorem 9.5 Let (R, D) be a deduction pair on A. If (R, D) is F-core-sufficient
and there exists a mapping ¢ € A* x A — A which satisfies

(X':y == 5’:(13(0(»9)) E':R,D d)(fx»y) == “':R,Dy

for each (a,y) € A* x A, then (R, D) is F-sufficient.
Similarly, if (R, D) is F-core-sound and there exists a mapping ¢ € A* x A —
A which satisfies

aFy &= ¢k d(xy), eFrRD Pl,y) &= aFrD Y

for each (a,y) € A* x A, then (R,D) is F-sound.

Proof Since F is equal to the largest F-logic on A by Theorem 9.1 and Fr p
is the D-closure RP of R, the above is a consequence of Theorem 7.3.

9.2 Fundamental theorem of completeness

We continue consideration of the B-valued functional logical space (A, ). Here

we prove a theorem of vital importance on the F-completeness of deduction

pairs on A. Contrary to the previous subsection, the F-validity relation < plays

the principal role, and the f-validity relations <¢ (f € F) play supporting roles.
In addition to the notation and terminology so far used, we define

A =A* x A,
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denote the elements («, ) € A by o« — {3 as in Example 5.2, and define
C={apeAlaxp)
Ar={a—peA|ax;pl
for each f € F, and
F={A¢|feT)

Then (/i, 5") is a logical space, and C is equal to the F-core of K7 because

C = Micg At = Npes F

Theorem 9.6 Let (R,D) be a deduction pair on A. Then the following holds
on the deduction relation <y p defined by (5.2).

(1) If gg,p is contained in <, then (R,D) is F-sound.
(2) If Xg,p contains <, then (R, D) is F-sufficient.

(3) If <r,p is equal to <, then (R, D) is F-complete.

Proof Since the restrictions of g p and < to A* x A are equal to Fr p and
F respectively, the above holds by Theorem 9.4.

Recall here from §5.2 that a deduction pair on A is also called a generational
law on the relations on A*.

Theorem 9.7 (Fundamental theorem of completeness) Let (R,D) be an
F-sound deduction pair on A, and let (R, D) be a deduction pair on A. Assume
that the following two conditions are satisfied.

(1) € C [Dl.
(2) The deduction relation <g p satisfies the generational law (ﬁ, 13)
Then (R, D) is F-complete.
Proof Define the subset KR,D of A by
KR,D ={—p €A|(X'\<R,D Bl
Then (2) is equivalent to the condition
(3) /KR,D is closed under R and D C KR,D.

Hence [6},3 - KR’D. Therefore C C KR’D by (1), which means that < is
contained in xg p. Therefore (R,D) is F-sufficient by Theorem 9.6. Since we
are assuming (R, D) is F-sound, we conclude that (R, D) is F-complete.
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Remark 9.1 In [2], the content of §5.2 is not included and so the condition (2)
of Theorem 9.7 is replaced by its equivalent (3).

The following five theorems supplement Theorem 9.7.
Theorem 9.8 The F-validity relation < is a latticed relation.

Proof Since the f-validity relation < is a latticed relation for each f € F by
Theorems 3.1 and 3.2, so is < by Theorem 3.32.

Theorem 9.9 If the F-validity relation < satisfies the quasi-disjunction law
and inf-emptiness law, then < is equal to the largest latticed extension of the
partial F-validity relation F.

Proof This is a consequence of Theorem 9.8 and Theorem 3.22.

Theorem 9.10 Assume that the F-validity relation < is equal to the largest
latticed extension of the partial F-validity relation F, and let (R, D) be a deduc-
tion pair on A. Then, in order that (R, D) is F-complete, it is necessary and
sufficient that the deduction relation < p is equal to <.

Proof Sufficiency has been shown in Theorem 9.6. Assume that(R,D) is F-
complete. Then Fg p is equal to F by Theorem 9.4. Since g p is the largest
latticed extension of Fr p by Theorem 5.2, while < is the largest latticed ex-
tension of F by our assumption, we conclude that <z p is equal to <.

Theorem 9.11 Assume that the F-validity relation < is equal to the largest
latticed extension of the partial F-validity relation F. Let (R,D) be an F-sound
deduction pair on A and (ﬁ, 6) be a deduction pair on A. Then the following
conditions are equivalent.

(1) (R,D) and (R, D) satisfy the conditions (1) (2) of Theorem 9.7
(2) (R,D) is F-complete and (R,D) is ?—core—complete.

(3) C=[Dlg = Ag,p.

Proof Assume (2). Then < is equal to g p by Theorem 9.10, hence C =
/XR‘D. Also, C = [5],3 by the definition of C?—core—completeness. Therefore (3)
holds.

Assume (3). Then the conditions C = [5],3 and /XR‘D = [6},3 imply the
conditions (1) and (2) of Theorem 9.7 respectively. Therefore (1) holds.

Assume (1). Then (R,D) is F-complete by Theorem 9.7, and so C= RR’D
as shown in the first paragraph. Also ¢ - [13]ﬁ - KR’D as shown in the proof
of Theorem 9.7, hence C= [6]]3. Thus (2) holds.

92



Theorem 9.12 Assume that the F-validity relation < is equal to the largest
latticed extension of the partial F-validity relation F. Let (R,D) be an F-sound
deduction pair on A. Then (R,D) is F-complete iff there exists a generational
law (ﬁ, 13) on the relations on A* such that both < and <r p are the smallest
of the relations on A* which satisfy (ﬁ, ]3).

Proof There exists some rJ_':—core—complete deduction pair (ﬁ,ﬁ) on K, and if
(R,D) is F-complete, then C = [13}ﬁ = AR,D by Theorem 9.11. Conversely
if there exists a deduction pair (1_2',]3) on A such that C = [5]]3 = /iR‘D, then
(R, D) is F-complete by Theorem 9.11. As noticed in §5.2, if (R, D) is a deduction
pair on /1 then [13]§ regarded as a relation on A* is the smallest of the relations
on A* which satisfy the generational law (ﬁ, 13) Therefore this theorem holds.

9.3 Boolean logical spaces

We continue consideration of the B-valued functional logical space (A, ). Here
we assume in addition that (A, ) is a Boolean logical space in the following
sense:

(1) B is a Boolean lattice with respect to the meet A, join V, complement ¢,
and implication =.

(2) xAvy, xVy, x°, x=y are global operations on A.

(3) every element of F is a Boolean representation of A on B with respect to
the operations A, V, ¢, =.

In particular, if B = T, then we call (A, ¥) a binary logical space. It is known
that every Boolean logical space is “equivalent” to a binary logical space.

Theorem 9.13 The F-validity relation < is a Boolean relation with respect to
the operations A,V, ¢, =, and is the largest latticed extension of the partial
F-validity relation F. If F # (), then < is non-trivial.

Proof Since each f-validity relation <¢ is Boolean by Theorem 3.9, so is <
by Theorem 3.32. In particular, < satisfies the quasi-disjunction law. It also
satisfies the lower negation law and conjunction law, and so satisfies the lower
end law by Theorems 3.12. By using the cut law and weakening law, we con-
clude that < satisfies the inf-emptiness law. Therefore, < is the largest latticed
extension of F by Theorem 9.9. If ¥ # () and < is the trivial relation, then so is
each f-validity relation <¢, and so ¢ <¢ € holds, which implies that 1T = 0, hence
#B =1 contrary to our assumption.

Because of Theorem 9.13, Theorems 9.10 - 9.12 apply to (A, F). In particu-
lar, we have the following.
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Theorem 9.14 Let (R, D) be a deduction pair on A. Then (R, D) is F-complete
iff the deduction relation g p is equal to the F-validity relation <. Therefore,
(R,D) is F-complete only if < p is a Boolean relation with respect to the
operations A\, V, O, =.

Proof Since < is the largest latticed extension of the partial F-validity relation
F by Theorem 9.13, the former assertion holds by Theorem 9.10. The latter
assertion is a consequence of the former and Theorem 9.13.

Theorem 9.15 Let (R,D) be an F-core-sufficient deduction pair on A and
assume that R contains the modus ponens X);j Then (R, D) is F-sufficient.
Proof Define the mapping ¢ € A* x A — A by

G- xn,y) == ==k =y)) ),

where the right-hand side with n = 0 means y. Then since the F-validity
relation < is Boolean by Theorem 9.13 and the partial F-validity relation F is
the restriction of < to A* x A, Theorem 3.14 shows that

X1 xnFy &= eF o1 xn,y)
holds. In particular, ¢ satisfies
aFy = eF ¢(x,y)
for every element (o, y) € A* X A. Assume € Fr.p $(X71 - Xn,y). Then
xn=(=kx2=x=y))-) € [Dlr € {x1,...,xn}UDIg.
Since R contains the modus ponens, it inductively follows that
Xn—i= (==X =y)) ) €{x1,...,xn} UDIR

fori=1,...,n. Hence y € [{x1,...,%Xn} UDIg, that is, x1 ---xn Fr,p y. Thus
¢ satisfies

eFrRD $(o,y) = aFrp Y.
for every element (a,y) € A* x A. The result now follows from Theorem 9.5.

Corollary 9.15.1 The deduction pair (p,C) on A consisting of the modus

X X
ponens p = X X2y and the F-core C is F-complete.
Y

Proof This is because (g, C) is F-sufficient by Theorem 9.15 and F-sound by
Theorems 7.1, 9.2, 9.13, and 3.14.
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10 Deduction pairs and Boolean relations

Throughout this section, we let A be a non-empty set, and x Ay, xVy, x°,
x =1y be global operations on A, and (R,D) be a deduction pair on A.

In view of Theorem 9.14, here we consider the condition which (R,D) has
to satisfy in order for the deduction relation < p to be a Boolean relation or
a weakly Boolean relation with respect to the operations /\,V, ¢, =.

Since <xg,p is a latticed relation by Theorem 5.2, we may apply the results
in §3.2 to <g,p. In particular, Theorem 3.17 shows that < p is Boolean iff it
is weakly Boolean . Therefore, we only need to consider the condition which
(R,D) has to satisfy in order for g p to satisfy the strong cut law, junction
laws, negation laws, and implication laws.

We will abbreviate [{)q yee oy Xm U D] g o [x1,...,%m, Dlg. Thus

X]"'XmﬁR,Dlﬂ"'Un — [X1)"‘)X'TT1.)D}R2[y]»D}Rﬂ"'m[ TL)D]Ry
X1 Xm #R,DU — [X1)-"»vaD}R9yv
e<gpY < [Dlrdvy,

and Theorem 5.1 shows that the following holds:
X1 XmRY = X1--Xm kD VY.

The following logics p and & on A will play important roles:

_ X x>y g X Y
$ T FYNTE

The logic g is the modus ponens.

If (A, JF) is a Boolean logical space, then the F-validity relation < is a Boolean
relation by Theorem 9.13, and so both p and & are contained in < by Theorem
3.14 and the definition of the Boolean relations. Therefore by Theorem 9.2,
both p and & are F-sound.

Lemma 10.1 If R contains p, then < p satisfies the following laws:

X, X=Y <g,D Y (cut-implication law)

X <XRDX=>Y = XX <XRDVY. (reverse deduction law)

Proof Since x,x=ygpy and p C R, we have x,x=1y Ry, hence the law (1)
holds. The law (2) may be derived from (1) by the cut law and exchange law.

Theorem 10.1 Assume that R contains p. Then <y p satisfies
XX<SRDY = X <RDX=>Y (deduction law)
iff g p satisfies the following laws:

(1) e<rD X=X
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(2) y <r,p x=1Y (the second implication law in Theorem 3.8).

(3) If z1 - - -z Ry (k > 0), then x=2z1,--- ,x=zx gD X=>V.

Proof Assume that < p satisfies the deduction law. Then since g p satisfies
X <g.p X and Xy <g,p Y by the repetition law and weakening law, (1) and (2)
hold. In order to prove (3), assume zj - - - zx Ry. Then we have

Z1---Zkx SR, D Y-

If k = 0, this becomes ¢ g p Y, hence ¢ g p x =Y as desired by the weakening
law and deduction law. Therefore assume k > 1. Then, since x,x = zi gD Zi
by Lemma 10.1, we have

X>X:>Z1y"'yX:>Zk<R,DZ’i (1:1))k)

by the weakening law and exchange law. By repeated applications of the cut
law, exchange law, and contraction law to the above k + 1 displayed relations,
we have x,x=z1,--- ,x=zx Xg,p Y, hence x=2z7,--- ,x=2zx gD X=Y as
desired.

Conversely, assume that <g p satisfies (1) - (3), and in order to prove that
<r,p satisfies the deduction law, assume xx <z p Y. Furthermore, let o« =
X1 -+ Xm and define X = {x,x1,...,Xxm} UD. Then, since xa <z p y, we have
[XIr > y, and so by Theorem 4.6, y belongs to the R-descendant X;, of X for
some non-negative integer n. We will show o < p x =y by induction on n.

Assume n = 0. Then y € X. If y = x, then (1) and the weakening law
certainly imply o g p x=y. Therefore assume y € {x1,...,xm}UD. Then
o« <r,D Y, and since Yy <g,p x=1Y by (2), we have & g p x =y as desired by
the cut law.

Assume n > 1. Then, since y € X;,, we have z; - - - zx Ry for some elements
zieXy (i=1,...,k) withn =143, li. Therefore

X=2Z1," ", X=Zk IR,D X=Y
by (3), and
X <XR,D X= Zi i=1,...,k)

by the induction hypothesis. By repeated applications of the cut law, exchange
law, and contraction law to the above k + 1 displayed relations, we have a <z p
x =Yy as desired.

Lemma 10.2 If g p satisfies the following laws, then < p satisfies the laws
(1) and (2) of Theorem 10.1:

(1) € srp X Vx.

(2) y <r,p xVy.
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(3) xX®Vy <rp x=V.

Proof Applying the cut law to (1) and (3) with x =y, we have ¢ g p x=x.
Applying the cut law to (2) with x replaced by x® and (3), we havey <R,D X=VY.

Lemma 10.3 If R contains &, then <z p satisfies the following laws:
(1) xy gD XAY.
(2) xAy,B kD * = XYyP gD X

Proof Since xy&xAy and & C R, we have xy Rx Ay, hence (1) holds. Ap-
plying the cut law to (1) and the premise of (2), we have the conclusion of

2).

Theorem 10.2 Assume that R contains p U & and g p satisfies the following
laws. Then <z p is a Boolean relation with respect to the operations A, V, §, =

e <r.p X Vx,
3) xA\Yy <gD VU,

Y <k,p XV,
6) xX°Vy gD X=V,

)
)
)
)
)
)
7) xVy,x=2z,y=>z <R, 2,

)

Ifz9---zx Ry (k> 0), then x=2z1,--- ,x= 2z gD X= VY.

Proof The <y p is a latticed relation by Theorem 5.2 and satisfies the second
implication law by Lemma 10.2. Therefore, we need to show that g p satisfies
the strong cut law, junction laws, negation laws, first implication law, and third
implication law.

We note that <g p is the largest latticed extension of Fr,p by Theorem
5.2 and so < p satisfies the inf-emptiness law by Theorem 3.20. Also, <r p
satisfies the cut-implication law, reverse deduction law, and deduction law by
Lemmas 10.1 and 10.2 and Theorem 10.1.

The laws (2), (3) and Lemma 10.3 show that <g p satisfies the conjunction
law.

Since <g,p satisfies the strong disjunction law by Theorem 3.24, <z p sat-
isfies the disjunction law by Theorem 3.12.

We have x¢ <R.D x®Vy and x°Vy <r,p X=Y by (4) and (6), hence
x© <r,p X=1Y by the cut law. Thus the first implication law holds.
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Applying the reverse deduction law to the first implication law, we have
xx® <Rr,D Y. Since y is arbitrary and <g p satisfies the inf-emptiness law, it
follows that xx° <g,p & Thus the lower negation law holds.

Since ¢ <r.p x° Vx by (1) and <z p satisfies the disjunction law, we have
€ XR,D x%x by Theorem 3.12, hence ¢ <R,D xx® by the exchange law. Thus the
upper negation law holds.

Since g p satisfies the junction laws and negation laws, it follows from
Theorem 3.12 that <z p satisfies the end laws. As shown above, <z p satisfies
the conjunction law and strong disjunction law. Therefore by Theorem 3.26,
<r,p satisfies the strong cut law.

Since <g,p satisfies the strong cut law, negation laws, and cut-implication
law by Lemma 10.1, Theorem 3.14 shows that g p satisfies the third implica-
tion law.

Corollary 10.2.1 Assume that R contains p U & and that [D]g contains all of
the elements of A in the following shape. Then < p is a Boolean relation with
respect to the operations A,V, ¢, =

(x=2)Ay=12)=((xVy)=2).
(x=z1) A+ Alx=z)) =(x=y) where z1 - - - zx Ry.

Proof Since R contains pU&, we may use the reverse deduction law of Lemma
10.1 and the laws of Lemma 10.3. Also, since

(x=2)A(y=12)) =((xVy)=z) € D,
we have
exrp (x=2)Aly=12))=((xVy)=2z).

Therefore, we conclude that < p satisfies the law xVy,x=z,y=2z <z p
z. Similarly, we see that <g p satisfies all the laws listed in Theorem 10.2.
Therefore < p is a Boolean relation.

Corollary 10.2.2 Assume that R = pU& and [D]g contains all of the elements

of A in the following shape. Then < p is a Boolean relation with respect to
the operations A, V, O, =
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6) (x*Vy)=(x=y).

(x=2)Aly=2))=(xVy)=z).
(2= x)Az=v)) = (z=(xAv)).
9) (z=X)A(z=(x=v))) =(Ez=y).

Proof Since R = p U&, we have z1---zx Ry iff z1 .-z py or z1 - -z &Y.
Therefore, the elements ((x =Sz1)N\--NAx= Zk)) =(x = y) on the list of Corol-
lary 10.2.1 are the elements

(x=YAx=y=2))=kx=2),

(x=Y)Alx=12)) =(x=(yAz)).

This completes the proof.
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