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Abstract

We introduce a generalization of the Fourier transform, denoted by FC , on
the isotropic cone C associated to an indefinite quadratic form of signa-
ture (n1, n2) on Rn (n = n1 + n2: even). This transform is in some sense
the unique and natural unitary operator on L2(C), as is the case with the
Euclidean Fourier transform FRn on L2(Rn). Inspired by recent develop-
ments of algebraic representation theory of reductive groups, we shed new
light on classical analysis on the one hand, and give the global formulas
for the L2-model of the minimal representation of the simple Lie group
G = O(n1 + 1, n2 + 1) on the other hand.

The transform FC expands functions on C into joint eigenfunctions
of fundamental differential operators which are mutually commuting, self-
adjoint, and of second order. We decompose FC into the singular Radon
transform and the Mellin–Barnes integral, find its distribution kernel, and
establish the inversion and the Plancherel formula. The transform FC re-
duces to the Hankel transform if G is O(n, 2) or O(3, 3) ≈ SL(4,R).

The unitary operator FC together with multiplications and translations
coming from the conformal transformation group CO(n1, n2) n Rn1+n2 gen-
erates the minimal representation of the indefinite orthogonal group G. Var-
ious different models of the same representation have been constructed by
Kazhdan, Kostant, Binegar–Zierau, Gross–Wallach, Zhu–Huang, Torasso,
Brylinski, and Kobayashi–Ørsted, and others. Among them, our model
gives the global formula of the whole group action on the simple Hilbert
space L2(C), and generalizes the classic Schrödinger model L2(Rn) of the
Weil representation. Here, FC plays a similar role to FRn .

Yet another motif is special functions. Large group symmetries in the
minimal representation yield functional equations of various special func-
tions. We find explicit K-finite vectors on L2(C), and give a new proof of
the Plancherel formula for Meijer’s G-transforms.

iv



Chapter 1

Introduction

This book is a continuation of a series of our research projects [43, 44, 46, 47,
48, 49]. Our motif is to open up and develop geometric analysis of a single
infinite dimensional representation, namely, the minimal representation π of
the indefinite (even) orthogonal group.

This representation is surprisingly rich in its different models, through
which we have cross-fertilization and interactions with various areas of math-
ematics such as conformal geometry and the Yamabe operator, Fourier anal-
ysis, ultra-hyperbolic equations and their conserved quantities, the Kepler
problem, holomorphic semigroups, and analysis on isotropic cones. Among
them, this book is devoted to the L2-model (Schrödinger model), for which
the local formula was established in a previous paper [49] with B. Ørsted.
The global formula of the whole group action is the subject of this book.

We have limited ourselves to the very representation π, although some of
our results could be generalized to other settings by the ideas developed here.
This is primarily because we believe that geometric analysis of this specific
minimal representation is of interest in its own right, and might open up an
unexpected direction of research bridging different fields of mathematics, as
in the case of the Weil representation (e.g. [18, 35, 36, 38, 61]).

Bearing this in mind, we will not only

• formalize our main results by means of representation theory,

but also

• formalize our main results without group theory.

We have made effort to expound the theory in a self-contained fashion
as much as possible.
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For n = n1 + n2, we denote by Rn1,n2 the Euclidean space Rn endowed
with the flat pseudo-Riemannian structure

ds2 = dx2
1 + · · ·+ dx2

n1
− dx2

n1+1 − · · · − dx2
n,

and define the isotropic cone C by

C := {x ∈ Rn \ {0} : x2
1 + · · · + x2

n1
− x2

n1+1 − · · · − x2
n = 0}.

In this book, we will introduce the ‘Fourier transform’ FC on the isotropic
cone C for n even. This transform FC is in some sense the unique and
natural unitary operator on L2(C), as it is the case with the Euclidean
Fourier transform FRn on L2(Rn).

Here is a brief guide to the three motivations of this book, with emphasis
on the role of the unitary operator FC .

The first motivation comes from analysis on the isotropic cone C itself.
Different from non-isotropic hypersurfaces (e.g. hyperboloids) in Rn1,n2 , the
restriction of ds2 to C is degenerate, and we do not have a natural pseudo-
Riemannian structure on C. Consequently, there is no natural single op-
erator on C such as the Laplace–Beltrami operator. However, it turns out
that there are commuting, self-adjoint, second order differential operators
P1, . . . , Pn that we call fundamental differential operators on C satisfying
the algebraic relation P 2

1 + · · · + P 2
n1
− P 2

n1+1 − · · · − P 2
n = 0. Then, what

we want is to understand how an arbitrary function on C (of appropriate
class) is expanded into joint eigenfunctions of P1, . . . , Pn.

We will find explicit joint eigendistributions for P1, . . . , Pn, and con-
struct a (well-defined) transform, to be denoted by FC , by means of these
eigenfunction. The transform FC intertwines the multiplication by coordi-
nate functions with the differential operators Pj . Moreover, we prove that
we can normalize FC such that it is involutive, i.e. F2

C = id and unitary.
Thus, we establish its inversion formula and the Plancherel type theorem.
It is noteworthy that the kernel function K(x, x′) of FC involves singular
distributions (e.g. normal derivatives of Dirac’s delta function with respect
to a hypersurface) but yet that the operator FC is unitary in the general
case where n1, n2 > 1 and n1 + n2 > 4. In the case n1 = 1, n2 = 1 or
(n1, n2) = (2, 2), FC reduces to the Hankel transform composed by a (sin-
gular) Radon transform.

The second motivation comes from representation theory of real reduc-
tive groups, in particular, from minimal representations.

Minimal representations are infinite dimensional unitary representations
that are the ‘closest’ to the trivial one-dimensional representation. The Weil
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representation of the metaplectic group Mp(n,R), which plays a prominent
role in the construction of theta series, is a classic example. Most minimal
representations are isolated among the set of irreducible unitary represen-
tations, and cannot be built up from the exsisting induction techniques of
representation theory.

A multitude of different models of minimal representations have been
investigated recently by many people (see Sections 1.4 and 1.5). Each model
known so far has its own advantages indeed but also has some disadvantages.
For instance, the inner product of the Hilbert space is not explicit in some
models, whereas the whole group action is not clear in some other models.

A challenge to surmount that ‘disadvantage’ may turn up as a natural
problem in other areas of mathematics. In order to give its flavor, let us
consider two geometric models of minimal representations of the indefinite
orthogonal group G = O(n1 +1, n2 + 1): One is in the solution space to the
Yamabe equation (conformal model), and the other is in L2(C) (Schrödinger
model).

In the conformal model, the whole group action is very clear, whereas
the inner product is not. The problem of finding the explicit inner product
was solved in the previous paper [47] as the theory of conserved quantities
for ultra-hyperbolic equations, such as the energy for the wave equation.

In the Schrödinger model L2(C), the unitary structure is clear, whereas
the whole group action is not. The understanding of the whole group action
was a missing piece of [47]. This problem is reduced to finding the gener-
alization of the Fourier–Hankel transform on the isotropic cone C, namely,
the above mentioned operator FC . By finding an explicit formula of FC ,
we shall settle this problem. The role of FC in our minimal representation
is in parallel to that of the Euclidean Fourier transform FRn in the Weil
representation, summarized as below:

simple group Mp(n,R) O(n1 + 1, n2 + 1)
(type C) (type D)

Minimal representation Weil representation π

L2-model L2(Rn) L2(C)
(Schrödinger model)

unitary inversion e
√

−1nπ
4 FRn FC

The third motivation comes from special functions. We note that the

3



isotropic cone C is so small that the group G = O(n1 + 1, n2 + 1) cannot
act on C continuously and non-trivially. This feature is reflected by the fact
that the Gelfand–Kirillov dimension of the representation of G on L2(C)
attains its minimum amongst all infinite dimensional representations of G.
Thus, the representation space L2(C) is extremely ‘small’ with respect to the
group G. In turn, we could expect a very concrete theory of global analysis
on C by using abundant symmetries of the group G or its Lie algebra.

It turns out that special functions in the Schrödinger model L2(C) arise
in a somewhat different way from the well-known cases such as analysis
on symmetric spaces (e.g. [31]) or its variants. For instance, the Casimir
operator of K acts on L2(C) as a fourth differential operator.

In this book, we encounter many classically known special functions (e.g.
Bessel functions, Appell’s hypergeometric functions, Meijer’s G-functions,
etc.). Special functions are a part of our method for the analysis of the
minimal representation, and conversely, by decomposing the operator FC

we provide a representation theoretic proof of [inversion, Plancherel, . . . ]
formulas of special functions including Meijer’s G-functions.

Encouraged by a suggestion of R. Stanton, we have decided to write a
considerably long introduction. What follows is divided into three parts ac-
cording to the aforementioned three motivations and new perspectives. In
Sections 1.1–1.3, we state key properties of the involutive unitary operator
FC on L2(C) from analytic perspectives, in comparison with the well-known
case of the Euclidean Fourier transform FRn on L2(Rn). Sections 1.4–1.8
give representation theoretic perspectives, and we explain the role of FC in
the Schrödinger model of the minimal representation of the indefinite orthog-
onal group in comparison with the role of FRn for the Weil representation.
Thus, we compare FC again with FRn , and correspondingly, the simple Lie
algebra o(n1 + 1, n2 + 1) with sp(n,R). In Section 1.9, we give a flavor of
the interactions of the analysis on the minimal representations with special
functions.

1.1 Differential operators on the isotropic cone

Consider an indefinite quadratic form on Rn = Rn1+n2 :

Q(x) := x2
1 + · · ·+ x2

n1
− x2

n1+1 − · · · − x2
n1+n2

. (1.1.1)

Throughout the Introduction, we assume n1, n2 > 1 and n = n1 + n2 is an
even integer greater than two. (From Chapter 2, we will use the following
notation: p = n1 − 1, q = n2 − 1.)
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Associated to the quadratic form Q, we define the isotropic cone

C := {x ∈ Rn \ {0} : Q(x) = 0},

and endow C with the volume form dµ characterized by

dQ ∧ dµ = dx1 · · · dxn.

Our object of study is the Hilbert space L2(C) ≡ L2(C, dµ) consisting
of square integrable functions on C.

A differential operator P on Rn is said to be tangential to the submani-
fold C if P satisfies

ψ1|C = ψ2|C ⇒ (Pψ1)|C = (Pψ2)|C (1.1.2)

for any smooth functions ψ1, ψ2 defined in neighborhoods of C in Rn. Then,
we can ‘restrict’ P to C, and get a differential operator P |C on C.

For instance, the following vector fields are tangential to C:

E :=

n∑

i=1

xi
∂

∂xi
(the Euler operator),

Xij := εiεjxi
∂

∂xj
− xj

∂

∂xi
(1 ≤ i < j ≤ n),

where we set εj = 1 or −1 according as 1 ≤ j ≤ n1 or n1 + 1 ≤ j ≤ n. This
is because the vector fields E and Xij (1 ≤ i < j ≤ n) are obtained as the
differential of the conformal linear transformation group

CO(Q) := {g ∈ GL(n,R) : Q(gx) = cQ(x) (∀x ∈ Rn) for some c > 0},

which preserves the isotropic cone C.
Let R[x, ∂

∂x
] be the R-algebra of differential operators with polynomial

coefficients (the Weyl algebra), namely, the non-commutative ring generated
by the multiplication by x1, . . . , xn and the vector fields ∂

∂x1
, . . . , ∂

∂xn
.

We denote by R[x, ∂
∂x

]C the subalgebra consisting of operators that are
tangential to C. The multiplication by coordinate functions xk clearly sat-
isfies the condition (1.1.2). Thus, we have seen

xk, E,Xij ∈ R
[
x,

∂

∂x

]C
(1 ≤ k ≤ n, 1 ≤ i < j ≤ n).

However, there exist yet other operators which are tangential to C, but are
not generated by xk, E,Xij in the Weyl algebra (see Remark 2.4.9).
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Among them are the fundamental differential operators of second order,
to be denoted by P1, . . . , Pn, which are defined by

Pj := εjxj�− (2E + n− 2)
∂

∂xj
. (1.1.3)

Here, � is the Laplace–Beltrami operator associated to Q, namely,

� :=

n∑

j=1

εj
∂2

∂x2
j

≡ ∂2

∂x2
1

+ · · ·+ ∂2

∂x2
n1

− ∂2

∂x2
n1+1

− · · · − ∂2

∂x2
n

.

In the degenerate case n1 = n2 = 1, our operators P1 and P2 take the
following form: we set y1 := x1 + x2, y2 := x1 − x2,

P1 + P2 = −4y1
∂2

∂y2
1

, P1 − P2 = −4y2
∂2

∂y2
2

,

see Remark 2.4.10. In general, these operators P1, . . . , Pn satisfy the follow-
ing properties (see Theorem 2.4.1):

P1 PiPj = PjPi for any 1 ≤ i, j ≤ n.

P2 Pj ∈ R[x, ∂
∂x

]C for any 1 ≤ j ≤ n.

P3 The induced differential operators Pj |C on C∞
0 (C) extend to self-adjoint

operators on the Hilbert space L2(C).

P4 (P 2
1 + · · · + P 2

n1
− P 2

n1+1 − · · · − P 2
n)|C = 0.

P5 The Lie algebra generated by xi, Pi (1 ≤ i ≤ n) contains the vector
fields E,Xij (1 ≤ i < j ≤ n).

From now on, we simply write Pj for Pj |C . Thus, we have commuting
self-adjoint, second-order differential operators P1, . . . , Pn on L2(C).

We are brought naturally to the following:

Problem 1.1.1. 1) Find joint eigenfunctions of the differential operators
P1, . . . , Pn on the isotropic cone C.

2) Given a function f on C, find an explicit expansion formula of f into
joint eigenfunctions of P1, . . . , Pn.

6



1.2 ‘Fourier transform’ FC on the isotropic cone C

In this book, we shall give a solution to Problem 1.1.1 by introducing a
unitary operator FC on L2(C).

To elucidate the operator FC , let us consider first much simpler operators

pj := −
√
−1

∂

∂xj
(1 ≤ j ≤ n)

in place of Pj . Then, p1, . . . , pn form a commuting family of differential
operators which extend to self-adjoint operators on L2(Rn). Analogously
to Problem 1.1.1, consider the question of finding the explicit eigenfunction
expansion for the operators p1, . . . , pn. Then, as is well-known, this is done
by using the (Euclidean) Fourier transform F ≡ FRn on Rn. In what follows,
we normalize FRn as

FRnu(ξ) :=
1

(2π)
n
2

∫

Rn

u(x)e
√
−1〈x,ξ〉dx, (1.2.1)

where 〈x, ξ〉 =
∑n

i=1 xiξi and dx = dx1 · · · dxn. We note that the signature
of the power here is opposite from the usual convention. Obviously, the
kernel

k(x, ξ) :=
1

(2π)
n
2

e
√
−1〈x,ξ〉

of the Fourier transform FRn is real analytic on the direct product space
Rn × Rn.

We recall the following key properties of the Euclidean Fourier transform:

F1 pj k(x, ξ) = ξj k(x, ξ).

F2 k(x, ξ) = k(ξ, x).

F3 FRn(C∞
0 (Rn)) ⊂ C∞(Rn) ∩ L2(Rn).

F4 FRn extends to a unitary operator on L2(Rn).

F5 FRn ◦ xj = pj ◦ FRn ,

FRn ◦ pj = −ξj ◦ FRn .

F6 (F2
Rnu)(x) = u(−x), F4

Rn = id.

F7 FRnu(ξ) =
1

(2π)
n
2

∫

R

e
√
−1t(Ru)(ξ, t)dt.

7



F8 FRn gives an automorphism of each of the following topological vector
spaces:

S(Rn) ⊂ L2(Rn) ⊂ S′(Rn).

Here, F7 gives the plane wave expansion of the Fourier transform by means
of the Radon transform R defined by

Ru(ξ, t) :=

∫

Rn

u(x)δ(〈x, ξ〉 − t)dx.

In F8, we denote by S(Rn) the space of rapidly decreasing C∞-functions on
Rn (the Schwartz space endowed with the Fréchet topology), and by S′(Rn)
the dual space consisting of tempered distributions.

F4 is the Plancherel theorem, and F8 gives the Paley–Winer theorem
for the Schwartz space S(Rn) (and its dual S′(Rn)). By F1 and F2, the
inversion formula

f(x) = FRn ◦ F
−1
Rnf(x)

=

∫

Rn

(F−1
Rnf)(ξ)k(x, ξ)dξ

gives an expansion of a function f into joint eigenfunctions k(x, ξ) of the
commuting self-adjoint operators pj (1 ≤ j ≤ n).

Moreover, the property F5 characterizes the operator FRn up to scalar.
We pin down this algebraic statement in two ways as follows:

Proposition 1.2.1. Let A be a continuous operator on L2(Rn) satisfying
the following identities:

A ◦ xj = pj ◦ A, A ◦ pj = −xj ◦A (1 ≤ j ≤ n). (1.2.2)

Then, A is a scalar multiple of FRn .

Proposition 1.2.2. Let A be a continuous operator on L2(Rn) satisfying

A ◦ xixj = pipj ◦A, A ◦ pipj = xixj ◦A (1 ≤ i, j ≤ n). (1.2.3)

Then, A is of the form A = aFRn + bF−1
Rn for some a, b ∈ C.

Here, (1.2.3) is obviously a weaker condition than (1.2.2).
We did not go into details about the domain of definition for (1.2.2)

and (1.2.3) in the above propositions. The domain could be D := {f ∈
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L2(Rn) : xjf, pjf ∈ L2(Rn) (1 ≤ ∀j ≤ n)}, on which we regard the identities
Axjf = pjAf those of distributions in the case of Proposition 1.2.1. Likewise
for Proposition 1.2.2.

Intertwining characterization of FC

Back to the setting in Section 1.1, we consider the differential operator Pj

(of second order!). Then, it turns out that the intertwining relation between
Pj and the multiplication by the coordinate function xj again characterizes
our operator FC up to scalar:

Theorem 1.2.3 (see Theorem 2.5.4). 1) There exists a unitary operator FC

on L2(C) satisfying the following relation:

A ◦ Pj = 4xj ◦A, A ◦ xj = 4Pj ◦A (1 ≤ j ≤ n). (1.2.4)

2) Continuous operators A on L2(C) satisfying (1.2.4) are unique up to
scalar. In particular, any such operator A is a scalar multiple of the
unitary operator FC , and A2 is a scalar multiple of the identity operator.

Joint eigendistributions on C
Next, we consider the system of differential equations on C:

Pjψ = 4ξjψ (1 ≤ j ≤ n). (1.2.5)

The coefficient 4 in the right-hand side is just for simplifying later notation.
We shall deal with solutions in an appropriate class of distributions on C

(the dual space L2(C)−∞ of smooth vectors L2(C)∞, see (2.5.9)) and prove
the following:

Theorem 1.2.4 (see Theorem 2.5.5). Fix ξ = (ξ1, . . . , ξn) ∈ Rn \ {0}.

1) If Q(ξ) 6= 0, then any distribution ψ on C satisfying (1.2.5) is zero.

2) If ξ ∈ C, then the solution space of (1.2.5) in L2(C)−∞ is one-dimensional.

The first statement is an immediate consequence of P4. By the explicit
formula given in Theorem 1.3.1, we shall see that the unique solution in
Theorem 1.2.4 (2) is not real analytic if n1, n2 > 1.

Abstract properties of FC

We will prove in this book that the distribution solution ψ(x) in Theorem
1.2.4 (2) can be normalized depending on ξ ∈ C, which we denote by K(x, ξ)
for now, in such a way that the following key properties are fulfilled:

9



K1 For each fixed ξ ∈ C, K(·, ξ) is a distribution solution on C to (1.2.5).

K2 K(x, ξ) = K(ξ, x) as a distribution on C × C.

K3 We define

(FCf)(ξ) :=

∫

C

K(x, ξ)f(x)dµ(x) for f ∈ C∞
0 (C). (1.2.6)

Then, (1.2.6) is well-defined, and we have a linear map FC : C∞
0 (C)→

C∞(C) ∩ L2(C).

K4 FC extends to a unitary operator on L2(C).

K5 FC ◦ 4xj = Pj ◦ FC ,

FC ◦ Pj = 4ξj ◦ FC .

K6 F2
C = id.

K7 FCu(ξ) =
∫

R
Ψ(t)Rf(ξ, t)dt

K8 FC gives the automorphism of each of the following topological vector
spaces:

L2(C)∞ ⊂ L2(C) ⊂ L2(C)−∞.

These properties K1–K8 are stated in parallel to the Euclidean case F1–
F8. In K7, R is the (singular) Radon transform on the isotropic cone C
which will be defined in (1.2.7), and Ψ(t) is a distribution on R which will
be defined in Theorem 1.3.1. We note that the transform in K7 by Ψ(t)
collapses to the Hankel if n2 = 1.

In K8, we have the following inclusive relation

C∞
0 (C) ⊂ L2(C)∞ ⊂ L2(C) ⊂ L2(C)−∞ ⊂ D

′(C)

as in the Euclidean case (see F8):

C∞
0 (Rn) ⊂ S(Rn) ⊂ L2(Rn) ⊂ S

′(Rn) ⊂ D
′(Rn).

In summary, K4 is a Plancherel type theorem of FC on L2(C), K6 gives
its inversion formula, K7 expresses FC by ‘plane wave’ decomposition, and
K8 gives a Paley–Winer type theorem for the ‘Schwartz space’ L2(C)∞.

The above formulation brings us naturally to the following program:
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Program 1.2.5. Develop a theory of ‘Fourier analysis’ on the isotropic
cone C by means of FC .

We expect that this program could be enhanced by a solid foundation
and concrete formulas of the transform FC .

For this, the first step is to find explicit formulas for the (normalized)
joint eigenfunctions K(x, ξ). We prove that they are given by means of
Bessel distributions (see Theorem 1.3.1). In particular, K2 follows readily
from the formulas. The properties K1, K4, K5, and K6 will be proved in
Theorem 2.5.2 based on a representation theoretic interpretation that FC

is the ‘unitary inversion operator’ on L2(C) for the minimal representation
of the indefinite orthogonal group O(n1 + 1, n2 + 1). By K6, we get the
inversion formula just as F

−1
C = FC , which gives an explicit solution to the

problem of joint eigenfunction expansions (see Problem 1.1.1):

f(x) =

∫

C

(FCf)(ξ)K(x, ξ)dµ(ξ).

The kernel K(x, ξ) is not locally integrable but is a distribution in gen-
eral. To see the convergence of the right-hand side (1.2.6), we note that
K(x, ξ) depends only on 〈x, ξ〉 =

∑n
i=1 xiξi (see Theorem 1.3.1). This fact

leads us to the factorization K7 through the (singular) Radon transform
R on the isotropic cone C, which is defined by the integration over the
intersection of C with the hyperplane

{x ∈ Rn : 〈x, ξ〉 = t}.

For a quick summary of the transform R (see Chapter 5 for details), we
identify a compactly supported smooth function f on C with a measure fdµ.
It is a tempered distribution on Rn (n > 2). Then, the Radon transform R

of fdµ is defined by

Rf(ξ, t) :=

∫

C

f(x)δ(〈x, ξ〉 − t)dµ(x) (1.2.7)

for (ξ, t) ∈ (Rn \ {0}) × (R \ {0}). The point here is that the integration is
taken over the isotropic cone. In other words, Rf(ξ, t) is obtained by the in-
tegration over submanifolds which are generically of codimension two in Rn.
Consequently, Rf(ξ, t) satisfies the ultra-hyperbolic differential equation of
the ξ-variable:

( n1∑

j=1

∂2

∂ξ2j
−

n∑

j=n1+1

∂2

∂ξ2j

)
Rf(ξ, t) = 0. (1.2.8)
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Next, in order to see the regularity of Rf(ξ, t) at t = 0, we fix ξ. Then,
the intersection of the isotropic cone C with the hyperplane {x ∈ Rn :
〈x, ξ〉 = t} forms a one parameter family of submanifolds of codimension
two for t 6= 0, which have singularities at t = 0. Accordingly, the Radon
transform Rf(ξ, t) is not of C∞ class at t = 0 even for f ∈ C∞

0 (C). The
regularity of Rf(ξ, t) at t = 0 is the principal object of the paper [54],
where it is proved that Rf(ξ, t) is [n−5

2 ] times continuously differentiable at
t = 0. Here, [x] denotes the greatest integer that does not exceed x. This
regularity is exactly sufficient for what we need to prove that the singular
integral (1.2.6) makes sense for f ∈ C∞

0 (C). See Section 5.2 for details.
The reverse direction, namely, the application of our results on FC to

the results on the singular Radon transform R includes:

Corollary 1.2.6. Any compactly supported smooth function f ∈ C∞
0 (C)

can be recovered only from the restriction of the Radon transform Rf(ξ, t)
to C × R.

Underlying algebraic structures

The underlying algebraic structure of Propositions 1.2.1 and 1.2.2 and
Theorem 1.2.3 will be revealed by the Lie algebras generated by the differ-
ential operators in each setting as follows:

In Proposition 1.2.1, the Lie algebra generated by pi, xi (1 ≤ i ≤ n) is
the Heisenberg Lie algebra.

In Proposition 1.2.2, the Lie algebra generated by pipj , xixj (1 ≤ i, j ≤
n) is the symplectic Lie algebra sp(n,R).

In Theorem 1.2.3, the Lie algebra generated by Pi, xi (1 ≤ i ≤ n1 + n2)
is the indefinite orthogonal Lie algebra o(n1 + 1, n2 + 1).

These actions of the Lie algebras lift to unitary representations of the
corresponding Lie groups: On L2(Rn), the Schrödinger representation of
the Heisenberg group, and the Weil representation of the metaplectic group
Mp(n,R), namely, a double cover of the symplectic group Sp(n,R) (see Sec-
tion 1.4); on L2(C), the minimal representation of the indefinite orthogonal
group O(n1+1, n2+1) (see Section 1.5). In Sections 1.4–1.8, we shall discuss
some perspectives from representation theory. Before entering representa-
tion theory, we continue an account from the viewpoints of analysis in the
next section.
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1.3 Kernel of FC and Bessel distributions

In this section, we give an explicit formula of the kernel distribution K(x, ξ)
of the transform FC on L2(C), and observe the similarities to and differ-

ences from the kernel k(x, ξ) = (2π)−
n
2 e

√
−1〈x,ξ〉 of the Euclidean Fourier

transform FRn on L2(Rn).
Here is the highlight of this book.

Theorem 1.3.1 (see Theorem 5.1.1). Suppose n = n1 + n2 is even, > 2.
The unique unitary operator FC on L2(C) in Theorem 1.2.3 is given by the
distribution kernel K(x, ξ) := Ψ(〈x, ξ〉), where

Ψ(t) = 2(−1)
n1(n1−1)

2 π−
n−2

2

×





Φ+
n−4

2

(t) if min(n1, n2) = 1,

Ψ+
n−4

2

(t) if n1, n2 > 1 are both odd,

Ψn−4
2

(t) if n1, n2 > 1 are both even.

As for the normalization of a scalar constant in the above theorem, we note
that the intertwining property (1.2.4) determines K(x, ξ) up to scalar, and
moreover K6 determines K(x, ξ) up to signature. The signature is taken
to be compatible with the action on the Schrödinger model of the minimal
representation of O(n1 + 1, n2 + 1) which will be discussed in Section 1.8.

In Theorem 1.3.1, 〈 , 〉 denotes the standard (positive definite) inner
product on Rn. Φ+

m(t), Ψ+
m(t) and Ψm(t) are tempered distributions on R,

defined below in (1.3.1), (1.3.2), and (1.3.3), respectively.

Bessel distributions

Let Jν(x), Yν(x) and Kν(z) be the (modified) Bessel functions (see Ap-
pendix 7.2). We use the following notational convention:

f(t+) :=

{
f(t) (t > 0)

0 (t ≤ 0),
f(t−) :=

{
0 (t ≥ 0)

f(|t|) (t < 0),

for a function (or a ‘generalized function’) f(t) on R. Then, Φ+
m, Ψ+

m, and
Ψm in Theorem 1.3.1 are the distributions on R given by

Φ+
m(t) := (2t)

−m
2

+ Jm(2
√

2t+), (1.3.1)

Ψ+
m(t) := (2t)

−m
2

+ Jm(2
√

2t+)−
m∑

k=1

(−1)k−1

2k(m− k)! δ
(k−1)(t), (1.3.2)

Ψm(t) := (2t)
−m

2
+ Ym(2

√
2t+) +

2(−1)m+1

π
(2t)

−m
2

− Km(2
√

2t−). (1.3.3)
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Here, (2t+)−
m
2 Jm(2

√
2t+) makes sense as a locally integrable function on R.

On the other hand, (2t)
−m

2
+ Ym(2

√
2t+) and (2t)

−m
2

− Km(2
√

2t−) are defined
as regularized distributions, and Ψm(t) have the following singularity:

Ψm(t) = (locally integrable function) +
−1

π

m∑

k=1

t−k(k − 1)!

2k(m− k)! .

We shall say that Φ+
m, Ψ+

m, and Ψm are Bessel distributions.

Integral expressions and differential equations

The Bessel distributions Φ+
m(t), Ψ+

m(t), and Ψ+
m(t) are real analytic on

R \ {0}, and satisfy the following differential equation:

t
d2Ψ

dt2
+ (m+ 1)

dΨ

dt
+ 2Ψ = 0,

or equivalently,
(θ2 +mθ + 2t)Ψ = 0,

where θ := t d
dt

. Furthermore, all of the three solutions satisfy the following
asymptotic behavior

Ψ(t) = O(t−
2m+1

4 ) as t→ +∞.

In this book, we adopt an alternative definition of Φ+
m, Ψ+

m and Ψm in
Section 6.2 by means of the Mellin–Barnes type integral for distributions.
The expressions (1.3.1)–(1.3.3) will be explained there. Another (slightly
different) expression of Φ+

m, Ψ+
m, and Ψm by means of ‘normalized’ Bessel

functions J̃m, K̃m, and Ỹm is given in Remark 6.2.3.
Chapter 6 is devoted to these Bessel distributions. We shall discuss their

integral formulas and differential equations.

Support of the kernel K(x, ξ)

Unlike the kernel k(x, ξ) = (2π)−
n
2 e

√
−1〈x,ξ〉 for the Euclidean Fourier

transform FRn , our formula in Theorem 1.3.1 shows that the support of the
kernel K(x, ξ) for FC differs according to the signature (n1, n2).

To see this, we set the ‘half’ space of the direct product manifold C ×C
by

(C × C)+ := {(x, ξ) ∈ C × C : 〈x, ξ〉 ≥ 0}.
Then, we have the following mysterious phenomenon:
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Corollary 1.3.2. The kernel K(x, ξ) of the unitary operator FC on L2(C)
satisfies

suppK(x, ξ) =

{
(C × C)+ if n1, n2 both odd,

C × C if n1, n2 both even.

In particular,

suppK(x, ξ) $ C × C if n1, n2 both odd.

If n1 = 1 or n2 = 1, the isotropic cone C is the light cone in the rela-
tivistic cosmology, which splits into two connected components, namely, the
forward light cone C+ and backward light cone C−, and correspondingly, we
have a direct sum decomposition as Hilbert spaces:

L2(C) = L2(C+)⊕ L2(C−). (1.3.4)

Then, FC leaves L2(C+) and L2(C−) invariant, respectively (see [44, 46]).
This gives a geometric explanation of Corollary 1.3.2 because

(C × C)+ = (C+ × C+) ∪ (C− × C−) (1.3.5)

in this case. On the other hand, if n1, n2 > 1, then C is connected and we
do not have a natural decomposition of (C × C)+ like (1.3.5). Moreover,
the representation π of the indefinite orthogonal group O(n1 + 1, n2 + 1)
on L2(C) (discussed later) stays irreducible when restricted to the identity
component SO0(n1 + 1, n2 + 1). Nevertheless, the support of K(x, ξ) is half
the space of C ×C when both n1 and n2 are odd integers greater than one.
We do not see its intrinsic reason.

Singularities of the kernel K(x, ξ)
Another distinguishing feature of our kernel K(x, ξ) for FC is that it is

not real analytic on C×C, whereas the kernel k(x, ξ) = (2π)−
n
2 e

√
−1〈x,ξ〉 for

the Euclidean Fourier transform FRn is obviously real analytic on Rn ×Rn.
Among the three Bessel distributions introduced in (1.3.1)–(1.3.3), Φ+

m(t)
is a locally integrable function on R, whereas Ψ+

m(t) and Ψm(t) (m ≥ 1)
are not. The singular part of the distribution Ψ+

m(t) is given as a linear
combination of the Dirac delta function δ(t) and its lth derivative δ (l)(t)
(l = 1, 2, . . . ,m−1). The singular part of the distribution Ψm(t) is given by
a linear combination of the distribution t−k (k = 1, 2, . . . ,m) (see Theorem
6.2.1).

Some readers might wonder why the kernel function of a unitary operator
involves such singularities. So, let us examine to which extent the regular-
ity of the kernel K(x, ξ) is required from the general theory of functional
analysis.
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By the Schwartz kernel theorem, any continuous operator T : L2(C) →
L2(C) is expressed as

(Tf)(ξ) =

∫

C

K(x, ξ)f(x)dµ(x)

by some distribution kernel K(x, ξ) ∈ D′(C × C). Here, we regard K(x, ξ)
as a generalized function by using the measure dµ on C (see [25]).

If T is a Hilbert–Schmidt operator, then K ∈ L2(C × C). If T is the
identity operator, then K is Dirac’s delta function δ(x − ξ). In general,
the continuity of T forces any such K to be at most (dimC + 2) times
derivatives of a locally integrable function on C × C (see [70, pp. 296–299]
for the argument using the Sobolev space theory in the compact torus case).

‘Laurent series expansions’ of Bessel distributions

We end this section with an interesting observation on ‘Laurent series
expansions’ of Bessel distributions Φ+

m(t) and Ψ+
m(t):

Φ+
m(t) =

∞∑

j=0

(−1)j2jtj+
Γ(m+ j + 1)Γ(j + 1)

, (1.3.6)

Ψ+
m(t) = (

∞∑

j=0

+

−1∑

j=−∞
)

(−1)j2jtj+
Γ(m+ j + 1)Γ(j + 1)

. (1.3.7)

We note that Φ+
m arises as the kernel for FC when (n1, n2) = (2m+3, 1), and

that Ψ+
m arises when n1, n2,≥ 3 are both odd and n1 + n2 = 2m + 4. The

first formula (1.3.6) is a usual Taylor expansion. But the second formula
(1.3.7) involves negative terms, for which we need a justification. For this,
we think of tλ+ as a distribution meromorphically dependent on λ, and then
we get

tλ+
Γ(1 + λ)

∣∣∣
λ=−k

= δ(k−1)(t)

by (7.1.1). Therefore, we have

(−1)λ2λtλ+
Γ(m+ λ+ 1)Γ(1 + λ)

∣∣∣
λ=−k

=





(−1)k

2k(m− k)!δ
(k−1)(t) (1 ≤ k ≤ m),

0 (m+ 1 ≤ k).

In this sense, the series (1.3.7) contains only finitely many negative terms,
and is equal to (1.3.2).
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1.4 Perspectives from representation theory – find-
ing smallest objects

The philosophy of analysis and synthesis asks for the understanding of the
smallest objects and of how things are built from these objects.

For a Hilbert space H over C, we denote by U(H) the group consisting
of unitary operators on H. By a unitary representation on a Hilbert space
H of a topological group G, we mean a group homomorphism

π : G→ U(H)

such that G×H→ H, (g, v) 7→ π(g)v is continuous.
The ‘smallest objects’ of unitary representations are irreducible unitary

representations. By a theorem of Mautner and Teleman, any unitary repre-
sentation of a locally compact group G (e.g. a Lie group) can be decomposed
into the direct integral of irreducible unitary representations of G, see [78].
The classification of irreducible unitary representations of Lie groups has
been a long standing unsolved problem since 1940s, originally arising from
quantum mechanics.

The ‘smallest objects’ of Lie groups consist of simple Lie groups such
as SL(n,R), O(p, q), and Sp(n,R), and one-dimensional abelian Lie groups
such as R and S1. Loosely speaking, a theorem of Duflo [11] asserts that all
irreducible unitary representations of general (real algebraic) Lie groups are
built up from those of simple Lie groups.

However, irreducible unitary representations of simple Lie groups are
not fully understood despite huge efforts for many decades and also sig-
nificant results. Among them, powerful algebraic machinery including the
theory of cohomological induction has been largely developed in 1980s by
Zuckerman, Vogan, Wallach and others [77, 78]. As a result, the problem
of classifying irreducible unitary representations has been focused on those
representations of simple Lie groups that cannot be ‘induced up’ from other
representations. Such representations may be regarded as ‘atoms’ of unitary
representations of Lie groups, and they are still mysterious creatures. See
Vogan [77], for example, for a discussion on how to understand them as the
theory of ‘unipotent representations’ of reductive Lie groups.

‘Minimal representations’ are the simplest, infinite dimensional ‘unipo-
tent representations’. There has been active study on minimal represen-
tations, mostly by algebraic methods since 1990s (see Gan and Savin [21]
and J.-S. Li [52] for surveys both in the real and in the p-adic fields). In
contrast to these existing algebraic approaches, new geometric analysis of
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the minimal representation of the simple Lie group O(p, q) is a motif of this
book. We will discuss minimal representations in the next section followed
by Sections 1.6–1.8 in more details.

1.5 Minimal representations of simple Lie groups

To formulate the ‘smallness’ of an irreducible representation π of a simple Lie
group G, algebraic representation theory usually appeals to the ‘largeness’ of
the annihilator Ann(π) in U(gC) of the differential representation dπ. Here,
U(gC) is the universal enveloping algebra of the complexified Lie algebra
gC = g⊗R C. We recall:

Definition 1.5.1. An irreducible unitary representation π of a simple Lie
group G is a minimal representation if the annihilator Ann(π) is equal to
the Joseph ideal [20, 37] of U(gC).

The Joseph ideal Ann(π) is a completely prime ideal whose associated
variety V(Annπ) is the closure of OC

min. Here, OC
min is the complex mini-

mal nilpotent orbit in g∗
C

for the coadjoint representation. Therefore, the
Gelfand–Kirillov dimension of π, to be denoted by DIM π, satisfies

DIM π =
1

2
dimC O

C
min,

and in particular, π has the smallest possible Gelfand–Kirillov dimension.
The Weil representation $ of the metaplectic group Mp(n,R) is a classic

example of minimal representations (to be precise, the Weil representation
decomposes into a direct sum of two irreducible representations, both of
which are minimal representations), and DIM$ = n.

The study of minimal representations of other reductive groups is rel-
atively new, and it is only in the last two decades that various models of
minimal representations have been proposed and studied extensively (see
[6, 7, 13, 17, 21, 27, 39, 40, 46, 47, 48, 49, 50, 52, 63, 73, 80] for instance).

We note that not every reductive Lie group admits minimal represen-
tations. For instance, the minimal nilpotent orbit OC

min of SO(m,C) has
the dimension 2(m − 3), and it was found by Howe and Vogan (see [76])
that there exists no representation of any covering group of SO0(p, q) (or its
finite extension) whose Gelfand–Kirillov dimension equals p+ q − 3 if p+ q
is odd and p, q > 3. This is the primary reason that we dealt with the case
n = n1 +n2 is even in Sections 1.1–1.3. Here, p = n1 +1 and q = n2 +1. (It
is another story that there exists an ‘infinitesimally unitary’ and ‘minimal’
representation of the Lie algebra so(p, q) for p+ q odd, see [49].)
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In accordance with the philosophy of the orbit method advocated by A.
Kirillov, B. Kostant, and M. Duflo, irreducible unitary representations of
Lie groups G are supposed to be attached to coadjoint orbits in g∗. This
works perfectly for simply-connected nilpotent Lie groups. However, for
simple Lie groups, the orbit method does not work very well, though the
orbit method still gives an approximation of the unitary dual. In particular,
it is not known how to attach unitary representations to nilpotent orbits of
simple Lie groups.

The reverse direction is easier. As we have seen at the beginning of this
section, we can attach nilpotent orbits to admissible representations π (in
particular, to irreducible unitary representations):

π  Ann(π) V(Ann(π)). (1.5.1)

There are also several ways to attach (a union of) real nilpotent orbits in g∗

to admissible representations π such as

g∗ ⊃WFN(π) : wave front set by Howe, [34]

g∗ ⊃WF(π) : asymptotic support of the character Trace π, [4]

p∗C ⊃ Ass(π) : associated variety of the underlying (gC,K)-module of π, [75]

Here, g = k + p is a Cartan decomposition and gC = kC + pC is its complex-
ification. WFN(π) and WF(π) are a union of nilpotent orbits of G in g∗,
and Ass(π) is a union of nilpotent orbits of KC on p∗

C
. It was conjectured

by Barbash and Vogan [4], and proved by Schmid and Vilonen [64] that
WF(π) corresponds to Ass(π) via the Kostant–Sekiguchi correspondence.
For a minimal representation π, these invariants are contained in the clo-
sure of the intersection g∗ ∩OC

min, p∗
C
∩OC

min, respectively. Here, OC
min is the

complex minimal nilpotent orbit in g∗
C
, and we identify gC with g∗

C
by the

Killing form.
Conversely, it is much more difficult to construct irreducible unitary

representations from nilpotent orbits in general. If the complex minimal
nilpotent orbit OC

min has a non-empty intersection with g∗, then OC
min ∩ g∗

consists of equi-dimensional Ad∗(G)-orbits, namely, minimal nilpotent orbits
in g∗. An optimistic picture is that minimal representations are attached to
such orbits, however, this is false in general (see [72] for the sl(3,R) case). In
this direction Brylinski and Kostant [7] constructed minimal representations
from Ass(π) on the (gC,K)-module level, but both the Hilbert structure and
the whole group action are not given globally, depending on each K-type.

In this book, we deal with G = O(n1 + 1, n2 + 1) (n1, n2 > 1, n1 + n2

even > 4), where Omin := OC
min ∩ g∗ is a single G-orbit, namely, a mini-

mal nilpotent orbit. Our minimal representation is realized on the concrete
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Hilbert space L2(C). On the other hand, the isotropic cone C becomes a La-
grangian submanifold of Omin which is endowed with the natural symplectic
structure. In this sense, our Schrödinger model L2(C) may be viewed as a
geometric quantization of the real minimal coadjoint orbit Omin. Our main
theorem enables us to give the whole group G-action on L2(C) explicitly
and independently of K-types.

1.6 Schrödinger model for the Weil representation

In Section 1.7, we shall discuss the minimal representation of G = O(n1 +
1, n2 + 1), which is a simple group of type D if n1 + n2 is even, > 2. In this
section, we recall the best understood minimal representation of a simple
group of type C, that is, the Segal–Shale–Weil representation $, simply, the
Weil representation, or sometimes referred to as the oscillator representa-
tion, or harmonic representation, of the metaplectic group Mp(n,R). Here,
Mp(n,R) is the twofold cover of the real symplectic group Sp(n,R). Let ξ0

denote the (unique) non-trivial element in the kernel of the homomorphism
Mp(n,R)→ Sp(n,R). That is, we have an exact sequence of Lie groups:

1→ {e, ξ0} →Mp(n,R)→ Sp(n,R)→ 1.

We will set G′ := Mp(n,R).
Among various realizations of the Weil representation (see [52, §3] for

a brief survey), the Schrödinger model gives a realization of the Weil rep-
resentation $ on the Hilbert space L2(Rn). Since our model (π,L2(C)) of
the minimal representation of G has a strong resemblance to ($,L2(Rn)) of
G′, we list some important aspects of the Schrödinger model of $ (see e.g.
[18, 22, 35, 38]):

C1 The representation is realized on a very concrete Hilbert space, that is,
L2(Rn).

C2 The restriction of $ to the Siegel parabolic subgroup PSiegel is still
irreducible. The restriction $PSiegel

has a relatively simple form (trans-
lations and multiplications by unitary characters).

C3 The infinitesimal action d$ of the Lie algebra sp(n,R) is given by dif-
ferential operators of at most second order.

C4 There is a distinguished element w′
0 of G′ that sends PSiegel to the op-

posite parabolic subgroup. The corresponding unitary operator $(w ′
0)
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on L2(Rn) is equal to e
√−1nπ

4 FRn . Correspondingly to the fact that
(w′

0)
4 = ξ0 and $(ξ0) = − id, the Fourier transform FRn is of order

four.

We write Sp(n,R) in the matrix form as

Sp(n,R) = {g ∈ GL(2n,R) : tgJng = Jn},

where Jn =

(
0 −In
In 0

)
. Then, down to Sp(n,R) 'Mp(n,R) mod {e, ξ0},

we may take PSiegel and w′
0 as

PSiegel mod {e, ξ0} '
{(A B

0 tA−1

)
: A ∈ GL(n,R), A tB = B tA

}
,

w′
0 mod {e, ξ0} = Jn.

Since G′ is generated by PSiegel and w′
0, C2 and C4 determine the action

of G′ on L2(Rn) (see [59] for an explicit formula of the whole group G′-action
on L2(Rn)). As for C3, ifX /∈ pSiegel (the Lie algebra of PSiegel), then d$(X)
contains a differential operator of second order, and is not given by a vector
field. This reflects the fact that G′ acts only on L2(Rn), and not on Rn.

In various places of this book (usually, as Remarks), we will compare
our results with the corresponding results for the Weil representation. We
will see that the case n1 = 1 or n2 = 1 in our setting G = O(n1 + 1, n2 + 1)
has similar features to the case of the Weil representation in both analytic
and representation theoretic aspects, and that the general case n1, n2 > 1
often provides new analytic features.

1.7 Schrödinger model for the minimal represen-

tation of O(p, q)

In this section, we consider the indefinite orthogonal group

G := O(p, q) = {g ∈ GL(p+ q,R) : tgIp,qg = Ip,q}, (1.7.1)

where Ip,q :=

(
Ip 0
0 −Iq

)
, p, q ≥ 2 and p+ q is an even integer greater than

four. Then, there exists a distinguished irreducible unitary representation
π of G with the following properties:

M1 π is still irreducible when restricted to the identity component SO0(p, q)
of G if and only if p, q > 2.
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M2 If p = 2 or q = 2, then π is a direct sum of an irreducible unitary
highest weight representation and a lowest weight representation.

M3 π is spherical (i.e. has a non-trivial vector fixed by K = O(p)× O(q))
if and only if p = q.

M4 π is a minimal representation in the sense of Definition 1.5.1 if p+q > 6
(see [6, 50]).

M5 WF(π) = Omin = (OC
min ∩ g∗), Ass(π) = OC

min ∩ p∗
C
, and DIM(π) =

p+ q − 3, (see [47]).

The above properties M2 and M3 show that our minimal representation π
is neither a spherical representation nor a highest weight representation in
the generic case where p 6= q, p, q > 2, and p+ q > 6.

Various realizations of the minimal representation π have been proposed
so far by a number of people. For example, Kazhdan in [39], and Kostant
in [50] for p = q = 4, and Binegar and Zierau [6] for general p, q ≥ 2,
constructed π as a subrepresentation of a maximally degenerate principal
series representation (see also Howe and Tan [36] for a full discussion on
its composition series); Zhu and Huang [80] constructed π as the theta cor-
respondence of the trivial one-dimensional representation of SL(2,R) for
the reductive dual pair O(p, q) · SL(2,R) ⊂ Sp(p + q,R), see also [61]; and
Kobayashi and Ørsted [47] constructed π as the solution to the Yamabe
equation (conformal model); in [49] the Schrödinger model (an L2-model)
of π. Yet another construction has been proposed in Brylinski and Kostant
[7], Gross and Wallach [27], and Torasso [73].

Among various realizations of the minimal representations, our concern
is with the Schrödinger model realized on L2(C). Here, C is the isotropic
cone in Rn1+n2 = Rn discussed in Sections 1.1–1.3, and the relation between
the above parameters p and q is given by

p = n1 + 1, q = n2 + 1, n = p+ q − 2.

The conformal linear transformation group CO(Q) (⊂ GL(n1 + n2,R))
acts on the isotropic cone C (⊂ Rn1+n2), and then induces a unitary rep-
resentation on L2(C) (see (2.3.10)–(2.3.12) for a concrete formula). Much
more than that, this action on L2(C) can be extended to a unitary repre-
sentation π of the indefinite orthogonal group G = O(n1 + 1, n2 + 1). To
explain its idea, we also recall another geometric model, namely, the confor-
mal model.
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The conformal model of the minimal representation π is realized, for
example, in the solution space to the ultra-hyperbolic equation

( ∂2

∂x2
1

+ · · ·+ ∂2

∂x2
n1

− ∂2

∂x2
n1+1

− · · · − ∂2

∂x2
n

)
u = 0

in S′(Rn) (tempered distributions), and also in the solution space

∆̃Sn1×Sn2 v = 0 on Sn1 × Sn2

where ∆̃Sn1×Sn2 = ∆Sn1 −∆Sn2 − (n1−1
2 )2 + (n2−1

2 )2 is the Yamabe oper-
ator on the direct product manifold Sn1 × Sn2 equipped with the pseudo-
Riemannian structure of signature (n1, n2). These two models are isomor-
phic to each other by the general theory of conformal geometry, and the
intertwining operator is given by the ‘twisted pull-back’ Ψ̃∗ of the conformal
map Ψ : Rn1+n2 → Sn1 × Sn2 , the inverse of the stereographic projection
(see [43] for an elementary account). Then, taking the Fourier transform
FRn of the conformal model, we get the Schrödinger model L2(C).

The intertwining operator T : L2(C) → Sol(∆̃Sn1×Sn2 ) is defined in
Section 2.2 so that the following diagram commutes:

Conformal model
(K-picture)

Sol(∆̃Sn1×Sn2 )
eΨ∗
−−−→ ←−−−T

Sol(�Rn1,n2 ) −−−−−−−→
FRn

L2(C)

Conformal model Schrödinger model
(N -picture)

Diagram 1.7.1

We remark that the isotropic cone C is defined as a hypersurface in
Rn = Rn1+n2 , and the group G = O(n1+1, n2+1) cannot act (non-trivially)
on C. (In fact, any (non-trivial) G-space is of dimension at least n1 + n2 =
dimC + 1.)

In the L2-model L2(C) of the indefinite orthogonal group G, the action
of a maximal parabolic subgroup

Pmax ' Z2 · CO(Q) n Rn1+n2
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on L2(C) is of a simple form (see (2.3.10)–(2.3.13) for definition). This
parabolic subgroup Pmax plays a similar role of the Siegel parabolic subgroup
PSiegel, and analogous results to the properties C1, C2 and C3 hold (see
Section 2.3). If we set

w0 := In1+1,n2+1,

then w0 sends Pmax to the opposite parabolic subgroup Pmax, and G is
generated by w0 and Pmax.

In light of the Bruhat decomposition G = Pmax q Pmaxw0Pmax, we can
get directly the concrete form of the action of the whole group G once we
know π(w0) explicitly.

In the degenerate case (n1, n2) = (2, 0), G = O(3, 1) is locally isomorphic
to SL(2,C) acting on R2+0 (' C) as Möbius transforms (linear fractional
transforms), and w0 acts on C as the conformal inversion

C→ C, z 7→ −1

z
.

Although (n1, n2) = (2, 0) is beyond the parameter in our consideration
of the representation, this feature of the conformal inversion w0 is valid for
any (n1, n2) (see Section 2.5 for a list of key properties of this element w0).

In this book, we establish an analogous result to C4 for G = O(n1 +
1, n2 + 1), that is, we find the unitary operator π(w0) on L2(C) for the
conformal inversion w0.

Then, here is our main result in this context.

Main Theorem (see Theorem 5.1.1). Let n1, n2 ≥ 1 and n = n1 + n2 ≥ 4
is even. Then the unitary operator π(w0) : L2(C)→ L2(C) takes the form:

π(w0) = FC ,

where FC is the involutive unitary operator given in Section 1.2. That is,

π(w0)u(x) =

∫

C

K(x, x′)u(x′)dµ(x′), u ∈ L2(C), (1.7.2)

where the distribution kernel K(x, x′) is given in Theorem 1.3.1.

As obvious corollaries of the representation theoretic interpretation of
FC as above, we have:

Corollary 1.7.1. (Plancherel and inversion formulas, see Corollaries 5.1.2
and 5.1.3)

‖FCu‖L2(C) = ‖u‖L2(C) for u ∈ L2(C),

F
−1
C = FC on L2(C).
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The inversion formula F
−1
C = FC implies that the following relation

(FCu)(x) =

∫

C

K(x, x′)u(x′)dµ(x′),

u(x) =

∫

C

K(x, x′)(FCu)(x
′)dµ(x′)

is reciprocal. Such an inversion formula is sometimes referred to as a recipro-
cal formula (see Titchmarsh [71], for this terminology in a general setting).

It is noteworthy that Corollary 1.7.1 is stated without any language of
group theory. It would be an interesting problem to give a straightforward
proof of Corollary 1.7.1 from the definition of Bessel distributions (1.3.1)–
(1.3.3) without group theory.

By M2 and M4, π is a non-highest weight, minimal representation if
and only if n1, n2 > 1 and n > 4. Therefore, we have discovered another
mysterious phenomenon:

Corollary 1.7.2. The kernel K(x, x′) of the unitary inversion π(w0) is
a not locally integrable function if and only if π is a non-highest weight,
minimal representation.

The highest weight module case (n1 = 1 or n2 = 1)
In the case n2 = 1 (likewise n1 = 1), π splits into the direct sum of a

highest weight module π+ and a lowest weight module π− when restricted to
the identity component G0 = SO0(n1 + 1, 2) of G = O(n1 + 1, 2) according
to the decomposition (1.3.4). Both π+ and π− are minimal representations
of G0.

We note that G is the conformal group O(n1 + 1, 2) of the Minkowski
space Rn1,1, namely, the Euclidean space Rn1+1 equipped with the flat
Lorentz metric of signature (n1, 1). In this case our representation π has
been studied also in physics. The minimal representation π+ may be in-
terpreted as the symmetry of the solution space to the mass-zero spin-zero
wave equation. The representation π+ arises also on the Hilbert space of
bound states of the Hydrogen atom.

It is known that highest weight representations can be extended to holo-
morphic semigroups of a complexified Lie group GC. This theory has been
initiated by Olshanski [58] and Stanton [66], among others, in connection
with the Gelfand–Gindikin program to realize a family of representations in
a geometrically unified manner. In this context the unitary operator π(w0)
may be regarded as the boundary value of a holomorphic semigroup. We
then ask an explicit form of the holomorphic semigroup. This idea was
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first exploited by Howe [35] for the Weil representation, where he showed

that $(w0) (= e
√

−1nπ
4 FRn) is given as the boundary value of the Hermite

semigroup, i.e., the holomorphic semigroup with the Mehler kernel (see also
Folland [18] for an exposition). The same idea also works in our setting of
O(n1 +1, n2 +1) with n2 = 1, and the explicit formula of a certain holomor-
phic semigroup (the ‘Laguerre semigroup’) yields the formula of the unitary
inversion operator π(w0) by taking its boundary value in [44, 46]. In this
book, as a special case (i.e. n2 = 1) of Theorem 5.1.1, we give a new proof
of the formula of π(w0).

1.8 Uncertainty relation – inner products and G-
actions

In this section, we consider the models of representations in the previous
section in a more general setting, and formalize two representation theoretic
questions (see Problem 1.8.1).

Let P = LN = MAN be a parabolic subgroup of a real reductive Lie
group G, P = LN its opposite parabolic subgroup, and g = n + l + n

the corresponding Gelfand–Naimark decomposition of the Lie algebra g.
Assume that the nilradical n is abelian, and in particular P is a maximal
parabolic subgroup.

Take a (non-unitary) one-dimensional representation χ : L → C×, and
consider the induced representation W := IndG

P (χ⊗C). Then the space W∞

consisting of its smooth vectors can be regarded as a subspace of (C∞∩S′)(n)
by the restriction to n ' N ⊂ G/P . Here, S′(n) denotes the space of
tempered distributions on n (regarded as the Euclidean space). Then, taking
the Euclidean Fourier transform, we have

W∞ ⊂ S
′(n)

∼−→
F

S
′(n),

where n is identified with the dual space of n. We let G act on F(W∞)
through F. This G-action cannot be extended to S′(n), but its restriction to
the parabolic subgroup P = LN can be extended to S′(n) because P acts on
S′(n) just by translations and multiplications of unitary characters. Let w0

be an element of K such that w0Lw
−1
0 = L and w0Nw

−1
0 = N (a conformal

inversion).
Now we consider the following setting:

1) Let (π,H) be an irreducible unitary representation of G, such that the
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underlying (gC,K)-module HK is a subrepresentation of W , and the
Hilbert space H is realized in S′(n).

2) Let C be an L-orbit in n, having an M -invariant measure dµ such that
L2(C, dµ) ⊂ S′(n). Further, P = LN leaves L2(C, dµ) invariant, and acts
as a unitary representation.

3) F(H) = L2(C, dµ).

We note that the condition (2) determines the absolute value |χ(a)| for
a ∈ A. As we mentioned, the P -action on L2(C) is given just by translations
and multiplications of unitary characters. Since G is generated by P and
w0, the action π of the whole group G on L2(C, dµ) is determined by finding
the formula of π(w0).

The (Euclidean) Fourier transform F transfers the defining ideal for the
affine variety C in n to the system, to be denoted by M, of differential
equations on n such that the space H is contained in the solution space:

Sol(M) := {f ∈ S
′(n) : Pf = 0 for any P ∈M}.

In the previous example, n ' Rn, C is the isotropic cone, and the system M

is generated by �Rn1,n2 = ∂2

∂x2
1

+ · · ·+ ∂2

∂x2
n1

− ∂2

∂x2
n1+1

− · · · − ∂2

∂x2
n
.

Thus, we have two models of the irreducible unitary representation with
the following nature:

Solution model on Sol(M) in S′(n).

• The ‘intrinsic inner product’ on the Hilbert space H (⊂ Sol(M)) is
not clear.

• The G-action on H, to be denoted by $(g), is simple (essentially,
the translations by the Möbius transform of G on G/P ; n).

L2-model on L2(C, dµ) ⊂ S′(n).

• The inner product on the Hilbert space L2(C, dµ) is very clear.

• The G-action on L2(C, dµ) is not simple except for the P -action.

Now, we have a kind of ‘uncertainty relation’ in the sense that it is hard to
find a single model having explicit descriptions of both G-actions and inner
products. This feature in the above two models is symbolically summarized
as follows:
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Sol(M) L2(C, dµ)

inner product ? simple

G-action simple ?

Then, we ask:

Problem 1.8.1.

1) (conserved quantity for solution model) Find an intrinsic inner product
on the solution space Sol(M) that is invariant by G.

2) (generalization of the Fourier–Hankel transform for L2-model) Find an
explicit formula for the unitary inversion operator π(w0).

1) Solution model. In order to clarify the meaning of ‘intrinsic inner
product’, we list three approaches to describe the inner product on H in
Sol(M).

1-a) (Parseval type formula) Describe the inner product on H according to
the K-type decomposition.

1-b) (Green function) Give an integral expression of the solutions to M, and
describe the inner product on H by means of the integral expression.

1-c) (Conserved quantities) Find an inner product formula in terms of only
solutions.

The approaches (1-a) and (1-b) give explicit inner products in a sense and
are usually sufficient for representation theoretic purposes (e.g. showing the
unitarizability), however, do not give an intrinsic formula in the sense that
the formula depends on the K-type decomposition or on the integral expres-
sion of solutions. The approach (1-c) seeks for an intrinsic formula based
purely on solutions. Here are a few remarks on (1-a)–(1-c) in order.

The approach (1-a) is algebraic. We note that (G,L) forms a reduc-
tive symmetric pair under the assumption that the nilpotent radical n is
abelian. Consequently, (K,L ∩K) is a compact symmetric pair, and there-
fore IndG

P (χ⊗C) is K-multiplicity free. Then, the unitary inner product on
H is a scalar multiple of the L2-inner product on L2(K/L ∩K) on each K-
type by Schur’s lemma. Thus, the unitary inner product on H is expressed
by the ‘weight function’

m : K̂L∩K → R+,
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where K̂L∩K = {τ ∈ K̂ : HomK(τ, L2(K/L ∩K)) 6= 0} is explicitly known
by the Cartan–Helgason theorem. The weight function m for unitarizable
subquotients have been computed for a number of degenerate principal series
representations, especially since the influential paper [36] by Howe and Tan.
More generally, discretely decomposable branching laws for non-compact
subgroups H give an extension of the approach (1-a) (see [48]).

The approaches (1-b) and (1-c) are analytic. The integral expression of
the solutions in (1-b) corresponds to the Knapp–Stein intertwining operator
A in representation theory. The G-invariance of the resulting bilinear form
f1, f2 7→ (f1, Af2) is clear, and the positivity of the bilinear form implies
the unitarizability of ImageA. This formula of the inner product is explicit,
however, the formula is not written directly in terms of solutions. In fact,
it is non-trivial to find a preimage f such that u = Af when a solution u is
given.

What we seek for in (1-c) is to describe directly the inner product on
solutions. The energy for the wave equation is invariant under the time
translation, and is a classic example of conserved quantities. The unitariz-
ability of a solution space to M predicts the existence of positive definite
conserved quantities. If the solution space is an irreducible G-module, then
such conserved quantities must be unique up to scalar. This is what we call
the ‘intrinsic inner product’ on the solution space. The uniqueness and the
existence is predicted by representation theory. Finding its explicit form
would be a challenging problem in analysis, arising naturally from represen-
tation theory.

2) L2-model. The existence of L2-models of small representations has
been found for some other reductive groups. See [8, 32, 74] for unitary high-
est weight representations, [13] for spherical cases by using Jordan algebras;
[62] for SO(4, 3), [73] for minimal representations of general reductive groups
by using amalgamation of maximal parabolic subgroups.

In the setting that we discussed as L2-model, there is a simple action of a
parabolic subgroup P on L2(C), and we know the existence of the G-action
on L2(C) by some other reasons. On the other hand, it is often the case
that the missing piece is the explicit global formula on how to extend the
action on L2(C) from P to the whole group G.

Our subject stated in Problem 1.8.1 (2) is to fill this missing piece by
finding the formula of the ‘unitary inversion’ π(w0) for the conformal inver-
sion element w0 ∈ G. We remark that the operator π(w0) in the L2-model
can be written as

π(w0) = F ◦$(w0) ◦ F
−1, (1.8.1)
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where $(w0) is a simple action on the solution model Sol(M). However, the
right-hand side of the formula (1.8.1) does not give a solution to Problem
1.8.1 (2) readily, because it is not easy to carry out the computation of the
composition of integral forms in general.

On the other hand, finding the formula of the unitary inversion π(w0) in
the L2 model L2(C) has a significant meaning. To see this, we recall that
there is a Bruhat decomposition G = P ∪ Pw0P . Therefore, once we get a
formula of π(w0), then the whole group action of G can be written by using
π(w0) at most once (without any further composition of integral operators).
Thus, the formula of π(w0) is critical for finding the global formula of the
whole action of G.

We have seen in Sections 1.6 and 1.7 that Problem 1.8.1 (2) is settled for
the Weil representation for the metaplectic group Mp(n,R) and the minimal
representation of the indefinite orthogonal group O(n1 + 1, n2 + 1), respec-
tively. More generally, in the case that (π,H) is a minimal representation
of a reductive group G, we expect that the operator could be described by
means of some ‘special function’ of one variable.

1.9 Special functions and minimal representations

Yet another theme is special functions.
In this book, we shall see special functions arise from the minimal rep-

resentation. For example, K-Bessel functions appear as the radial part
of K-finite vectors in the Schrödinger model L2(C). Meijer’s G-functions
appear as the radial part of the integral kernel of FC . Appell’s hypergeo-
metric functions bridge two models of the minimal representation, namely,
the Schrödinger model and the conformal model. All together, we develop
a new line of investigation on various special functions in connection with
the minimal representation.

The ‘radial part’ of the unitary inversion FC

We begin with the (Euclidean) Fourier transform FRn as an illustrative
example. As we already discussed, this corresponds to the unitary inversion
operator for the (original) Schrödinger model of the Weil representation of
Mp(n,R).

According to the polar coordinate

R+ × Sn−1 → Rn, (r, ω) 7→ rω,
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we have a unitary equivalence:

L2(Rn) ' L2(R+, r
n−1dr) ⊗̂ L2(Sn−1)

'
∞∑⊕

l=0

L2(R+, r
n−1dr)⊗H

l(Rn), (1.9.1)

where Hl(Rn) is the space of spherical harmonics of degree l, {ϕ ∈ C∞(Sn−1) :
∆Sn−1ϕ = −l(l+n−2)ϕ} (see Appendix 7.5). Here, ⊗̂ stands for the Hilbert

completion of the tensor product space, and
∑⊕

stands for the Hilbert

completion of an algebraic direct sum.
Correspondingly to the direct sum decomposition (1.9.1), the Fourier

transform FRn is decomposed as

FRn =

∞∑⊕

l=0

Tl ⊗ id .

Here, Tl is the Hankel transform of the following form (see Remark 4.1.3):

(Tlf)(r) =
c

rn

∫ ∞

0
x

n
2 Jn−2+2l

2
(x)f

(x
r

)
dx.

Next, we consider our minimal representation of O(n1 + 1, n2 + 1) realized
on L2(C). Then, the bipolar coordinate on the isotropic cone C,

R+ × Sn1−1 × Sn2−1 → C

induces a unitary equivalence

L2(C) ' L2(R+,
1

2
rn−3dr) ⊗̂ L2(Sn1−1)⊗ L2(Sn2−1)

'
∞∑⊕

l,k=0

L2(R+,
1

2
rn−3dr)⊗H

l(Rn1)⊗H
k(Rn2).

Then, the unitary inversion operator FC is decomposed as

FC =

∞∑⊕

l,k=0

Tl,k ⊗ id⊗ id,

where Tl,k is a unitary operator on L2(R+,
1
2r

n−3dr). The unitary operators
Tl,k may be regarded as a generalization of Hankel transforms.

It turns out that the kernel function of Tl,k is real analytic (see Theorem
1.9.1 below). This is a good contrast to the fact that the unitary operator
FC on L2(C) is given by a distribution kernel for general n1, n2 > 1 (see
Theorem 1.3.1).
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Theorem 1.9.1 (see Theorem 4.1.1). Let G20
04 be Meijer’s G-function (see

Appendix 7.6 for definition), and we define a real analytic function Kl,k by

Kl,k(t) := 4(−1)a+
n1+k+l

2 G20
04(t

2 | l + k

2
, a+ 2,

−n1 − n2 + 4− l − k
2

, b+ 2),

where

a := max
(
−n1−l+k

2 , −n2+l−k
2

)
, b := min

(
−n1−l+k

2 , −n2+l−k
2

)
.

Then, we have

(Tl,kf)(r) =
1

2

∫ ∞

0
Kl,k(rr

′)f(r′)r′n−3dr′.

It is noteworthy that Meijer’s G-functions arise in the representation the-
ory of reductive Lie groups. We observe the Casimir operator of a maximal
compact subgroup K acts on L2(C) as a fourth order differential operator.
Correspondingly, Meijer’s G-functions G20

04(x|b1, b2, b3, b4) solve ordinary dif-
ferential equations of order four (see (7.6.6)):

4∏

j=1

(x
d

dx
− bj)u = 0.

In the case n1 = 1 (or n2 = 1), our minimal representation π is a direct
sum of a highest weight representation and a lowest weight representation.
In this case, the kernels Kl,k collapse to Bessel functions, and the unitary
operators Tl,k are reduced to Hankel transforms.

The group law w2
0 = 1 in G implies π(w0)

2 = id, and consequently,
T 2

l,k = id for every l, k ∈ N. Hence, Theorem 1.9.1 gives a group theoretic
proof for the Plancherel and reciprocal formulas on Meijer’s G-transforms
which were first proved by C. Fox [19] by a completely different method.

Corollary 1.9.2 (see Corollary 4.1.4). Let b1, b2, γ be half-integers such that
b1 ≥ 0, γ ≥ 1, 1−γ

2 ≤ b2 ≤ 1
2 + b1. Then, the integral transform

Sb1,b2,γ : f(x) 7→ 1

γ

∫ ∞

0
G20

04((xy)
1
γ | b1, b2, 1− γ − b1, 1− γ − b2)f(y)dy

is a unitary operator on L2(R+).

Corollary 1.9.3 (see Corollary 4.1.5). The unitary operator Sb1,b2,γ is of
order two in L2(R+), that is, (Sb1,b2,γ)−1 = Sb1,b2,γ.
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A special case of the above corollaries (i.e. n2 = 1 case) yields the classic
formulas of the Hankel transform (see Remark 4.1.6).

K-finite vectors in L2(C)
By the general theory due to Vogan [76], K-types of minimal representa-

tions π are indexed by a natural number a = 0, 1, 2, . . . (by this property, π
is an example of the so-called ladder representation). In contrast to the con-
formal model on Sol(∆̃Sp−1×Sq−1) where explicit K-finite vectors are given
readily by spherical harmonics, it is not clear a priori what K-finite vectors
look like in the Schrödinger model L2(C) because the whole group K cannot
act on the isotropic cone C.

Our idea is to compute explicitly the intertwining integral operator T−1

between these two models in Diagram 1.7.1. Then, by using a reduction
formula of Appell’s hypergeometric functions, we have (loosely):

T
−1 (Gegenbauer polynomials) = K-Bessel functions

and prove the following result:

Theorem 1.9.4 (see Corollary 3.1.2). Let n1 ≥ n2. For a = 0, 1, 2, . . . ,

ra−n2−1
2 Kn2−1

2

(2r)φ(w) (φ ∈ H
a(Rn1))

is a K-finite vector in L2(C). In the K-type formula (see (2.1.6)), this

vector belongs to the K-type Ha(Rn1+1)⊗H
a+

n1−n2
2 (Rn2+1).

In Theorem 1.9.4, the a = 0 case corresponds to the minimal K-type,
and was previously proved in [49, Theorem 5.8]. We note that π is spherical
if n1 = n2. Even in the case of spherical representations, finding explicit
forms of the K-fixed vectors in L2-model is non-trivial. See [13] for similar
formulas of theK-fixed vectors in L2-models for some other groups by means
of K-Bessel functions.

1.10 Organization of this book

This book is organized as follows. We review quickly the L2-realization (a
generalization of the classic Schrödinger model) of the minimal representa-
tion of O(p, q) in the first half of Chapter 2, and develop a basic theory of
fundamental differential operators on the isotropic cone C in the latter half.
Then we find some K-finite vectors on L2(C) explicitly by means of the
K-Bessel function Kν(z) in Chapter 3. Chapter 4 is devoted entirely to the
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integral formula of the unitary operator Tl,k on L2(R+, r
p+q−5dr) for double

spherical harmonics expansions (see Theorem 4.1.1). In Chapter 5, building
on the results of Chapter 4, we complete the proof of our main theorem (see
Theorem 5.1.1). In order to make the proof readable as much as possible,
we collect in Appendix the formulas and the properties of various special
functions used in this book.
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Chapter 2

Two models of the minimal
representation of O(p, q)

This chapter gives an account of the connection of the following two topics:
1) Analysis on the isotropic cone C for commuting differential operators

Pj (1 ≤ j ≤ n) associated to the quadratic form of signature (n1, n2) (see
Introduction 1.1–1.3).

2) Minimal representation of the indefinite orthogonal group O(p, q).
Throughout this chapter, we shall use the following notation:

p = n1 + 1, q = n2 + 1, n = n1 + n2 = p+ q − 2.

The first half of this chapter is a review from [47, 49] about two concrete
models of the minimal representation of the group G = O(p, q), namely, the
conformal model ($p,q, V p,q) using the Yamabe operator (2.1.1) in Section
2.1 and the L2-model (the Schrödinger model) (π,L2(C)) in Section 2.2.
In the terminology of representation theory of reductive Lie groups (e.g.
[41, 78]), the former realization gives a subrepresentation (the K-picture, the
N -picture, etc.) of a degenerate principal series representation, whereas the
latter corresponds to the dual of the N -picture via the (Euclidean) Fourier
transform F.

The intertwining operator T between these two models will be given in
(2.2.7), which is summarized as the following diagram:

L2(C)
T
↪→ S′(Rp+q−2)

T ? ↑ F

K-picture →
eΨ∗

N -picture.
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Here, T is the identification map between functions on C and distributions
supported on C by the canonical measure on C, Ψ̃∗ is the G-intertwining
operator between the K-picture and the N -picture, and is interpreted as the
twisted pull-back for the conformal map Ψ : Rp+q−2 → Sp−1 × Sq−1.

The latter half of this chapter is new. In Section 2.4, we analyze a com-
muting family of differential operators Pj(b) (1 ≤ j ≤ n) of second order
with parameter b in Rn, and prove that they are tangential to the isotropic
cone C if b = 1. The resulting differential operators Pj := Pj(1)|C on C∞

0 (C)
extend to self-adjoint operators on L2(C) (see Theorem 2.4.1). Thus, we get
a family of commuting differential operators Pj (1 ≤ j ≤ n) of second order,
which we call fundamental differential operators on C. In Section 2.5, we see
that the unitary inversion operator FC = π(w0) diagonalizes Pj (1 ≤ j ≤ n)
and that the intertwining relation of Pj and the multiplication by coordinate
function xj characterizes FC up to scalar. Thus, we develop an abstract the-
ory of the unitary operator FC on L2(C) by taking the (Euclidean) Fourier
transform FRn on L2(Rn) as a prototype (see Theorems 2.5.2, 2.5.4, 2.5.5).

2.1 Conformal model

This section summarizes the conformal model of the minimal representation
of the indefinite orthogonal group G = O(p, q) (p+q : even). The advantage
of the conformal model is that the group action on the representation is
simple and that its geometric idea is clear. Since this conformal model
corresponds to a subrepresentation of the most degenerate principal series
representations (with a very special parameter), the same representation
can be studied also by the purely algebraic method of (g,K)-modules. See
[6, 36, 50] in this direction. The same subrepresentation can also be captured
by the theta correspondence arising from the dual pair O(p, q) · SL(2,R) ⊂
Sp(p + q,R) (see [80]). Our approach in this section is geometric, and the
basic reference here is [47]. See also [43] for an elementary exposition from
viewpoints of conformal transformation groups.

The general geometric idea here is summarized as follows. Let X be
an n-dimensional manifold equipped with a Riemannian (or more generally,
pseudo-Riemannian) structure g. Then, associated to g, we define:

κ : the scalar curvature on X,

∆X : the Laplace–Beltrami operator on X,

∆̃X := ∆X +
n− 2

4(n− 1)
κ (Yamabe operator). (2.1.1)
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Then, although these objects depend on the (pseudo-)Riemannian structure
g, the solution space

Sol(∆̃X) := {f ∈ C∞(X) : ∆̃Xf = 0}

is conformally invariant, namely, if ϕ : X → X is a conformal diffeomor-
phism with a conformal factor cϕ ∈ C∞(X) satisfying

ϕ∗g = c2ϕg

then

C∞(X)→ C∞(X), f 7→ c
−n−2

2
ϕ f ◦ ϕ (2.1.2)

leaves Sol(∆̃X) invariant, and hence we get a representation of the confor-
mal transformation group Conf(X, g) on Sol(∆̃X) (see [47, Theorem A]).
The point here is that the above construction is functional under conformal
maps, and in particular, if two pseudo-Riemannian manifolds are confor-
mally equivalent (not necessarily isometric), then the resulting two repre-
sentations are isomorphic.

A special case applied to pseudo-Riemannian manifolds which are con-
formally equivalent to flat pseudo-Riemannian space forms gives rise to the
minimal representations of the indefinite orthogonal groups. Let us explain
this specific case in more details.

We denote by Rp,q the Euclidean space Rp+q equipped with the pseudo-
Riemannian structure gRp,q of signature (p, q):

ds2 = dx2
1 + · · ·+ dx2

p − dy2
1 − · · · − dy2

q .

Then, the restriction of ds2 to the submanifold

M := {(x, y) ∈ Rp+q : |x| = |y| = 1, x ∈ Rp, y ∈ Rq} (2.1.3)

' Sp−1 × Sq−1

is non-degenerate, and defines a pseudo-Riemannian structure on M of sig-
nature (p − 1, q − 1). Here, | · | stands for the usual Euclidean norm. The
resulting pseudo-Riemannian structure gM on M is nothing but the direct
product of the standard unit sphere Sp−1 (positive definite metric) and the
unit sphere Sq−1 equipped with the negative definite metric ((−1)× the
standard metric).

Then, the Yamabe operator ∆̃M of M takes the following form (see [49,
(3,4,1)]):

∆̃M = ∆Sp−1 −∆Sq−1 −
(
p− 2

2

)2

+

(
q − 2

2

)2

, (2.1.4)

37



where ∆Sp−1 and ∆Sq−1 are the Laplace–Beltrami operators on Sp−1 and
Sq−1 respectively.

The indefinite orthogonal group G = O(p, q) acts naturally on Rp,q as
isometries. This action preserves the cone

Ξ := {(x, y) ∈ Rp,q : |x| = |y| 6= 0}

but does not preserve M . In order to let G act on M , we set a function ν
on Rp,q by

ν : Rp,q → R, (x, y) 7→ |x|.
If v ∈ M(⊂ Ξ) and h ∈ G, then h · v ∈ Ξ, and consequently h·v

ν(h·v) ∈ M .
Thus, we can define the action of G on M :

Lh : M →M, v 7→ h · v
ν(h · v) (h ∈ G).

Then, we have L∗
hgM = 1

ν(h·v)2
gM at TvM and thus the diffeomorphism Lh is

conformal with respect to the pseudo-Riemannian metric on M . Conversely,
any conformal diffeomorphism of M is of the form Lh for some h ∈ G (see
[42, Chapter IV]).

By the general theory (see (2.1.2)) of conformal geometry, we can con-
struct a representation, denoted by $p,q, of G on the solution space to ∆̃M

in C∞(M):

V p,q := Sol∆̃M = {f ∈ C∞(M) : ∆̃Mf = 0},

where we set

($p,q(h−1)f)(v) := ν(h · v)− p+q−4
2 f(Lhv), (2.1.5)

for h ∈ G, v ∈M , and f ∈ V p,q. The following theorem was proved in [49]
in this geometric framework. There are also algebraic proofs (see Remark
2.1.2).

Fact 2.1.1 (see [49, Theorem 3.6.1]). Let p, q ≥ 2 and p+ q ≥ 6 be even.
1)(irreducibility) ($p,q, V p,q) is an irreducible unitary representation of

G.
2)(unitarizability) There exists a G-invariant inner product ( , )M on

V p,q. Such a G-invariant inner product is unique up to a scalar multiple,
and we shall normalize it in (2.1.7).

We write V p,q for the Hilbert completion of V p,q, and use the same letter
$p,q to denote the resulting irreducible unitary representation.
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3)(K-type formula) Let K ' O(p)×O(q) be a maximal compact subgroup
of G. Then, the restriction of ($p,q, V p,q) to K decomposes into irreducible
representations of K as follows:

V p,q '
∞∑⊕

a+ p−q

2
=b,

a,b∈N

H
a(Rp)⊗H

b(Rq). (2.1.6)

Here, Ha(Rp) denotes the irreducible representation of O(p) on the space of
spherical harmonics of degree a (see Section 7.5).

4) (Parseval–Plancherel formula) On each K-type Ha(Rp)⊗Hb(Rq) for
(a, b) ∈ N2 such that a + p−q

2 = b, or equivalently, a + p−2
2 = b + q−2

2 , the
unitary inner product (·, ·)M is of the form:

(F, F )M =
(
a+

p− 2

2

)
‖F‖2L2(M). (2.1.7)

Next, we consider the following injective map (see [49, (2.8.2)]) by

Ψ : Rp+q−2 →M, z 7→ τ(z)−1ι(z),

where for z = (z′, z′′) ∈ Rp−1 ⊕ Rq−1 we set

τ(z) :=

(
1 +

( |z′|+ |z′′|
z

)2
) 1

2
(

1 +
( |z′| − |z′′|

2

)2
) 1

2

,

ι : Rp+q−2 → Rp+q, (z′, z′′) 7→
(

1− |z
′|2 − |z′′|2

4
, z′, z′′, 1 +

|z′|2 − |z′′|2
4

)
.

Then, Ψ is a conformal map such that Ψ∗gM = τ(z)−2gRp−1,q−1 . According
to [47, Definition 3.4], the twisted pull-back Ψ̃∗ of the conformal map Ψ is
a linear map

Ψ̃∗ : C∞(M)→ C∞(Rp+q−2)

given by

(Ψ̃∗f)(z) := τ(z)−
p+q−4

2 (f ◦Ψ)(z). (2.1.8)

The image M+ of Ψ is roughly the half of M :

M+ := {u = (u0, u
′, u′′, up+q−1) ∈M : u0 + up+q−1 > 0}.

We note that Ψ induces a conformal compactification of the flat space
Rp−1,q−1:

Rp−1,q−1 ↪→ (Sp−1 × Sq−1)/ ∼ Z2,
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where ∼ Z2 denotes the equivalence relation in M = Sp−1 × Sq−1 defined
by u ∼ −u.

The inverse of Ψ : Rp+q−2 ∼→M+ is given by

Ψ−1(u0, u
′, u′′, up+q−1) =

(u0 + up+q−1

2

)−1
(u′, u′′).

We note that Ψ−1 is the ordinary stereographic projection of the sphere
Sp−1 if q = 1.

We write (Ψ̃∗)−1 = (̃Ψ−1)
∗

for the twisted pull-back (in the sense of [47,
Definition 2.3]) of the conformal map Ψ−1 : M+ → Rp+q−2, that is,

(Ψ̃∗)−1 : C∞(Rp+q−2)→ C∞(M+)

is given by

(Ψ̃∗)−1(F )(v) := (
v0 + vp+q−1

2
)−

p+q−4
2 F (

2

v0 + vp+q−1

(
v′

v′′

)
), (2.1.9)

where v = t(v0, v
′, v′′, vp+q−1) ∈ M+, v0, vp+q−1 ∈ R, v′ ∈ Rp−1, v′′ ∈ Rq−1.

In the group language (e.g. [41]), (Ψ̃∗)−1 is the standard intertwining oper-
ator from the N -picture to the K-picture. The map (Ψ̃∗)−1 will be applied
also to other classes of functions.

Remark 2.1.2. Our manifold M is a double cover of the generalized flag
variety G/Pmax by a maximal parabolic subgroup Pmax (see (2.3.9)). Then,
($p,q, V p,q) is identified with a subrepresentation of the degenerate principal
series representation induced from a certain one-dimensional representation
of Pmax. In this framework, Fact 2.1.1 was proved by Kostant [50] for
p = q = 4 and by Binegar and Zierau [6], for general p, q satisfying the
condition that p, q ≥ 2 and p + q > 4. Zhu and Huang [80] identified this
subrepresentation with the local theta correspondence associated to the dual
pair O(p, q) × SL(2,R) in Sp(p + q,R) (to be more precise, its metaplectic
cover) and the trivial one-dimensional representation of SL(2,R).

Remark 2.1.3. If p + q ≥ 8, then $p,q becomes a minimal representation
in the sense of Definition 1.5.1 (see [6]).

2.2 L2-model (the Schrödinger model)

In Sections 2.2 and 2.3, we summarize the known results on the Schrödinger
model of the minimal representation (π,L2(C)) of G = O(p, q). The basic
reference is [49].
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A naive idea here is the following. Since Ψ : Rp−1,q−1 →M is a conformal
map between two pseudo-Riemannian manifolds, we have

Ψ̃∗(Sol(∆̃M )) ⊂ Sol(�Rp−1,q−1).

Since M is compact, it follows from the formula (2.1.8) of Ψ̃∗ that

Ψ̃∗(C∞(M)) ⊂ S
′(Rp+q−2),

where S′(Rp+q−2) denotes the space of tempered distributions. By taking
the Euclidean Fourier transform FRp+q−2 , we get

(FRp+q−2 ◦ Ψ̃∗)(Sol(∆̃M )) ⊂ {u ∈ S
′(Rp+q−2) : Suppu ⊂ C}.

It was proved in [49] that the right-hand side is contained in L2(C) (and in
fact a dense subspace of L2(C)). Let us fix some notation to formalize this
fact.

We define a quadratic form by

Q(x) := x2
1 + · · ·+ x2

p−1 − x2
p − · · · − x2

p+q−2, (2.2.1)

which is the defining polynomial of the isotropic cone C in Rp+q−2.
The substitution δ(Q) of Q into the Dirac delta function δ of one variable

defines a distribution on Rp+q−2 \ {0}, which is represented as a measure,
denoted by dµ on C. Alternatively, this measure is obtained as the volume
form α|C where α is any (p+ q − 3) form such that

dQ ∧ α = dx1 ∧ dx2 ∧ · · · ∧ dxp+q−2

(see [24, Chapter III, Chapter 2]). An example of such α is given by

n∑

j=1

(−1)j−1εjxjdx1 ∧ · · · ∧ d̂xj ∧ · · · ∧ dxn

2‖x‖2 .

In the bipolar coordinate:

R+ × Sp−2 × Sq−2 ∼→ C, (r, ω, η) 7→
(
rω
rη

)
, (2.2.2)

the distribution δ(Q) is given by

〈δ(Q), ϕ〉 =
1

2

∫ ∞

0

∫

Sp−2

∫

Sq−2

ϕ(

(
rω
rη

)
)rp+q−5drdωdη (2.2.3)
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for a test function ϕ on Rp+q−2. Here, dω and dη denote the standard
measures on Sp−2 and Sq−2, respectively. By this formula, we see that δ(Q)
extends to a Schwartz distribution on Rp+q−2 of measure class if p+ q > 4
because rp+q−5dr is locally integrable, then. Obviously, we have

supp δ(Q) = C ∪ {0}.

Let L2(C) ≡ L2(C, dµ) be the Hilbert space consisting of square integrable
functions on C. Thus, for a function ϕ on C, the L2-norm of ϕ is given by

‖ϕ‖L2(C) =
1

2

∫ ∞

0

∫

Sp−2

∫

Sq−2

|ϕ(rω, rη)|2rp+q−5drdωdη. (2.2.4)

Correspondingly to the coordinates, we have an isomorphism of Hilbert
spaces:

L2(R+,
1

2
rp+q−5dr) ⊗̂ L2(Sp−2) ⊗̂ L2(Sq−2) ' L2(C). (2.2.5)

Here, we employ the usual notation ⊗̂ for the Hilbert completion of the
tensor product.

If p + q > 4, then u 7→ uδ(Q) defines a continuous, injective map from
the Hilbert space L2(C) into the space S′(Rp+q−2) of tempered distributions
on Rp+q−2:

T : L2(C)→ S
′(Rp+q−2), u 7→ uδ(Q). (2.2.6)

See [49, §3.4].
Now, we are ready to introduce a key map which will give an intertwining

operator between the conformal model and the L2-model.

T := (FRp+q−2 ◦ Ψ̃∗)−1 ◦ T = (Ψ̃∗)−1 ◦ F
−1
Rp+q−2 ◦ T. (2.2.7)

For u ∈ C∞
0 (C), Tu ∈ C∞(M+). We extend Tu to a function on M+ ∪

(−M+) by

(Tu)(−v) = (−1)
p−q

2 (Tu)(v) (v ∈M+).

We recall from Fact 2.1.1 that the inner product on V p,q is given by
the formula (2.1.7). Then, the main ingredient of [49, Theorem 4.9] can be
restated as:

Fact 2.2.1. T extends to a unitary operator (up to scalar) from L2(C) onto
V p,q.
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Remark 2.2.2. The definition (1.2.1) of the (Euclidean) Fourier transform
FRn adopted in this book involves the scalar multiplication by (2π)−

n
2 . Ac-

cordingly, the normalization of T is different from that of [49] by a scalar
multiplication. In our normalization, we have

‖Tu‖2 =
1

2
‖u‖2L2(C) (u ∈ L2(C))

as we shall see in (3.1.11).

Through the unitary operator T, we can transfer the unitary represen-
tation ($p,q, V p,q) of G = O(p, q) to a unitary representation, to be denoted
by πp,q, on the Hilbert space L2(C) by

πp,q(g) := T
−1 ◦$p,q(g) ◦ T, g ∈ G. (2.2.8)

Hereafter, we shall write π for πp,q for simplicity. Obviously, π is irreducible
because so is $p,q (see Section 2.1). We note that the unitary inner product
of π is nothing but the L2-inner product of L2(C). Naming after the classic
Schrödinger model L2(Rn) for the Weil representation of the metaplectic
group (e.g. [18]), we shall say the resulting irreducible unitary representation
(π,L2(C)) is the Schrödinger model for the minimal representation of G =
O(p, q).

In the philosophy of the orbit method due to Kirillov and Kostant, the
Schrödinger model may be regarded as a geometric quantization of the min-
imal nilpotent coadjoint orbit Omin in g∗, the dual of g = o(p, q). We note
that the isotropic cone C is a Lagrangean variety of the symplectic manifold
Omin.

So far, we have introduced two models of ($p,q, V p,q) and (π,L2(C))
for the minimal representation of G. In the realization of V p,q, the K-
structure is very clear to see, while on L2(C), its K-structure is not clear a
priori. Generalizing the idea in [49] where we found explicitly an L2-function
(essentially, a K-Bessel function) on C belonging to the minimal K-type,
we shall explicitly find a formula of K-finite vectors of L2(C) in Chapter 3.
This computation is carried out by reducing the intertwining operator T to
that of the Hankel transform of the K-Bessel functions.

2.3 Lie algebra action on L2(C)

We continue the review of an easy part of the Schrödinger model L2(C) of
G = O(p, q) from Section 2.2. We shall explain how the Lie algebra g =
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o(p, q) acts on smooth vectors of L2(C). The action of a maximal parabolic
subgroup Pmax on L2(C) will be also described. The main reference of this
section is [49, §3].

Our notation here has the following relation with the notation in Intro-
duction (Sections 1.1–1.3):

p = n1 + 1, q = n2 + 1,

n = n1 + n2 = p+ q − 2.

Let e0, . . . , ep+q−1 be the standard basis of Rp+q, on which G = O(p, q)
(see (1.7.1)) acts naturally. First, we define subgroups Mmax

+ ,Mmax, K, and
K ′ of G as follows:

m0 := −Ip+q,

Mmax
+ := {g ∈ G : g · e0 = e0, g · ep+q−1 = ep+q−1} ' O(p− 1, q − 1),

Mmax := Mmax
+ ∪m0M

max
+ ' O(p− 1, q − 1)× Z2,

K := G ∩O(p+ q) ' O(p)×O(q),

K ′ := K ∩Mmax
+ ' O(p− 1)×O(q − 1).

Then, K is a maximal compact subgroup of G as we already used in
Section 2.1, andK ′ is a maximal compact subgroup ofMmax

+ . Corresponding
to the maximal compact subgroup K, the Cartan involution θ of G is given
by θ(g) = tg−1, and its differential (by the same notation) is given by θ(X) =
−tX in the matrix form.

We note that the group Mmax
+ acts on the isotropic cone C in Rp+q−2

transitively, and leaves the measure dµ (see Section 2.2) invariant.
Next we set

εj :=

{
1 (1 ≤ j ≤ p− 1),

−1 (p ≤ j ≤ p+ q − 2).
(2.3.1)

Let Nj , N j (1 ≤ j ≤ p + q − 2) and H be elements of the Lie algebra
g = o(p, q) given by

Nj := Ej,0 −Ej,p+q−1 − εjE0,j − εjEp+q−1,j, (2.3.2)

N j := Ej,0 +Ej,p+q−1 − εjE0,j + εjEp+q−1,j, (2.3.3)

H := E0,p+q−1 +Ep+q−1,0. (2.3.4)

We note that for 1 ≤ j ≤ p+ q − 2,

θ(Nj) = εjN j ,

[Nj , N j] = −2εjH. (2.3.5)
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Then, we define abelian Lie algebras of g by

nmax :=

p+q−2∑

j=1

RNj,

nmax :=

p+q−2∑

j=1

RN j,

a := RH,

and give coordinates for the corresponding abelian Lie subgroups Nmax,
Nmax and A by

Rp+q−2 ' Nmax, a = (a1, a2, · · · , ap+q−2) 7→ na := exp(

p+q−2∑

j=1

ajNj),

Rp+q−2 ' Nmax, a = (a1, a2, · · · , ap+q−2) 7→ na := exp(

p+q−2∑

j=1

ajN j),

(2.3.6)

R ' A, t 7→ exp(tH).

SinceMmax
+ normalizes Nmax, we have a semidirect product groupMmax

+ Nmax,
which has the following matrix form:

Mmax
+ Nmax = {g ∈ G : g(e0 + ep+q−1) = e0 + ep+q−1}. (2.3.7)

On the other hand, the natural action of G on Rp+q induces a transitive
action on

C̃ := {(x0, · · · , xp+q−1) ∈ Rp+q \ {0} :

p−1∑

j=0

x2
j −

p+q−1∑

j=p

x2
j = 0}, (2.3.8)

with the isotropy subgroup Mmax
+ Nmax at e0 + ep+q−1. Thus, we get a

diffeomorphism
G/Mmax

+ Nmax ' C̃.
We define a maximal parabolic subgroup by

Pmax := MmaxANmax. (2.3.9)
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Then the action of Pmax on L2(C) is described explicitly as follows ([49,
§3.3]):

(π(m)ψ)(x) = ψ(tmx) (m ∈Mmax
+ ), (2.3.10)

(π(m0)ψ)(x) = (−1)
p−q

2 ψ(x), (2.3.11)

(π(etH )ψ)(x) = e−
p+q−4

2
tψ(e−tx) (t ∈ R), (2.3.12)

(π(na)ψ)(x) = e2
√
−1(a1x1+···+ap+q−2xp+q−2)ψ(x) (a ∈ Rp+q−2).

(2.3.13)

For g /∈ Pmax, the action π(g) on L2(C) was not given in [49]. (In
fact, the formula π(g) for general g ∈ G is the main issue of the book.)
Instead, we obtaind a formula for the differential action of the Lie algebra g

in [49]. To state the formula, we recall some general terminology for infinite
dimensional representations adapted to our special setting.

Definition 2.3.1. Let ψ ∈ L2(C). We say ψ is a differentiable vector if

dπ(X)ψ := lim
t→0

π(etX)ψ − ψ
t

exists for any X ∈ g. Iterating this process, we say ψ is a smooth vector if
dπ(X1) · · · dπ(Xk)ψ is a differentiable vector for any k ≥ 1 and X1, . . . , Xk ∈
g. (The notion of smooth vectors is defined for continuous representations
on complete, locally convex topological vector spaces.)

We say ψ is K-finite if

dimC C-span{π(k)ψ : k ∈ K} <∞.

Let L2(C)∞ be the space of smooth vectors of the unitary representation
(π,L2(C)) of G, and L2(C)K the space of K-finite vectors of L2(C). Ap-
plying the general theory of representations of real reductive Lie groups (see
[41, 78], for example) to our irreducible unitary representation (π,L2(C)),
we have

1) L2(C)∞ has naturally a Fréchet topology, on which both the group G
and the Lie algebra g act continuously.

2) L2(C)K ⊂ L2(C)∞ ⊂ L2(C). Moreover, L2(C)K is dense in L2(C)∞,
and L2(C)∞ is dense in L2(C), in each topology.
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From now, we shall use the notation which is compatible with the nota-
tion of Chapter 1:

n = n1 + n2 = (p− 1) + (q − 1).

It follows from (2.3.12) and (2.3.13) that the differential action of A and
Nmax on L2(C)∞ is given as

dπ(H) = −(E +
n− 2

2
), (2.3.14)

dπ(N j) = 2
√
−1xj (1 ≤ j ≤ n). (2.3.15)

Here, E :=
∑n

i=1 xi
∂

∂xi
is the Euler operator, and xj in (2.3.15) is the mul-

tiplication operator by the coordinate function xj .
On the other hand, the differential action of Nmax on L2(C)∞ is more

complicated. In [49, Lemma 3.2], we gave its formula by means of second
order differential operators in the ambient space Rn = Rp+q−2 via the inclu-
sion map T : L2(C) ↪→ S′(Rn), u 7→ uδ(Q) (see (2.2.6)) as follows. Let Dj

be a differential operator on Rn (in the notation loc. cit., Dj = d$̂λ,ε(Nj)
with λ = p+q−4

2 ) given by:

Dj =
√
−1

(
−n− 2

2
εj

∂

∂xj
−
( n∑

k=1

xk
∂

∂xk

)
εj

∂

∂xj
+

1

2
xj

( n∑

k=1

εk
∂2

∂x2
k

))
.

(2.3.16)
Then the differential action dπ(Nj) (1 ≤ j ≤ n) is characterized by the
commutative diagram:

L2(C)∞
T−→ S′(Rn)

dπ(Nj)
y

yDj

L2(C)∞
T−→ S′(Rn).

(2.3.17)

In Section 2.4, we shall treat these differential operators more systemat-
ically by introducing the following differential operators Pj(b) (1 ≤ j ≤ n)
with complex parameter b by

Pj(b) := εjxj�− (2E + n− 2b)
∂

∂xj
, (2.3.18)

where we set � =
∑n

j=1 εj
∂2

∂x2
j

. By definition, we have

Dj =

√
−1

2
εjPj(−1) (1 ≤ j ≤ n).
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In Theorem 2.4.1, we shall see that the differential operator Pj := Pj(1)
is tangential to C, and that the differential action dπ(Nj) is given as

dπ(Nj) =

√
−1

2
εjPj |C (1 ≤ j ≤ n). (2.3.19)

2.4 Commuting differential operators on C

In this section, we investigate basic properties of the differential operators

Pj(b) = εjxj�− (2E + n− 2b)
∂

∂xj
(1 ≤ j ≤ n)

on Rn introduced in (2.3.18), and in particular, explain why and how the dif-
ferential operators Pj(−1) (1 ≤ j ≤ n) (see (2.3.18)) induce the differential
operators Pj(1) along the isotropic cone C.

Again we recall

n = n1 + n2 = (p− 1) + (q − 1).

We also recall from Section 1.1 that R[x, ∂
∂x

] ≡ R[x1, . . . , xn,
∂

∂x1
, . . . , ∂

∂xn
] is

the Weyl algebra and that R[x, ∂
∂x

]C is the subalgebra consisting of differ-
ential operators tangential to C.

The main result of this section is the following theorem concerning with
the fundamental differential operators on the isotropic cone defined by

Pj := Pj(1) (1 ≤ j ≤ n). (2.4.1)

Theorem 2.4.1. 1) PiPj = PjPi (1 ≤ i, j ≤ n).

2) Pj ∈ R[x, ∂
∂x

]C (1 ≤ j ≤ n).

3) The Lie algebra generated by

[Pi, xj ] = Pixj − xjPi (1 ≤ i, j ≤ n)

in the Weyl algebra R[x, ∂
∂x

] is isomorphic to o(p−1, q−1)+R, the Lie
algebra of the differential action of the conformal linear transformation
group CO(Q).

4) Pj|C extends to a self-adjoint operator on L2(C).

5)
( n∑

j=1

εjP
2
j

)∣∣
C

= 0.
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We shall give a proof of Theorem 2.4.1 in the following order: (2), (4),
(5), (1), and (3). An important step for the proof is the following:

Proposition 2.4.2. For u ∈ C∞
0 (Rn \ {0}), we have:

1) Pj(−1)(uδ(Q)) = (Pj(1)u)δ(Q).

Hence, we have Pj(−1) ◦ T = T ◦ Pj(1).

2) Pj(1)(uQ) = (Pj(−1)u)Q.

In particular, Pj(1)(uQ)|C = 0.

Admitting Proposition 2.4.2 for a while, we give a proof of Theorem 2.4.1
(2) and (4).

Proof of Theorem 2.4.1 (2). For a smooth function ψ defined in an open
subset V of C, we extend it to a smooth function ψ̃ in an open subset of
Rn \ {0}. Then, Pj(1)ψ̃|V is independent of the choice of the extension ψ̃,
and is determined by ψ = ψ̃|V . In fact, let ψ̃1, ψ̃2 be extensions of ψ. Since
(ψ̃1−ψ̃2)|C = 0, we find a smooth function locally defined in a neighborhood
of V such that

ψ̃1 − ψ̃2 = uQ.

Then (Pj ψ̃1−Pjψ̃2)|C = (Pj(−1)u)Q|C = 0 by Proposition 2.4.2 (2). There-
fore, Pjψ̃1|C = Pjψ̃2|C . Thus, we have a well-defined map

C∞(V )→ C∞(V ), ψ 7→ Pj(1)ψ̃|V .

Since this is a sheaf morphism, it is given by a differential operator on C.
Hence, Pj = Pj(1) is tangential to C. Therefore, Theorem 2.4.1 (2) is
shown.

By Proposition 2.4.2, we also get the self-adjointness of Pj(1)|C as fol-
lows.

Proof of Theorem 2.4.1 (4). By (2.3.17), the differential action dπ(Nj) is
characterized by the relation

Dj ◦ T = T ◦ dπ(Nj).

On the other hand, we have proved in Proposition 2.4.2 (1)

Pj(−1) ◦ T = T ◦ (Pj(1)|C ).
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Since Dj =
√
−1
2 εjPj(−1) by definition, we get

dπ(Nj) =

√
−1

2
εjPj(1)|C .

As (π,L2(C)) is a unitary representation of the Lie group G = O(p, q), the
differential action

√
−1dπ(X) on L2(C)∞ extends to a self-adjoint operator

on L2(C) for any X ∈ g = o(p, q). Hence, Pj = Pj(1) is self-adjoint. Thus,
Theorem 2.4.1 (4) is proved.

Before giving a proof of Proposition 2.4.2, we set up the notation of
the meromorphic continuation of the distribution Q(x)λ

+. For a complex
parameter λ with Reλ > −1, we define a distribution on Rn by

Q(x)λ
+ :=

{
Q(x)λ if Q(x) > 0,

0 if Q(x) ≤ 0.

Then, Q(x)λ
+ continues as a distribution depending meromorphically on the

parameter λ ∈ C (see Appendix 7.1). In particular, as a distribution on
Rn \ {0}, Q(x)λ

+ has only simple poles located at λ = −1,−2,−3, . . . . Since
the gamma function Γ(λ+1) has simple poles exactly at the same places λ =

−1,−2, . . . , we see that
Q(x)λ

+

Γ(λ+1) defines a distribution on Rn \ {0} depending
holomorphically on λ ∈ C.

In view of the residue formula (7.1.1) in Appendix 7.1 for the one variable

case
tλ+

Γ(λ+1) , we have the following formula of generalized functions on Rn \
{0} (see [24, Chapter III, §2.2]):

δ(Q(x)) =
Q(x)λ

+

Γ(λ+ 1)

∣∣∣
λ=−1

.

Therefore, the map T : L2(C)→ S′(Rn) defined in (2.2.6) has the following
expression:

T (u|C) =
uQ(x)λ

+

Γ(λ+ 1)

∣∣∣
λ=−1

(2.4.2)

for u ∈ C∞
0 (Rn \ {0}). The proof of Proposition 2.4.2 will make use of

(2.4.2). Along this line, we prepare:

Lemma 2.4.3. For u ∈ C∞
0 (Rn \ {0}),

�(uQλ
+) = (�u)Qλ

+ + 4λ(Eu)Qλ−1
+ + 2λ(2λ + n− 2)uQλ−1

+ .
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Similar formulas also hold if we replace Q+ by Q for positive integers λ.
In particular, letting λ = 1, we have

�(uQ) = (�u)Q+ (4E + 2n)u.

Proof. By the Leibniz rule, we have

∂

∂xj
(uQλ

+) =
∂u

∂xj
Qλ

+ + 2λεjxjuQ
λ−1
+ , (2.4.3)

∂2

∂xj
(uQλ

+) =
∂2u

∂x2
j

Qλ
+ + 4λεjxj

∂u

∂xj
Qλ−1

+

+ 2λεjuQ
λ−1
+ + 4λ(λ− 1)x2

juQ
λ−2
+ . (2.4.4)

Summing up (2.4.4) multiplied by the signature εj over j, we get Lemma.

Here is a key formula for the proof of Proposition 2.4.2:

Lemma 2.4.4. For u ∈ C∞
0 (Rn \ {0}), we have the following identity as

distributions on Rn \ {0}:

Pj(b)(uQ
λ
+) =

(
Pj(b− 2λ)u

)
Qλ

+ − 4λ(λ− b)εjxjuQ
λ−1
+ (2.4.5)

for any 1 ≤ j ≤ n, b ∈ C, and λ ∈ C \ {−1,−2, . . . }.
Proof. By (2.4.3), we have

(2E + n− 2b)
∂

∂xj
(uQλ

+) =
((

2E + n− 2(b − 2λ)
) ∂u
∂xj

)
Qλ

+

+ 2λ(4λ + n− 2− 2b)εjxjuQ
λ−1
+

+ 4λεjxj(Eu)Q
λ−1
+ .

Then, (2.4.5) follows from Lemma 2.4.3.

Now we are ready to prove Proposition 2.4.2.

Proof of Proposition 2.4.2. Since
Qλ

+

Γ(λ+1) is a distribution on Rn \ {0} with
parameter holomorphically dependent on λ ∈ C, we have

Pj(b)
(
u

Qλ
+

Γ(λ+ 1)

)
=
(
Pj(b− 2λ)u

) Qλ
+

Γ(λ+ 1)
− (λ− b)εjxju

Qλ−1
+

Γ(λ)

for all λ ∈ C. By letting b = λ, we have

Pj(λ)
(
u

Qλ
+

Γ(λ+ 1)

)
=
(
Pj(−λ)u

) Qλ
+

Γ(λ+ 1)
.
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Further, by letting λ = −1, we get

Pj(−1)
(
uδ(Q)

)
=
(
Pj(1)u

)
δ(Q).

By letting λ = 1, we get

Pj(1)(uQ) = (Pj(−1)u)Q.

Therefore, we have proved Proposition 2.4.2.

Thus, the proof of Theorem 2.4.1 (2) is completed. Next, let us prove
the following:

Proposition 2.4.5.

n∑

j=1

εjPj(1)
2 = Q�2.

Admitting Proposition 2.4.5 for the time being, we give a proof of The-
orem 2.4.1 (5).

Proof of Theorem 2.4.1 (5). We have already shown that Pj(1) ∈ R[x, ∂
∂x

]C

(1 ≤ j ≤ n). Then, Theorem 2.4.1 (5) is an immediate consequence of the
following identity in the algebra R[x, ∂

∂x
]C .

To prove Proposition 2.4.5, we list some basic relations of the Lie bracket
[A,B] = AB −BA in the Weyl algebra R[x, ∂

∂x
]:

Claim 2.4.6.

1) [E, xj ] = xj.

2) [E,
∂

∂xj
] = − ∂

∂xj
.

3) [E,�] = −2�.

4) [�, xj] = 2εj
∂

∂xj
.

Here, xj denotes the multiplication operator by xj.

Proof. Straightforward by the Leibniz rule.
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Proof of Proposition 2.4.5. In light of the definition

Pi(b) = εixi�− (2E + n− 2b)
∂

∂xi
,

we develop Pi(b)Pj(b) as

Pi(b)Pj(b) = (I) + (II) + (III) + (IV),

where (I) ≡ (I)ij(b) is given by

(I) := (εixi�)(εjxj�)

= εiεjxixj�
2 + 2εixi

∂

∂xj
�,

and similarly,

(II) := − (εixi�)
(
(2E + n− 2b)

∂

∂xj

)

= − εi(2E + n− 2b+ 2)xi
∂

∂xj
�,

(III) := −
(
(2E + n− 2b)

∂

∂xi

)
(εjxj�)

= − εj(2E + n− 2b)
(
xj

∂

∂xi
+ δij

)
�,

(IV) :=
(
(2E + n− 2b)

∂

∂xi

)(
(2E + n− 2b)

∂

∂xj

)

=
(
4E2 + 4(n+ 1− 2b)E + (n− 2b)(n+ 2− 2b)

) ∂2

∂xi∂xj
.

Here, δij stands for Kronecker’s delta. Now, we take i = j and b = 1, and
sum up these terms over j:

n∑

j=1

εj(I)jj(1) = Q�2 + 2E�,

n∑

j=1

εj(II)jj(1) = −(2E + n)E�,

n∑

j=1

εj(III)jj(1) = −(2E + n− 2)(E + n)�,

n∑

j=1

εj(IV)jj(1) =
(
4E2 + 4(n− 1)E + (n− 2)n

)
�.
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Summing up these four equations, we get Proposition 2.4.5.

It is easy to see that the formulas for (I), (II), (III), and (IV) used in the
previous proof lead us also to the following:

Proposition 2.4.7. As differential operators on Rn, we have

[Pi(b), Pj(b)] = 0

for any 1 ≤ i, j ≤ n and b ∈ C.

As a special case of Proposition 2.4.7, we have:

Proof of Theorem 2.4.1 (1). This follows from Proposition 2.4.7 by letting
b = 1.

Finally, let us prove Theorem 2.4.1 (3).

Proof of Theorem 2.4.1 (3). We continue the notation (2.3.1) for εj = ±1
(1 ≤ j ≤ n = p+ q − 2).

Let Eij (1 ≤ i, j ≤ n) be the matrix unit. Then

εiεjEij −Eji (1 ≤ i < j ≤ n)

forms a basis of the Lie algebra o(p − 1, q − 1) of the Lie group Mmax
+ '

O(p − 1, q − 1). Correspondingly, the natural differential action on Rn =
R(p−1)+(q−1) gives a vector field

Xij := εiεjxi
∂

∂xj
− xj

∂

∂xi
(1 ≤ i < j ≤ n).

Likewise, the differential of the dilation is given by the Euler vector field

E =

n∑

i=1

xi
∂

∂xi
.

Hence, Theorem 2.4.1 (3) is an immediate consequence of the following
lemma.

Lemma 2.4.8. As differential operators on Rn, we have

1) [Pi, xj ] = Xij (1 ≤ i < j ≤ n).

2) [Pi, xi] = −2(E + n− 2) (1 ≤ i ≤ n).
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Proof. By the definition (2.3.18) of Pj = Pj(1), we have

[Pi, xj ] = εixi[�, xj ]− (2E + n− 2)
[ ∂

∂xi
, xj

]

− [2E + n− 2, xj ]
∂

∂xi
.

By Claim 2.4.6, we have

= 2εiεjxi
∂

∂xj
− δij(2E + n− 2)− 2xj

∂

∂xi

= 2Xij − δij(2E + n− 2).

Hence, Lemma is proved.

Hence, the proof of Theorem 2.4.1 is completed.

Remark 2.4.9. Let R be the subalgebra of R[x, ∂
∂x

]C generated by xk, E,

and Xij (1 ≤ k ≤ n, 1 ≤ i < j ≤ n). Then, Pj ∈ R[x, ∂
∂x

]C but Pj /∈ R.

To see this, we say an element P of the Weyl algebra R[x, ∂
∂x

] is of degree
k if

[E,P ] = kP.

If P,Q are of degree k, l, respectively, then PQ is of degree k + l because

[E,PQ] = [E,P ]Q+ P [E,Q].

Since xk is of degree 1, and E and Xij is of degree 0, any element of R
is expressed as a linear combination of operators of non-negative degrees.
Since Pj is of degree −1, we conclude Pj /∈ R.

Remark 2.4.10. Our concern here is with the case n > 2 (i.e. p+ q > 4).
Let us examine the degenerate case where n = 2 and n1 = n2 = 1 (i.e.
p = q = 2). Then, the polynomial Q(x) = x2

1−x2
2 is not irreducible, and the

differential operators P1 and P2 have the following formulas:

P1 + P2 = −(x1 + x2)
( ∂

∂x1
+

∂

∂x2

)2
,

P1 − P2 = −(x1 − x2)
( ∂

∂x1
− ∂

∂x2

)2
.

By the change of variables

y1 = x1 + x2, y2 = x1 − x2,
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the isotropic cone C is given by

{(y1, y2) ∈ R2\{0} : y1 = 0 or y2 = 0},

and we have

P1 + P2 = −4y1
∂2

∂y2
1

,

P1 − P2 = −4y2
∂2

∂y2
2

.

2.5 The unitary inversion operator FC = π(w0)

In this section, we list some important features of the element

w0 =

(
Ip 0
0 −Iq

)
∈ G,

and investigate key properties of the corresponding unitary operator

FC := π(w0)

on L2(C).

I0 (Order two) Obviously, the element w0 is of order two. Therefore, F2
C =

id on L2(C).

I1 (Cartan involution) The Cartan involution θ(g) = tg−1 is given as the
conjugation by w0:

θ(g) = w0gw
−1
0 (2.5.1)

because tgw0g = w0 for g ∈ G.

I2 (Center of K) w0 lies in the center of K. This is obvious from (2.5.1).
It also follows directly from the definition of w0 in the matrix form.

I3 (Bruhat decomposition) Retain the notation as in Section 2.3. Then,

Ad(w0)H = −H, (2.5.2)

and therefore Ad(w0)|a = − id. We also see readily from (2.3.5) and
(2.5.1) that

Ad(w0)N j = εjNj (1 ≤ j ≤ p+ q − 2), (2.5.3)
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and therefore
Ad(w0)n

max = nmax. (2.5.4)

The Gelfand–Naimark decomposition

g = (mmax + a + nmax) + nmax = pmax + Ad(w0)nmax

gives, in turn, the following Bruhat decomposition of G on the group
level:

G = Pmaxw0Pmax q Pmax. (2.5.5)

I4 (Restricted root system) Let g = k+ p be the Cartan decomposition, and
we take a maximal abelian subalgebra b of p. Since Ad(w0) acts on p

as − id, w0 acts on the restricted root system Σ(g, b) as − id. We note
that the longest element in the Weyl group W (Σ(g, b)) is equal to − id
if p 6= q or if p = q ∈ 2Z. In the case p = q ∈ 2Z + 1, the restricted root
system Σ(g, b) is of type Dq and

− id /∈W (Σ(g, b)) ' Sq n (Z/2Z)q−1,

and therefore Ad(w0)|b = − id gives an outer automorphism on Σ(g, b).

I5 (Jordan algebras) We regard Rp−1,q−1 ' Rp+q−2 as the semisimple Jor-
dan algebra with indefinite quadratic form Q(x) (see (1.1.1)). This Jor-
dan algebra is euclidean if min(p, q) = 2, and non-euclidean if p, q > 2.
The conformal group (Kantor–Koecher–Tits group) of Rp−1,q−1 is equal
to the group G = O(p, q), and the action of the element w0 on Rp−1,q−1

corresponds to the conformal inversion x 7→ −x−1 (see [16, 65]). Thus,
we call w0 the conformal inversion element. The structure group

L+ := Mmax
+ A ' CO(Q) = O(p− 1, q − 1)× R>0 (2.5.6)

acts on Rp−1,q−1 by x 7→ etmx for (m, etH ) ∈Mmax
+ ×A, and on its dual

space by x 7→ e−t tm−1x.

I6 (The action on the minimal representation) In the conformal model
($p,q, V p,q) (see Section 2.1), the whole group G acts on the geometry,
and therefore, the unitary operator $p,q(w0) is easy to describe:

($p,q(w0)h)(v0, . . . , vp+q−1) = h(v0, . . . , vp−1,−vp, . . . ,−vp+q−1),

(see the definition (2.1.5)). Then, by using the intertwining operator
T : L2(C)→ V p,q (see (2.2.7)), we get the formula of FC = π(w0) in the
Schrödinger model (π,L2(C)) as

FC = T
−1 ◦$p,q(w0) ◦ T. (2.5.7)
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However, we do not know how to find the formulas (1.3.1)–(1.3.3) of FC

directly from (2.5.7) and the definition of T. Thus, in order to find the
unitary inversion formulas of FC = π(w0), we shall take a roundabout
course (by using the K-type decomposition in part) in later chapters.

Now, let us study basic properties of the unitary inversion operator FC =
π(w0) on L2(C). First, we extend FC to distribution vectors.

Let L2(C)−∞ be the continuous dual of the Fréchet space L2(C)∞ (Def-
inition 2.3.1), namely, the space of continuous C-linear maps L∞(C) → C.
Elements in L2(C)−∞ are called distribution vectors.

We introduce a conjugate linear map

ι : L2(C)→ L2(C)−∞

characterized by

〈v, ι(u)〉 :=

∫

C

v(x)u(x)dµ(x) for any v ∈ L∞(C). (2.5.8)

The inclusion
L2(C)∞ ⊂ L2(C) ⊂ L2(C)−∞

is sometimes referred to as the Gelfand triple.
From the standard theory of Sobolev spaces and the definition of smooth

vectors, we have the following inclusive relation:

C∞
0 (C) ⊂ L2(C)∞ ⊂ C∞(C).

(To see L2(C)∞ ⊂ C∞(C), it is enough to use the Pmax-action on L2(C).)
Then, taking their duals, we get

E
′(C) ⊂ L2(C)−∞ ⊂ D

′(C), (2.5.9)

where D′(C) stands for the space of distributions on C, and E′(C) for that
of compactly supported distributions on C.

For g ∈ G, we extend the unitary operator S = π(g) on L2(C) to a
continuous operator S̃ on L2(C)−∞ by

〈v, S̃u〉 := 〈S−1v, u〉 for u ∈ L2(C)−∞ and v ∈ L2(C)∞. (2.5.10)

Here, we have used the fact that the unitary operator S−1 on L2(C) induces
a continuous map (we use the same letter S−1):

S−1 : L2(C)∞ → L2(C)∞.

58



Then, the extension S̃ satisfies

S̃ ◦ ι = ι ◦ S on L2(C),

because for u ∈ L2(C) and v ∈ L∞(C) we have

〈v, S̃ι(u)〉 = 〈S−1v, ι(u)〉
= (S−1v, u)L2(C)

= (v, Su)L2(C)

= 〈v, ι(Su)〉.

Likewise, the Lie algebra g acts on L2(C)−∞ by

〈v, dπ̃(X)u〉 := −〈dπ(X)v, u〉 for u ∈ L2(C)−∞ and v ∈ L2(C)∞.
(2.5.11)

Then, it readily follows that

dπ̃(Ad(g)X) = π̃(g) dπ̃(X) π̃(g−1) (2.5.12)

for g ∈ G and X ∈ g.
We shall write simply S for S̃, and dπ(X) for dπ̃(X) if there is no con-

fusion.
For ξ ∈ C, we denote by δξ the Dirac delta function at ξ ∈ C, namely,

〈v, δξ〉 := v(ξ)

for a continuous function v on C. Since

δξ : L2(C)∞ → C

is a continuous map, we may regard δξ ∈ L2(C)−∞. Then, we have

F
−1
C δξ ∈ L2(C)−∞. (2.5.13)

Applying the definition (2.5.10) to S = F
−1
C , we have for any v ∈ L∞(C),

〈v,F−1
C δξ〉 = 〈FCv, δξ〉

= (FCv)(ξ). (2.5.14)

Remark 2.5.1. In contrast to the (Euclidean) Fourier transform FRn , F
−1
C δξ

is a real valued distribution. In other words, the kernel k(x, ξ) = 1

(2π)
n
2
e
√
−1〈x,ξ〉
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for FRn is not real valued, while the kernel K(x, ξ) for FC below is real val-
ued. This reflects the fact that both kernels k(x, ξ) and K(x, ξ) are charac-
terized by the system of differential equations up to scalar (see Introduction
1.2):

pjk(·, ξ) = ξjk(·, ξ) in Rn (1 ≤ j ≤ n),

PjK(·, ξ) = 4ξjK(·, ξ) in C (1 ≤ j ≤ n),

where pj = −
√
−1 ∂

∂xj
. A distinguishing feature here is that the self-adjoint

differential operator pj of first order satisfies

pj = −pj,

while the self-adjoint differential operator Pj of second order satisfies

Pj = Pj .

For a fixed ξ ∈ C, F
−1
C δξ is a distribution on C by (2.5.13) and (2.5.9).

We shall see that this distribution is locally integrable on the open dense
subset

{x ∈ C : 〈x, ξ〉 6= 0}.
Thus, it is convenient to write the distribution F

−1
C δξ as a generalized func-

tion in the sense of Gelfand–Shilov [24] by using the canonical measure
dµ(x) = δ(Q(x)) on C, that is,

(F−1
C δξ)(x) = K(x, ξ)dµ(x)

for some generalized function K(·, ξ) on C. Then, the formula (2.5.14) can
be expressed as

(FCv)(ξ) =

∫

C

K(x, ξ)v(x)dµ(x). (2.5.15)

The argument so far assures that K(·, ξ) is a generalized function on C
for each fixed ξ ∈ C. On the other hand, since the sesqui-linear map

L2(C)× L2(C)→ C, (v, u) 7→ (FCv, u)L2(C)

is continuous, we may regard K(x, ξ) is a generalized function (or equiva-
lently, K(x, ξ)dµ(x)dµ(ξ) is a distribution) on the direct product manifold
C × C such that

(FCv, u)L2(C) =

∫

C×C

v(x)u(ξ)K(x, ξ)dµ(x)dµ(ξ) (2.5.16)
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for any u, v ∈ L2(C)∞.
Now, we are ready to state basic properties of the ‘unitary inversion

operator’ FC = π(w0) as the counterpart of the properties I0, I3 of the
conformal inversion w0 ∈ G:

Theorem 2.5.2.

1) FC is an involutive unitary operator on L2(C). In particular, we have

K(x, ξ) = K(ξ, x) (2.5.17)

as distributions on C × C.

2) If v ∈ L2(C)∞, then FCv ∈ L2(C)∞. In particular,

FCv ∈ C∞(C) ∩ L2(C)

for any compactly supported C∞ function v on C.

3) For 1 ≤ j ≤ n, the following identities of operators on L2(C)∞ hold:

FC ◦ 4xj = Pj ◦ FC ,

FC ◦ Pj = 4xj ◦ FC ,

FC ◦ E = −(E + n− 2) ◦ FC .

These identities hold also on L2(C)−∞.

4) For any v ∈ L2(C)∞,

(FCv)(ξ) =

∫

C

v(x)K(x, ξ)dµ(x).

5) For each fixed ξ = (ξ1, . . . , ξn) ∈ C, the generalized function K(ξ, ·)
solves the system of differential equations on C:

PjK(ξ, ·) = 4ξjK(ξ, ·) (1 ≤ j ≤ n).

In turn, K(·, ξ) satisfies

PjK(·, ξ) = 4ξjK(·, ξ) (1 ≤ j ≤ n).

Remark 2.5.3. We shall see in Theorem 5.1.1 that

K(x, ξ) = K(ξ, x)

as distributions on C × C.
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Proof of Theorem 2.5.2. 1) The first statement is straightforward from def-
inition FC = π(w0) because (π,L2(C)) is a unitary representation of G (Fact
2.2.1) and w2

0 = 1. The second statement follows from (2.5.16) and

(FCv, u) = (FCv,F
2
Cu) = (v,FCu).

2) The group G preserves L2(C)∞, and in particular, we have

FC(L2(C)∞) = L2(C)∞.

Since C∞
0 (C) ⊂ L2(C)∞ ⊂ C∞(C)∩L2(C), we get FC(C∞

0 (C)) ⊂ C∞(C)∩
L2(C).

3) By (2.5.3) in I3, we have the following identities on L2(C)∞, and also
on L2(C)−∞ by (2.5.12):

FC ◦ dπ(N j) = εjdπ(Nj) ◦ FC ,

FC ◦ dπ(Nj) = εjdπ(N j) ◦ FC ,

FC ◦ dπ(H) = −dπ(H) ◦ FC .

Now we recall the formulas of the differential action:

dπ(N j) = 2
√
−1xj (see (2.3.15)),

dπ(Nj) =

√
−1

2
εjPj (see (2.3.19)),

dπ(H) = −(E +
n− 2

2
) (see (2.3.14)).

These operators are defined on L2(C)∞ ⊂ C∞(C), and in turn, they are
defined on L2(C)−∞ ⊂ D′(C) (see (2.5.9)). Therefore, the third statement
follows.

4) Since w−1
0 = w0, we have F

−1
C = FC , and therefore the statement is

equivalent to what we have seen in (2.5.15).
5) It follows from the third and fourth statements that we have (by

switching x and ξ)
∫

C

4ξjK(ξ, x)v(ξ)dµ(ξ) = (Pj)x

∫

C

K(ξ, x)v(ξ)dµ(ξ)

=

∫

C

(Pj)xK(ξ, x)v(ξ)dµ(ξ)

for any v ∈ L2(C)∞. Hence, we have shown

4ξjK(ξ, x) = (Pj)xK(ξ, x).

The second assertion follows from Pj = Pj as we saw in Remark 2.5.1. Thus,
Theorem 2.5.2 has been proved.

62



If A is a continuous operator on L2(C), then A induces a linear map (we
use the same letter) A : L2(C)∞ → L2(C)∞ on the space of smooth vectors.

The next result shows that the intertwining relation in Theorem 2.5.2
(3) characterizes the operator FC up to scalar:

Theorem 2.5.4. Suppose A is a continuous operator on L2(C) such that

A ◦ 4xj = Pj ◦A,
A ◦ Pj = 4xj ◦A,

on L2(C)∞ for 1 ≤ j ≤ n. Then, A is a scalar multiple of FC . In particular,
A2 is a scalar multiple of the identity operator.

Proof. We set B := F
−1
C ◦A. Then, B satisfies

B ◦ 4xj = 4xj ◦B,
B ◦ Pj = Pj ◦B,

on L2(C)∞, and consequently,

B ◦ dπ(N j) = dπ(N j) ◦ B,
B ◦ dπ(Nj) = dπ(Nj) ◦B,

for 1 ≤ j ≤ n. Since the vector space nmax +nmax =
∑n

j=1 RNj +
∑n

j=1 RN j

generates the whole Lie algebra g, we have

B ◦ dπ(X) = dπ(X) ◦ B (2.5.18)

for any X ∈ g. In particular, such an operator B preserves the space of
K-finite vectors, namely,

B(L2(C)K) ⊂ L2(C)K .

Therefore, the identities (2.5.18) hold also on L2(C)K .
On the other hand, it follows from Fact 2.1.1 and Fact 2.2.1 that G

acts irreducibly on L2(C). Then, L2(C)K is an irreducible (g,K)-module.
Therefore, B must be a scalar multiple of the identity by Schur’s lemma.
Hence, A is a scalar multiple of FC . The last assertion is an immediate
consequence of the fact that F2

C = id (see I0).

Theorem 2.5.5. For a fixed ξ = (ξ1, . . . , ξn) ∈ Rn \ {0}, we consider the
system of differential equations:

Pjψ = 4ξjψ (1 ≤ j ≤ n), (2.5.19)

as distributions on C.
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1) If Q(ξ) 6= 0, then ψ = 0.

2) If Q(ξ) = 0, then the solution space in L2(C)−∞ is one-dimensional.

Proof. 1) It follows from (2.5.19) that

(

n∑

j=1

εjP
2
j )ψ = 4Q(ξ)ψ.

Then, by Theorem 2.4.1 (5), the left-hand side vanishes. Hence, ψ = 0
unless Q(ξ) = 0.

2) Suppose ξ ∈ C. Taking the Fourier transform FC of the differential
equation (2.5.19), we have the following equation

4xj(FCψ) = 4ξj(FCψ) in L2(C)−∞

from Theorem 2.5.2 (3). Hence,

(xj − ξj)(FCψ) = 0 (1 ≤ j ≤ n). (2.5.20)

Since FCψ ∈ L2(C)−∞ ⊂ D′(C), the equations (2.5.20) hold as distributions
on C. Then, considering the equations (2.5.20) in a local chart, we see that
FCψ is a scalar multiple of the delta function δξ. Conversely, δξ solves
(2.5.20) and δξ ∈ L2(C)−∞. Therefore, F

−1
C δξ ∈ L2(C)−∞ solves (2.5.19).

Now, Theorem is proved.
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Chapter 3

K-finite eigenvectors in the
Schrödinger model L2(C)

In the conformal model (see Section 2.1), we can find readily explicit K-
finite vectors. However, it is far from being obvious to find explicit forms
of K-finite vectors in the L2-model for the minimal representation. In this
chapter, generalizing the idea of [49, Theorem 5.8] for the minimal K-type,
we find explicit vectors in L2(C) for every K-type, by carrying out the com-
putation involving the integral operator T : L2(C) ∼→V p,q (see Fact 2.2.1).

3.1 Result of this chapter

Throughout this chapter, we assume p ≥ q ≥ 2 and p+q ≥ 6. For (l, k) ∈ N2,
we consider the following two (non-exclusive) cases:

Case 1 : p−q
2 + l − k ≥ 0,

Case 2 : p−q
2 + l − k ≤ 0.

(3.1.1)

The case p−q
2 + l−k = 0 belongs to both Cases 1 and 2. This overlap will be

convenient later because all the formulas below are the same for both Cases
1 and 2 if (l, k) satisfies p−q

2 + l − k = 0.
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For (l, k) ∈ N2, we define real analytic functions fl,k on R+ by

fl,k(r) :=




r−

q−3
2

+lK q−3
2

+k
(2r) Case 1,

r−
p−3
2

+kK p−3
2

+l
(2r) Case 2,

(3.1.2)

= rl+k ×




K̃ q−3

2
+k

(2r) Case 1,

K̃ p−3
2

+l
(2r) Case 2.

(3.1.3)

Here, Kν(z) is theK-Bessel function, i.e., the modified Bessel function of the
second kind (see Appendix 7.2) and K̃ν(z) = ( z

2)−νKν(z) is the normalized
K-Bessel function (see (7.2.6)).

By using the polar coordinate (2.2.2), we define a linear subspace Hl,k

of C∞(C) consisting of linear combinations of the following functions:

fl,k(r)φ(ω)ψ(η) (φ ∈ H
l(Rp−1), ψ ∈ H

k(Rq−1)). (3.1.4)

Here, Hj(Rm) denotes the space of spherical harmonics of degree j (see
Appendix 7.5).

We recall from Section 2.3 that there are two key compact subgroups for
the analysis on the minimal representation L2(C):

K ' O(p)×O(q),

K ′ = K ∩Mmax
+ ' O(p− 1)×O(q − 1).

We note that the K ′-action on L2(C) is just the pull-back of the K ′-action
on C (see (2.3.10)), but the K-action on L2(C) is more complicated because
K cannot act on C. Then, here is our main result of this chapter:

Theorem 3.1.1. For each pair (l, k) ∈ N2, we have
1) (asymptotic behavior) Hl,k ⊂ L2(C) for any l, k ∈ N.
2) (K-type and K ′-type) Hl,k ' Hl(Rp−1)⊗Hk(Rq−1) as a K ′-module.

Furthermore, Hl,k belongs to the K-type Ha(l,k)(Rp) ⊗ H
a(l,k)+ p−q

2 (Rq) of
L2(C). Here, we define a non-negative integer a(l, k) by

a(l, k) := max(l, k − p− q
2

) =

{
l Case 1,

k − p−q
2 Case 2.

(3.1.5)

3) (eigenspace of π(w0)) π(w0) acts on Hl,k by the scalar (−1)a(l,k)+ p−q

2 .
4) (intertwining operator) Fix any φ ∈ Hl(Rp−1), ψ ∈ Hk(Rq−1), and

set
ul,k(rω, rη) := fl,k(r)φ(ω)ψ(η) ∈ Hl,k. (3.1.6)
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Then T : L2(C)→ V p,q has the following form on the subspace Hl,k:

Tul,k = cl,kI
p

l→a(l,k)(φ)Iq

k→a(l,k)+ p−q

2

(ψ), (3.1.7)

where Im
i→j : Hi(Rm−1)→ Hj(Rm) (0 ≤ i ≤ j) is an O(m−1)-homomorphism

defined in Fact 7.5.1, and the constant cl,k is given by

cl,k :=

√
−1

l+k

√
π
×





Γ(p−q
2 + l − k + 1)

2
p−q

2
+l−k+3Γ(p−2

2 + l)
Case 1,

Γ(−p−q
2 − l + k + 1)

2−( p−q

2
+l−k)+3Γ( q−2

2 + k)
Case 2.

(3.1.8)

5) (L2-norm) For any (l, k) ∈ N2,

‖Tul,k‖2L2(M) =
1

2a(l, k) + p− 2
‖ul,k‖2L2(C). (3.1.9)

A special case (the k = 0 case) of Theorem 3.1.1 (2) provides us an
explicit K-finite vector for every K-type.

Corollary 3.1.2. For each a ∈ N, the function

ra− q−2
2 K q−2

2
(2r)φ(ω) (3.1.10)

is a K-finite vector for any φ ∈ Ha(Rp−1). More precisely, it belongs to the
K-type

H
a(Rp)⊗H

a+ p−q

2 (Rq).

Proof. Under our assumption p ≥ q, a(l, 0) = l by the definition (3.1.5)
because (l, 0) belongs to Case 1. Hence, Corollary follows immediately from
Theorem 3.1.1 (2).

By using the unitary inner product ( , )M (see (2.1.7)) for the conformal
model ($p,q, V p,q) of the minimal representation G = O(p, q), the formula
(3.1.9) in Theorem 3.1.1 (5) can be restated as

(Tul,k,Tul,k)M =
1

2
‖ul,k‖2L2(C). (3.1.11)

Remark 3.1.3. Theorem 3.1.1 (2) for l = k = 0 (or Corollary 3.1.2 for
a = 0) was proved in [49, Theorem 5.8]. Since p ≥ q, we are dealing with
Case 1 if l = k = 0 and a(0, 0) = 0. In this particular case, Theorem 3.1.1

(2) asserts that f0,0(r) = r−
q−3
2 K q−3

2
(2r) belongs to the minimal K-type

H0(Rp)⊗H
p−q

2 (Rq) of (π,L2(C)).
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Remark 3.1.4. For q = 2, π is essentially a highest weight module (see
Section 1.7 for the n2 = 1 case). We note that for q = 2, Hk(Rq−1) is non-
zero only if k = 0 or 1 (see Appendix 7.5). Thus our assumption p+ q ≥ 6
combined with q = 2 and k = 0, 1 implies p−q

2 + l− k = p+q
2 − 2 + l− k ≥ 0.

Hence, the pairs (l, k) (k = 0, 1) belong automatically to Case 1. It then
follows from the definition (3.1.2) that

fl,0(r) = r
1
2
+lK− 1

2
(2r),

fl,1(r) = r
1
2
+lK 1

2
(2r).

By using the formula

K 1
2
(z) = K− 1

2
(z) =

( π
2z

) 1
2 e−z

(see (7.2.2)), we get

fl,0(r) = fl,1(r) =

√
π

2
rle−2r.

We note that fl,0(r) (= fl,1(r)) coincides with the function ‘fl,l(r)’ in [46,
(3.2.4)] up to a constant multiple. (In [46], we investigated the Schrödinger
model for O(p, 2), and the function ‘fl,l(r)’ was defined by using the Laguerre
polynomial. The definition of ‘fl,l(r)’ is different from (3.1.2).)

Our method to show Theorem 3.1.1 is based on the technique of [49,
§5.6, §5.7]. The key lemma is Lemma 7.8.1, which gives a formula of the
Hankel transform of the K-Bessel function with trigonometric parameters
by means of the Gegenbauer polynomial.

The subspace
⊕

l,k∈N

Hl,k is not dense in L2(C), but is large enough (see

Section 3.2) that we can make use of Theorem 3.1.1 for the proof of Theorem
4.1.1 in Chapter 4 (see also Section 4.1 for its idea).

3.2 K ∩Mmax-invariant subspaces Hl,k

The subspace
⊕

l,k∈N

Hl,k is not dense in L2(C), but serves as a ‘skeleton’. In

this section, we try to clarify its meaning.

68



We begin with the branching law G ↓ K (see (2.1.6)) and K ↓ K ′ (K ′

denotes K ′ := K ∩Mmax
+ ' O(p− 1)×O(q − 1)):

L2(C)K '
∞⊕

a=0

H
a(Rp)⊗H

a+ p−q

2 (Rq) (3.2.1)

'
∞⊕

a=0

a⊕

l=0

a+ p−q

2⊕

k=0

H
l(Rp−1)⊗H

k(Rq−1). (3.2.2)

The irreducible decomposition (3.2.1) shows that L2(C)K is multiplicity-free

as a K-module. Hereafter, we identify the K-module Ha(Rp)⊗H
a+ p−q

2 (Rq)
with the corresponding subspace of L2(C)K . Then we observe:

S1 (K ′-type) Fix a pair (l, k) ∈ N2. In light of (3.2.1) and (3.2.2), the K ′-

type Hl(Rp−1)⊗Hk(Rq−1) occurs in theK-module Ha(Rp)⊗H
a+ p−q

2 (Rq)
if and only if a ≥ a(l, k). Further, Hl,k is characterized as a subspace of
L2(C) satisfying the following two conditions:

{
W ' Hl(Rp−1)⊗Hk(Rq−1) as K ′-modules,

W ⊂ Ha(l,k)(Rp)⊗H
a(l,k)+ p−q

2 (Rq).

S2 (K-type) Fix a ∈ N. Then for (l, k) ∈ N2,

(⊕

l,k∈N

Hl,k

)
∩
(

H
a(Rp)⊗H

a+ p−q

2 (Rq)

)

is non-zero if and only if at least one of l and k attains its maximum in
the set {(l′, k′) ∈ N2 : 0 ≤ l′ ≤ a, 0 ≤ k′ ≤ a+ p−q

2 } or equivalently, in

the set of the K ′-types (l′, k′) occurring in Ha(Rp) ⊗H
a+ p−q

2 (Rq) (see
the black dots in the figure below).
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Case 1

Case 2
k − l =

p− q
2

k

p− q
2

0 a l

a+
p− q

2

Figure 3.2.1

3.3 Integral formula for the K ∩Mmax-intertwiner

As a preparation for Theorem 3.1.1, we rewrite the integral formula for the
G-isomorphism T : L2(C) → V p,q(⊂ L2(M)) (see Fact 2.2.1) applied to
spherical harmonics. The main result of this section is Lemma 3.3.1.

We write v ∈M = Sp−1 × Sq−1 ⊂ Rp+q as

v = t(v0, v
′, v′′, vp+q−1), v0, vp+q−1 ∈ R, v′ ∈ Rp−1, v′′ ∈ Rq−1 (3.3.1)

satisfying
v2
0 + |v′|2 = |v′′|2 + v2

p+q−1 = 1.

Lemma 3.3.1. Suppose that u ∈ L2(C) is of the form

u(rω, rη) = f(r)φ(ω)ψ(η),

for φ ∈ Hl(Rp−1), ψ ∈ Hk(Rq−1), and f ∈ L2(R+, r
p+q−5dr) with regard to

the polar coordinate (2.2.2). Then, Tu is reduced to the following integral
transform of one variable: for v ∈M such that v0 + vp+q−1 > 0,

(
Tu
)
(v) = e−

√−1(l+k)π
2

|v′|− p−3
2 |v′′|− q−3

2

v0 + vp+q−1
φ

(
v′

|v′|

)
ψ

(
v′′

|v′′|

)

×
∫ ∞

0
f(r)J p−3

2
+l

(
2|v′|r

v0 + vp+q−1

)
J q−3

2
+k

(
2|v′′|r

v0 + vp+q−1

)
r

p+q−4
2 dr, (3.3.2)
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where Jν(z) denotes the Bessel function.

Proof. We recall from (2.2.7) that T = (Ψ̃∗)−1 ◦ F−1 ◦ T . Let us compute
(F−1 ◦ Tu)(z) for z ∈ Rp+q−2. By the formula (2.2.3) and (2.2.6) for Tu =
uδ(Q), we have

2(F−1 ◦ Tu)(z)

= (2π)−
p+q−2

2

∫ ∞

0

∫

Sp−2

∫

Sq−2

f(r)φ(ω)ψ(η)e−
√
−1(〈z′,rω〉+〈z′′,rη〉)rp+q−5drdωdη

=
√
−1

−(l+k)|z′|− p−3
2 |z′′|− q−3

2 φ

(
z′

|z′|

)
ψ

(
z′′

|z′′|

)

×
∫ ∞

0
f(r)J p−3

2
+l

(r|z′|)J q−3
2

+k
(r|z′′|)r p+q−4

2 dr. (3.3.3)

Here, in (3.3.3), we used the following formula (see e.g. [31, Introduction,
Lemma 3.6]):

∫

Sm−1

e
√
−1λ〈η,ω〉φ(ω)dω = (2π)

m
2

√
−1

l
φ(η)

Jl−1+ m
2
(λ)

λ
m
2
−1

. (3.3.4)

Then, by the definition (2.1.9) of the pull-back (Ψ̃∗)−1, we get the desired
result (3.3.2).

3.4 K-finite vectors fl,k in L2(C)

In this section, we collect basic results on the real analytic functions fl,k

defined in (3.1.2).

Lemma 3.4.1. fl,k ∈ L2(R+,
1
2r

p+q−5dr).

Proof. The K-Bessel function decays exponentially at infinity. The asymp-
totic formula (see Fact 7.2.1 (2) in Appendix) implies

fl,k(r) ∼
{
c r−

q−2
2

+le−2r Case 1,

c r−
p−2
2

+ke−2r Case 2,
(3.4.1)

as r → ∞. On the other hand, since K̃ν(r) = O(r−2ν) as r tends to 0 (see
(7.2.10)),

fl,k =

{
O(rl−k−q+3) Case 1,

O(r−l+k−p+3) Case 2,
(3.4.2)

as r tends to 0. In either case, fl,k = O(r
−p−q

2
+3) by the definition (3.1.1) of

Cases 1 and 2. Hence, we have fl,k ∈ L2(R+,
1
2r

p+q−5dr) for p+ q > 4.
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We shall give a finer estimate on the derivatives of fl,k in Lemma 4.4.1.
The explicit formula of the L2-norm of fl,k is obtained by the integration
formula (7.2.13) of K-Bessel functions as follows:

Proposition 3.4.2.

‖fl,k‖2L2(R+, 1
2
rp+q−5dr)

=





Γ(p−1
2 + l)2Γ(p+q−4

2 + l + k)Γ(p−q+2
2 + l − k)

16Γ(p− 1 + 2l)
Case 1,

Γ( q−1
2 + k)2Γ(p+q−4

2 + k + l)Γ( q−p+2
2 + k − l)

16Γ(q − 1 + 2k)
Case 2.

(3.4.3)

Here is another integral formula that we use later:

Lemma 3.4.3.
∫ ∞

0
r

p+q−6
2

+
√
−1xfl,k(r)dr

=

{
1
4Γ(p+q−4

4 + l+k+
√
−1x

2 )Γ(p−q
4 + l−k+1+

√
−1x

2 ) Case 1,
1
4Γ(p+q−4

4 + k+l+
√
−1x

2 )Γ( q−p
4 + k−l+1+

√
−1x

2 ) Case 2.

Proof of Lemma 3.4.3. Apply the formula (7.2.11) of the Mellin transform
of K-Bessel functions.

In order to compute Tul,k explicitly by using the integral formula (3.3.2),
we need yet another lemma:

Lemma 3.4.4. For a pair (l, k) ∈ N2, let fl,k be the function on C defined
in (3.1.2). With respect to the coordinate t(v0, v

′, v′′, vp+q−1) ∈ M ⊂ Rp+q

(see (3.3.1)), the integral

∫ ∞

0
fl,k(r)J p−3

2
+l

(
2|v′|r

v0 + vp+q−1

)
J q−3

2
+k

(
2|v′′|r

v0 + vp+q−1

)
r

p+q−4
2 dr (3.4.4)

is equal to:

Γ(p−q
2 + l − k + 1)

2
p−q

2
+l−k+3√π

(v0 + vp+q−1)|v′|
p−3
2

+l|v′′| q−3
2

+kC̃
q−2
2

+k
p−q

2
+l−k

(vp+q−1) Case 1,

Γ(−p−q
2 − l + k + 1)

2−
p−q

2
−l+k+3√π

(v0 + vp+q−1)|v′|
p−3
2

+l|v′′| q−3
2

+kC̃
p−2
2

+l

−( p−q

2
+l−k)

(v0) Case 2.
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Proof of Lemma 3.4.4. We treat Case 1 first. By the change of variables
t := 2r, the integral (3.4.4) amounts to

1

2
p+1
2

+l

∫ ∞

0
t

p−1
2

+lJ p−3
2

+l

( |v′|t
v0 + vp+q−1

)
J q−3

2
+k

( |v′′|t
v0 + vp+q−1

)
K q−3

2
+k

(t) dt.

Applying Lemma 7.8.1 with

µ :=
p− 3

2
+ l, ν :=

q − 3

2
+ k, cos θ := v0, cosφ := vp+q−1,

we get the formula in Case 1.
The proof for Case 2 goes similarly. In this case, the integral amounts

to

1

2
q+1
2

+k

∫ ∞

0
t

q−1
2

+kJ p−3
2

+l

( |v′|t
v0 + vp+q−1

)
J q−3

2
+k

( |v′′|t
v0 + vp+q−1

)
K p−3

2
+l

(t)dt

by the change of variables t := 2r. Now, we substitute µ := q−3
2 + k,

ν := p−3
2 + l, cos θ := vp+q−1, and cosφ := v0 into (7.8.1).

3.5 Proof of Theorem 3.1.1

In this section, we complete the proof of Theorem 3.1.1.

Proof of Theorem 3.1.1. 1) By the isomorphism

L2(C) ' L2(R+,
1

2
rp+q−5dr) ⊗̂ L2(Sp−2) ⊗̂ L2(Sq−2) (see (2.2.5))

in the polar coordinate, the first statement follows immediately from Lemma
3.4.1.

4) By (3.3.2) and Lemma 3.4.4, we have

Tul,k(v) =





cl,kΓ(p−2
2 + l)|v′|lφ( v′

|v′|)|v′′|kψ( v′′
|v′′|)C̃

q−2
2

+k
p−q

2
+l−k

(vp+q−1) Case 1,

cl,kΓ( q−2
2 + k)|v′|lφ( v′

|v′|)C̃
p−2
2

+l

−( p−q

2
+l−k)

(v0)|v′′|kψ( v′′
|v′′|) Case 2,

where cl,k is the constant defined in (3.1.8) and v = t(v0, v
′, v′′, vp+q−1) ∈

Sp−1 × Sq−1. Now we use the definition (7.5.1) that

Im
i→j(φ)(x0, x

′) = |x′|iφ
( x′
|x′|
)
C̃

m−2
2

+i

j−i (x0)
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for (x0, x
′) ∈ Sm−1, and in particular, for i = j,

Im
j→j(φ)(x0, x

′) = Γ
(m− 2

2
+ j
)
|x′|jφ

( x′
|x′|
)

by (7.5.5). Thus, the formula (3.1.7) follows.
2) The first statement is obvious. Since Im

i→j maps Hi(Rm−1) into

Hj(Rm) (see Fact 7.5.1), (3.1.7) implies

THl,k ⊂ H
a(l,k)(Rp)⊗H

a(l,k)+ p−q

2 (Rq).

Hence, we have proved the second statement.
3) By (2.1.5), the unitary inversion operator $p,q(w0) on V p,q is given

by (
$p,q(w0)h

)
(v′, v′′) = h(v′,−v′′).

On the other hand, it is easy to see h(−x) = (−1)jh(x) for h ∈ Hj(Rq) (see
Appendix 7.5, H1). Therefore, $p,q(w0) acts on each K-type component

Ha(Rp) ⊗H
a+ p−q

2 (Rq) by a scalar multiple (−1)a+ p−q

2 . Since T : L2(C) →
V p,q intertwines π and $p,q, π(w0) acts on Hl,k as the scalar (−1)a+ p−q

2

because Hl,k belongs to the K-type Ha(l,k)(Rp) ⊗ H
a(l,k)+ p−q

2 (Rq). Thus,
the third statement is proved.

5) We claim that the following formula holds:

‖Tul,k‖2L2(Sp−1×Sq−1) = bl,kΓ(k + l +
p+ q

2
− 2)‖φ‖2L2(Sp−1)‖ψ‖2L2(Sq−1),

(3.5.1)
where

bl,k =





πΓ(p− 2 + 2l)Γ( p−q
2 + l − k + 1)

22p+4lΓ(l + p
2 )2

Case 1,

πΓ(q − 2 + 2k)Γ(k − l − p−q
2 + l)

22q+4kΓ(k + q
2)2

Case 2.

To see this, we begin with (3.1.7):

‖Tul,k‖2L2(Sp−1×Sq−1) = |cl,k|2‖Ip
l→a(l,k)(φ)‖2L2(Sp−1)‖I

q

k→a(l,k)+ p−q

2

(ψ)‖2L2(Sq−1).

By (3.1.7) and the norm formula (7.5.2), the right-hand side amounts to

|cl,k|2
23−p−2lπΓ(p− 2 + l + a(l, k))

(a(l, k) − l)!(a(l, k) + p−2
2 )

‖φ‖2L2(Sp−1)

× 23−q−2kπΓ(q − 2 + k + a(l, k) + p−q
2 )

(a(l, k) + p−q
2 − k)!(a(l, k) + p−q

2 + q−2
2 )
‖ψ‖2L2(Sq−1).
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Now, substituting (3.1.5) and (3.1.8) into this formula, we get (3.5.1) by
elementary computations.

Finally, comparing (3.5.1) with Proposition 3.4.2, we obtain (3.1.9) by
the Gauss duplication formula (7.4.3) of gamma functions. Hence, Theorem
3.1.1 is proved.
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Chapter 4

Radial part of the inversion

The goal of this chapter is to find the ‘radial part’ Tl,k of the unitary inversion
operator FC : L2(C)→ L2(C). The main result of this chapter is Theorem
4.1.1.

4.1 Result of this chapter

Suppose p ≥ q ≥ 2 and p+ q ≥ 6. We recall from Section 2.2 that the polar
coordinate of the (generalized) light cone C:

R+ × Sp−2 × Sq−2 ' C, (r, ω, η) 7→ (rω, rη)

induces the isomorphism of Hilbert spaces:

L2(C) ' L2(R+,
1

2
rp+q−5dr) ⊗̂ L2(Sp−2) ⊗̂ L2(Sq−2).

This isomorphism respects the action of the compact group

K ′ := K ∩Mmax
+ ' O(p− 1)×O(q − 1).

Since the Hilbert space L2(Sp−2) is decomposed into the direct Hilbert sum
of spherical harmonics (see H6 in Appendix 7.5):

L2(Sp−2) '
∞∑⊕

j=0

H
j(Rp−1),

and likewise for L2(Sq−2), we have a decomposition of the Hilbert space
L2(C) into the discrete direct sum:

L2(C) '
∞∑⊕

l,k=0

L2(R+,
1

2
rp+q−5dr)⊗H

l(Rp−1)⊗H
k(Rq−1). (4.1.1)
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Each summand of (4.1.1) is a K ′-isotypic component.
For each (l, k) ∈ N2, we introduce real analytic function Kl,k(t) by

Kl,k(t) :=

{
4(−1)l+ p−q

2 G20
04(t

2| l+k
2 , −q+3+l−k

2 , −p−q+6−l−k
2 , −p+3−l+k

2 ) Case 1,

4(−1)kG20
04(t

2| l+k
2 , −p+3−l+k

2 , −p−q+6−l−k
2 , −q+3+l−k

2 ) Case 2.

(4.1.2)
Here, G20

04(x|b1, b2, b3, b4) denotes Meijer’s G-function (see Appendix 7.6 for
definition). For the definition of Cases 1 and 2 with regard to the parameter
(l, k) ∈ N2, we recall (3.1.1), namely,

Case 1: p−q
2 + l − k ≥ 0,

Case 2: p−q
2 + l − k ≤ 0.

The above formulas give the same result in Cases 1 and 2 if p−q
2 + l −

k = 0. Later, we shall give an integral expression of Kl,k by means of the
Mellin–Barnes type integral (see Lemma 4.5.2). The latter expression is
more natural in the sense that the formula is independent of Cases 1 and 2.

Theorem 4.1.1. 1) The unitary inversion operator FC = π(w0) preserves
each summand of (4.1.1), on which π(w0) acts as a form Tl,k⊗id⊗ id. Here,
Tl,k is a unitary operator on the Hilbert space L2(R+,

1
2r

p+q−5dr).
2) For each l, k ∈ N, the unitary operator Tl,k is given by the integral

transform against the real analytic function Kl,k (see (4.1.2) for definition):

(Tl,kf)(r) =
1

2

∫ ∞

0
Kl,k(rr

′)f(r′)r′p+q−5dr′. (4.1.3)

Remark 4.1.2 (Case q = 2). Theorem 4.1.1 covers the case q = 2, where
the representation π is essentially a highest weight module (see Section 1.7
for the n2 = 1 case). In this case, Hk(R1) is non-zero only if k = 0 or 1
(see Appendix 7.5 for convention). As we saw in Remark 3.1.4, the pair
(l, k) belongs to Case 1 for any l ∈ N because the inequality p−q

2 + l− k ≥ 0
is implied by p ≥ 6 − q = 4. Hence, by the definition (4.1.2) of Kl,k(t), we
have

Kl,0(t) = 4(−1)l+ p−2
2 G20

04(t
2| l

2
,
l + 1

2
,
−p+ 4− l

2
,
−p+ 3− l

2
),

Kl,1(t) = 4(−1)l+ p−2
2 G20

04(t
2| l + 1

2
,
l

2
,
−p+ 3− l

2
,
−p+ 4− l

2
).

In view of the symmetric property of the G-function:

G20
04(x|b1, b2, b3, b4) = G20

04(x|b2, b1, b4, b3),
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the above formulas show Kl,0(t) = Kl,1(t). Applying the reduction formula
(7.6.14) of the G-function of the form G20

04(x|a, a+ 1
2 , b, b+ 1

2 ), we get

Kl,0(t) = Kl,1(t) = 4(−1)l+ p−2
2 t−

p−3
2 Jp−3+2l(4

√
t). (4.1.4)

Thus, the integral transform Tl,k (k = 0, 1) is the Hankel transform on R+

(after a suitable change of variables). Therefore, Theorem 4.1.1 in the case
q = 2 gives the same result with [46, Theorem 6.1.1], but the proof here is
different from that of [46].

Remark 4.1.3 (Comparison with the Weil representation). We record here
the corresponding result for the Schrödinger model L2(Rn) of the Weil rep-
resentation $ of Mp(n,R) (see also [46, Remark 6.1.3]). We adopt the
same normalization of the Weil representation with [38]. Then, the unitary

inversion operator $(w′
0) = e

√
−1nπ
4 FRn .

1) According to the O(n)-isotypic decomposition of L2(Rn)

L2(Rn) '
∞∑⊕

l=0

L2(R+, r
n−1dr)⊗H

l(Rn),

the unitary inversion operator $(w′
0) decomposes as

$(w′
0) '

∞∑⊕

l=0

T ′
l ⊗ id,

by a countable family of unitary operators T ′
l (l ∈ N) on L2(R+, r

n−1dr).
2) The unitary operator T ′

l is given by the Hankel transform

(T ′
l f)(r) =

∫ ∞

0
K ′

l(rr
′)f(r′)r′n−1dr′,

where the kernel K ′
l(t) is defined by

K ′
l(t) := e−

√
−1(n−1+2l)

4
π t−

n−2
2 Jn−2+2l

2
(t).

Returning to Theorem 4.1.1, we remark that the group law w2
0 = 1

in G implies π(w0)
2 = id, and consequently T 2

l,k = id for every l, k ∈ N.

Further, as π(w0) is a unitary operator on L2(C), so is its restriction Tl,k on
L2(R+,

1
2r

p+q−5dr) for every l, k. Hence, Theorem 4.1.1 gives a simple group
theoretic proof for the Plancherel and reciprocal formulas on the integral
transform involving the G-functions due to C. Fox [19]:
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Corollary 4.1.4 (Plancherel formula). Let b1, b2, γ be half-integers such that
b1 ≥ 0, γ ≥ 1, 1−γ

2 ≤ b2 ≤ 1
2 + b1. Then the integral transform

Sb1,b2,γ : f(x) 7→ 1

γ

∫ ∞

0
G20

04((xy)
1
γ |b1, b2, 1− γ − b1, 1− γ − b2)f(y)dy

is a unitary operator on L2(R+). In particular, we have

‖Sb1,b2,γf‖L2(R+) = ‖f‖L2(R+). (4.1.5)

Proof. Set b1 := l+k
2 , b2 := −q+3+l−k

2 , γ := p+q−4
2 , x = r2γ , y = r′2γ .

Then, the assertion is equivalent to the fact that Tl,k is a unitary operator
on L2(R+,

1
2r

p+q−5dr).

Corollary 4.1.5 (Reciprocal formula). Retain the notation and the assump-
tion as in Corollary 4.1.4. Then, the unitary operator Sb1,b2,γ is of order two
in L2(R+), that is, the following reciprocal formula holds for f ∈ L2(R+):

(Sb1,b2,γf)(x) =
1

γ

∫ ∞

0
G20

04((xy)
1
γ |b1, b2, 1 − γ − b1, 1− γ − b2)f(y)dy

f(x) =
1

γ

∫ ∞

0
G20

04((xy)
1
γ |b1, b2, 1 − γ − b1, 1− γ − b2)(Sb1,b2,γf)(y)dy

Remark 4.1.6 (Fox’s reciprocal formula). The reciprocal formula for the
G-transform was found by C. Fox [19] for the following generality:

Gm,n
2n,2m

(
x
∣∣∣a1, · · · , an, 1− γ − a1, · · · , 1− γ − an

b1, · · · , bm, 1− γ − b1, · · · , 1− γ − bm
)
.

Corollary 4.1.5 is a special case of Fox’s formula corresponding to the case
(m,n) = (2, 0). On the other hand, it follows from Remark 4.1.2 that Corol-
lary 4.1.5 in the special case when q = 2 yields the classic reciprocal formula
of the Hankel transform ([79, §14.3], see also [46] for the connection with the
representation of the conformal group O(p, 2)). Our approach gives a new
representation theoretic interpretation (and also a proof) of these formulas.

Remark 4.1.7 (Fourth order differential equation). Let Ω be the Casimir
element for the Lie algebra k. Since an element of the Lie algebra nmax acts
on smooth vectors of L2(C) as a differential operator of second order (see
(2.3.16)), the Casimir operator dπ(Ω) acts as a differential operator on C
of fourth order. Let us examine what information on Kl,k(t) we can obtain
from the Casimir operator dπ(Ω).
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Since Ad(w0)Ω = Ω, we have the commutative relation

π(w0) ◦ dπ(Ω) = dπ(Ω) ◦ π(w0). (4.1.6)

On the other hand, Ω commutes with all the elements in k, in particular with
k′. This implies that the differential operator dπ(Ω) preserves each summand
of (4.1.1), and the identity (4.1.6) can be regarded as the identity on each
summand of (4.1.1). Hence, (4.1.6) leads us to the fact that the kernel
function Kl,k(t) for π(w0) solves a certain differential equation of order four
for each (l, k). In view of the formula (4.1.2) of Kl,k, this corresponds to the
fact that Meijer’s G-function G20

04(x | b1, b2, b3, b4) satisfies the fourth order
differential equation (see (7.6.6)):

4∏

j=1

(x
d

dx
− bj)u = 0.

For q = 2, the situation becomes simpler because the minimal represen-
tation π is essentially a highest weight module. In this case, the Lie algebra
k = so(p) ⊕ so(q) contains the center so(q) = so(2). Taking a normalized
generator Z in so(2), we can show

dπ(Ω) = dπ(Z)2 + constant .

We note that the differential operator dπ(Z) is of order two, and this in turn
corresponds to the fact that the kernel function Kl,k reduces to the Bessel
function (see (4.1.4)) solving the Bessel differential equation of order two
(Appendix 7.2).

The rest of this chapter is devoted to the proof of Theorem 4.1.1. The
key properties of the element w0 and the unitary inversion operator π(w0)
that we use in the proof are listed as follows:

1) w0 commutes with K ′.
2) Ad(w0)H = −H (see (2.5.2)).
3) π(w0)|Hl,k

= ± id (Theorem 3.1.1 (3)).
The first property (1) gives immediately the proof of Theorem 4.1.1 (1)

(see Section 4.2).
The second property (2) implies that the kernel function Kl,k of the

unitary operator Tl,k is a function essentially of one variable rr ′ (see Section
4.4).

The non-trivial part of Theorem 4.1.1 is to prove that this one variable
function is given by Meijer’s G-function G20

04, namely, by the formula (4.1.2).
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The property (3) is used for the proof of this part. Our trick here is based
on Fact 4.3.1, which assures that the desired formula (4.1.3) holds for any
function f once we can prove (4.1.3) holds for a specific function f = fl,k

(a (K,K ′)-skeleton function). Actual computations for this are carried out
in Section 4.6. A technical ingredient of the proof is to show that Kl,k is a
tempered distribution (see Proposition 4.5.6).

Summing up the formulas for Kl,k over l, k, we shall give a proof of
an integral formula of π(w0) for an arbitrary L2-function on C in the next
Chapter 5 (see Theorem 5.1.1).

4.2 Proof of Theorem 4.1.1 (1)

As we have explained at the beginning of Section 4.1, the decomposition
(4.1.1) of the Hilbert space L2(C) corresponds to the branching laws of
the restriction of the unitary representation (π,L2(C)) from G to K ′ '
O(p − 1) × O(q − 1). Thanks to the group law w0m = mw0 (see I2 in
Section 2.5), the relation π(w0) ◦π(m) = π(m) ◦π(w0) holds for all m ∈ K ′.
Therefore, the unitary inversion operator π(w0) preserves each summand of
the decomposition (4.1.1).

We now observe that the group K ′ acts irreducibly on Hl(Rp−1) ⊗
Hk(Rq−1) (see Appendix 7.5, H2). Therefore, it follows from Schur’s lemma
that π(w0) acts on each summand:

L2(R+,
1

2
rp+q−5dr)⊗H

l(Rp−1)⊗H
k(Rq−1)

as the form Tl,k⊗ id⊗ id for some operator Tl,k on L2(R+,
1
2r

p+q−5dr). Such
an operator Tl,k must be unitary because π(w0) is unitary. Now Theorem
4.1.1 (1) has been proved.

4.3 Preliminary results on multiplier operators

We recall the classic theory of multipliers on R, followed by the observation
that the multiplier is determined by the action on an (appropriate) single
function.

We write l(t) (t ∈ R) for the translation operator on L2(R), namely,

(l(t)F )(x) := F (x− t) for F ∈ L2(R). (4.3.1)

An operator B on L2(R) is called translation invariant if

B ◦ l(t) = l(t) ◦ B for any t ∈ R.
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We write S(R) for the space of rapidly decreasing C∞-functions on R
(the Schwartz space endowed with the Fréchet topology), and S′(R) for its
dual space consisting of tempered distributions. Then, the Fourier transform
F : S(R) → S(R), g 7→ 1√

2π

∫
R
g(x)e

√
−1xξdx (see (1.2.1)) extends to S′(R)

by
〈U, g〉 = 〈U,Fg〉 for U ∈ S

′(R), g ∈ S(R). (4.3.2)

For U ∈ S′(R) and f ∈ S(R), we have

l(t)(U ∗ f) = U ∗ (l(t)f) for any t ∈ R.

Hence, f 7→ U∗f is translation invariant. Furthermore, if FU is a bounded
measurable function, then f 7→ U ∗ f extends to a bounded operator on
L2(R) and its operator norm is given by

√
2π‖FU‖L∞(R) because

‖U ∗ f‖L2(R) = ‖F(U ∗ f)‖L2(R) =
√

2π‖(FU)(Ff)‖L2(R).

Conversely, the following theorem also holds:

Fact 4.3.1. Let B be a bounded, translation invariant operator on L2(R).
Then we have

1) There exists a unique tempered distribution U whose Fourier trans-
form FU is a bounded measurable function such that Bf = U ∗ f for any
f ∈ L2(R).

2) If, moreover, Bf0 = f1 for some function f0 ∈ L2(R) such that
Ff0(ξ) 6= 0 for a.e. ξ ∈ R, then U = 1√

2π
F−1

(
Ff1

Ff0

)
.

Proof. 1) See Stein–Weiss [68, Chapter I, Theorem 3.18], for example.
2) It follows from Bf0 = f1 that F(U ∗f0) = Ff1, and therefore we have

√
2π(FU)(Ff0) = Ff1.

Hence, the bounded measurable function FU is determined by the for-
mula

FU(ξ) =
1√
2π

Ff1(ξ)

Ff0(ξ)
.

Next, we introduce two linear maps σ+ and σ− by

σ+ : L2(R+,
1
2r

p+q−5dr)→ L2(R), f(r) 7→ 1√
2
e

p+q−4
2

xf(ex),

σ− : L2(R+,
1
2r

p+q−5dr)→ L2(R), f(r) 7→ 1√
2
e−

p+q−4
2

xf(e−x).
(4.3.3)
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Then, both σ+ and σ− are unitary operators. Further, clearly we have

(σ−f)(x) = (σ+f)(−x). (4.3.4)

The inverse map σ−1
− is given by

(σ−1
− F )(r) =

√
2r−

p+q−4
2 F (− log r) for F ∈ L2(R).

We define a subspace S of L2(R+,
1
2r

p+q−5dr) by

S := σ−1
−
(
S(R)

)
= σ−1

+ (S(R)), (4.3.5)

and endow S with the topology induced from that of the Schwartz space
S(R). Now let S′ be the dual space of S.

Since σ− is unitary, we get the following identity for F ∈ L2(R) and
u ∈ L2(R+,

1
2r

p+q−5dr):

〈σ−u, F 〉L2(R) =

∫

R

(σ−u)(x)F (x)dx

= 〈u, σ−1
− F 〉L2(R+, 1

2
rp+q−5dr).

Then σ− extends naturally to an isomorphism from the dual space S′

onto S′(R) by the formula

〈σ−u, F 〉 := 〈u, σ−1
− F 〉 for F ∈ S(R), u ∈ S

′. (4.3.6)

Recall from (3.1.2) that we have defined a family of real analytic func-
tions fl,k on R+ parametrized by (l, k) ∈ N2. As we saw in Lemma 3.4.1,
fl,k ∈ L2(R+,

1
2r

p+q−5dr).
For a continuous operator A on L2(R+,

1
2r

p+q−5dr), we define a contin-

uous operator Ã on L2(R) by

Ã := σ− ◦ A ◦ σ−1
+ . (4.3.7)

Thus, the following diagram commutes:

L2(R+,
1

2
rp+q−5dr)

A−→ L2(R+,
1

2
rp+q−5dr)

σ+ ↓ σ− ↓ (4.3.8)

L2(R)
Ã−→ L2(R).

Since σ± are unitary operators, A is unitary if and only if Ã is unitary.
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For κ ∈ S′, we define an operator Aκ by

Aκ : S→ S
′, f(r) 7→ 1

2

∫ ∞

0
κ(rr′)f(r′)r′p+q−5dr′. (4.3.9)

It follows from the definition (4.3.3) of σ+ and σ− that

(σ−κ ∗ σ+f)(x) =
1

2
e−

p+q−4
2

x

∫ ∞

−∞
e(p+q−4)yκ(e−xey)f(ey)dy.

Then, by the change of variables, we have

Aκf =
1√
2
σ−1
− (σ−κ ∗ σ+f) for f ∈ S. (4.3.10)

The following lemma characterizes operators of the form Aκ:

Lemma 4.3.2. Let {ρ(t) : t ∈ R} be a one parameter family of unitary
operators on L2(R+,

1
2r

p+q−5dr) defined by

(ρ(t)f)(r) := e−
p+q−4

2
tf(e−tr). (4.3.11)

Suppose that a unitary operator T on L2(R+,
1
2r

p+q−5dr) satisfies the fol-
lowing (anti-)commutative relation:

T ◦ ρ(t) = ρ(−t) ◦ T for any t ∈ R. (4.3.12)

Then, there exists a unique distribution κ ∈ S′ such that T = Aκ.

Proof. For a general operator A on L2(R+,
1
2r

p+q−5dr), we shall use the

symbol Ã to denote σ− ◦ A ◦ σ−1
+ as in (4.3.7). Then we have

˜T ◦ ρ(t) = σ− ◦ (T ◦ ρ(t)) ◦ σ−1
+ = T̃ ◦ (σ+ ◦ ρ(t) ◦ σ−1

+ ),

˜ρ(−t) ◦ T = σ− ◦ (ρ(−t) ◦ T ) ◦ σ−1
+ = (σ− ◦ ρ(−t) ◦ σ−1

− ) ◦ T̃ .

On the other hand, by a simple computation, we have the following identi-
ties:

σ+ ◦ ρ(t) ◦ σ−1
+ = σ− ◦ ρ(−t) ◦ σ−1

− = l(t).

Here, l(t) denotes the translation operator (4.3.1). Hence, the relation
(4.3.12) is equivalent to

T̃ ◦ l(t) = l(t) ◦ T̃ for any t ∈ R,
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that is, T̃ is a translation invariant bounded operator on L2(R). Therefore,
the operator T̃ must be a convolution operator U∗ for some tempered distri-
bution U ∈ S′(R) such that its Fourier transform FU is a bounded function
(see Fact 4.3.1 (1)).

Finally, by setting κ :=
√

2σ−1
− U , we have for any f ∈ L2(R+,

1
2r

p+q−5dr),

Tf = σ−1
− ◦ T̃ ◦ σ+f

=
1√
2
σ−1
− (σ−κ ∗ σ+f)

= Aκf

by (4.3.10). Therefore, T = Aκ.

4.4 Reduction to Fourier analysis

In this section, we apply the results of the previous section to the uni-
tary operator Tl,k on L2(R+,

1
2r

p+q−5dr). The main result of this section is
Proposition 4.4.4.

We begin with a refinement of Lemma 3.4.1.

Lemma 4.4.1. fl,k belongs to S. In particular, fl,k ∈ L2(R+,
1
2r

p+q−5dr).

Proof. By the definition of S (see (4.3.5)), it is sufficient to show σ−fl,k ∈
S(R). The proof is divided into two steps.

Step 1: For any m ∈ N, xm(σ−fl,k)(x) is rapidly decreasing.
By the definition (3.1.2) of fl,k, we have

(σ−fl,k)(x) =
1√
2
e−(l+k+ p+q

2
−2)x ×




K̃ q−3

2
+k

(2e−x) Case 1,

K̃ p−3
2

+l
(2e−x) Case 2.

(4.4.1)

Therefore, by the asymptotic behavior of K-Bessel functions (see Fact 7.2.1
1), 2), respectively), we get

(σ−fl,k)(x) ∼
e−x

2
√

2
×
{

Γ( q−3
2 + k)e−( p−q

2
+l−k)x

Γ(p−3
2 + l)e(

p−q

2
+l−k)x

Case 1,

Case 2,
as x→ +∞,

(4.4.2)

(σ−fl,k)(x) ∼
1√
2
×
{
e−( p−2

2
+l)xe−e−x

e−( q−2
2

+k)xe−e−x

Case 1,

Case 2,
as x→ −∞.

(4.4.3)
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Thus, Step 1 is proved.
Step 2: For any n ∈ N, dn

dxn (σ−fl,k(x)) is rapidly decreasing.
Let us prove the above statement using induction on n. We already know

from Step 1 that the above statement is true for any l, k ∈ N in the case
n = 0. Now assume that the statement is true for n. Then the statement
for n + 1 immediately follows from the next claim. Now Step 2 has been
proved, and so has Lemma 4.4.1.

Claim 4.4.2. For any l, k ∈ N, we have the following recurrence formula:

d

dx
(σ−fl,k) = −(

p+ q − 4

2
+ l + k)σ−fl,k + 2σ−fl+1,k+1. (4.4.4)

Proof. For simplicity, we rewrite the formula (4.4.1) as

(σ−fl,k)(x) =
1√
2
e−axK̃ν(2e−x),

where

a =
p+ q − 4

2
+ l + k, ν =

{
q−3
2 + k Case 1,

p−3
2 + l Case 2.

By the recurrence formula (7.2.1) of the K-Bessel function, we have

d

dx
(σ−fl,k)(x) =

1√
2
(−ae−axK̃ν(2e

−x) + 2e−(a+2)xK̃ν+1(2e
−x))

= −a(σ−fl,k)(x) + 2(σ−fl+1,k+1)(x).

Here, we have used the fact that (k, l) belongs to Case 1 (i.e. p−q
2 + l−k ≥ 0,

see (3.1.1)) if and only if (k + 1, l + 1) belongs to Case 1, and likewise for
Case 2. Therefore, we have proved Claim 4.4.2.

Remark 4.4.3. The above proof for fl,k ∈ S was straightforward from the
asymptotic behavior of fl,k and its derivatives. We shall prove in Proposition
4.5.6 that Kl,k ∈ S′, namely, σ−Kl,k ∈ S′(R). Unlike the above proof for
fl,k ∈ S, this is not obvious from the asymptotic behavior of Kl,k (see Remark
4.5.1). In fact, it follows from (4.5.1) that

lim sup
x→−∞

e−ε|x|(σ−Kl,k)(x) = lim sup
x→−∞

e−ε|x|−x
4

( 4√
2π

cos(4e−
x
2 − 2q − 3

4
π)
)

= +∞

if ε < 1
4 . Thus, the asymptotic behavior of σ−Kl,k is worse than that of

any polynomial as x tends to −∞. As a result, our proof for Kl,k ∈ S′ is
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more delicate, and is based on an explicit computation of the Fourier integral
(see Proposition 4.5.6). We note that (σ−Kl,k)(x) decays exponentially as
x tends to +∞.

Proposition 4.4.4. Let Tl,k be the unitary operator defined in Theorem
4.1.1 (1). Then, there exists uniquely a distribution κl,k ∈ S′ such that
Tl,k = Aκl,k

(see (4.3.9) for notation). Namely, we have:

(Tl,kf)(r) =
1

2

∫ ∞

0
κl,k(rr

′)f(r′)r′p+q−5dr′. (4.4.5)

Proof of Proposition 4.4.4. We recall from (2.3.12) that the unitary opera-
tor π(etH ) on L2(C) can be written by means of the unitary operator ρ(t)
(see (4.3.11)) on L2(R+,

1
2r

p+q−5dr) as follows:

π(etH)
(
f(r)φ(ω)ψ(η)

)
=
(
ρ(t)f

)
(r)φ(ω)ψ(η),

where f ∈ L2(R+,
1
2r

p+q−5dr), φ ∈ Hl(Rp−1), and ψ ∈ Hk(Rq−1).
Applying π(w0) to the both sides, together with the definition of Tl,k

(see Theorem 4.1.1 (1)), we obtain

π(w0) ◦ π(etH )(f(r)φ(w)ψ(η)) = (Tl,kρ(t)f)(r)φ(w)ψ(η).

Similarly, applying π(w0) followed by π(e−tH), we get

π(e−tH) ◦ π(w0)(f(r)φ(w)ψ(η)) = (ρ(−t)Tl,kf)(r)φ(w)ψ(η).

On the other hand, it follows from Ad(w0)H = −H (see (2.5.2)) that

w0e
tH = e−tHw0,

and then we have

π(w0) ◦ π(etH ) = π(e−tH ) ◦ π(w0).

Therefore,
Tl,k ◦ ρ(t) = ρ(−t) ◦ Tl,k.

Now, Proposition 4.4.4 follows from Lemma 4.3.2.
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4.5 Kernel function Kl,k

We defined a family of real analytic functions Kl,k(t) in (4.1.2) by means of
Meijer’s G-function G20

04. This section studies basic properties of Kl,k(t) as
a preparation for the proof of Theorem 4.1.1 (2). The main result here is
Proposition 4.5.6.

We begin with an asymptotic estimate of Kl,k(t).

Lemma 4.5.1 (Asymptotic behavior). Kl,k(t) has the following asymptotics
as t tends to 0 or ∞:

1) As t tends to 0,

Kl,k(t) =

{
O(t−q+3+l−k) Case 1

O(t−p+3−l+k) Case 2
(q > 2),

Kl,k(t) = O(tl) (q = 2).

2) There are some constants P1, · · · , Q1, · · · such that

Kl,k(t) =
4√
2π

t−
2p+2q−9

4 cos
(
4t

1
2 − 2q − 3

4
π
)
(1 + P1t

−1 + P2t
−2 + · · · )

+ t−
2p+2q−9

4 sin
(
4t

1
2 − 2q − 3

4
π
)
(Q1t

− 1
2 +Q2t

− 3
2 + · · · ), (4.5.1)

as t tends to +∞.

Proof. Directly obtained from the asymptotic formula of Meijer’s G-function
G20

04(x | b1, b2, 1− γ − b1, 1− γ − b2) given in Lemma 7.6.4 in Appendix.

Next, we give an integral expression of Kl,k(t) (t > 0), where the integral
path L will be taken independently of l, k ∈ N. We note that the integrands
in (4.5.2) and (4.5.3) are the same. The first expression (4.5.2) is convenient
in Case 1, and the second expression (4.5.3) is convenient in Case 2 (see
Remark 4.5.3).

Lemma 4.5.2. Fix a real number γ > − p+q−5
2 , and let L be a contour that

starts at γ −
√
−1∞ and ends at γ +

√
−1∞ and passes the real axis at a

point s0 satisfying s0 < −p+q−6
2 (see Figure 4.5.1). (Later, we shall assume

also that − p+q−4
2 < s0 in Chapter 5.) Then, we have

Kl,k(t) =
(−1)l+ p−q

2

π
√
−1

∫

L

Γ( l+k−s
2 )Γ(−q+3+l−k−s

2 )

Γ(p+q−4+l+k+s
2 )Γ(p−1+l−k+s

2 )
tsds (4.5.2)

=
(−1)k

π
√
−1

∫

L

Γ( l+k−s
2 )Γ(−p+3−l+k−s

2 )

Γ(p+q−4+l+k+s
2 )Γ( q−1−l+k+s

2 )
tsds. (4.5.3)
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γ +
√
−1∞

−p+q−5

2
−p+q−6

2

0

γ −
√
−1∞

s-plane

L

γ s0

Figure 4.5.1

Proof. The equality (4.5.2) = (4.5.3) is an immediate consequence of the
following formula:

Γ(−q+3+l−k−s
2 )

Γ(p−1+l−k+s
2 )

· Γ( q−1−l+k+s
2 )

Γ(−p+3−l+k−s
2 )

= (−1)
p−q
2

+l−k, (4.5.4)

which is derived from
Γ(z)Γ(1 − z) =

π

sinπz
.

Let us show (4.5.2) in Case 1, and (4.5.3) in Case 2 (see (3.1.1) for the
definition of Cases 1 and 2). As meromorphic functions of the variable s,
the poles of the numerators in the integrands (4.5.2) and (4.5.3) are given
by

W1 := {l + k + 2a,−q + 3 + l − k + 2a : a ∈ N},
W2 := {l + k + 2a,−p+ 3− l + k + 2a : a ∈ N},

respectively. Then,

infW1 ≥ −
p+ q − 6

2
in Case 1 (i.e.

p− q
2

+ l − k ≥ 0),

infW2 ≥ −
p+ q − 6

2
in Case 2 (i.e.

p− q
2

+ l − k ≤ 0).
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Therefore, in either case, the contour L leaves all these sets W1 and W2 on
the right because our L passes the real axis at some point s0 < −p+q−6

2 .
By the definition of Meijer’s G-function (see (7.6.2) in Appendix, see

also Example 7.6.3), we get (4.5.2) in Case 1 and (4.5.3) in Case 2 by the
change of variables s := 2λ. Hence, Lemma is proved.

Remark 4.5.3. We shall use the expression (4.5.2) in Case 1 and (4.5.3)
in Case 2 later. The point here is that there is no cancellation of the poles
of the numerator and the denominator of the integrand. For example, the
poles of the denominator of the integrand (4.5.2) are given by

V1 := {−p− q + 4− l − k − 2b, −p+ 1− l + k − 2b : b ∈ N}.

Then,
supV1 < infW1 in Case 1,

and therefore V1 ∩W1 = ∅. Similarly, there is no cancellation of the poles
of the numerator and the poles of the denominator of the integrand (4.5.3)
in Case 2.

As Kl,k is a real analytic function on R+, so is (σ−Kl,k)(x) on R (see
(4.3.3) for the definition of σ−), which in turn is a distribution on R. More
strongly, we shall see in Proposition 4.5.6 that (σ−Kl,k)(x) is a tempered
distribution.

For this, we define a meromorphic function ψ(ζ) on C by

ψ(ζ) := (−1)l+ p−q

2
Γ
(

p+q−4
4 + l+k−

√
−1ζ

2

)
Γ
(

p−q
4 + l−k+1−

√
−1ζ

2

)

Γ
(

p+q−4
4 + l+k+

√
−1ζ

2

)
Γ
(

p−q
4 + l−k+1+

√
−1ζ

2

) (4.5.5)

= (−1)k Γ
(

p+q−4
4 + l+k−

√
−1ζ

2

)
Γ
(
−p−q

4 + −l+k+1−
√
−1ζ

2

)

Γ
(

p+q−4
4 + l+k+

√
−1ζ

2

)
Γ
(
−p−q

4 + −l+k+1+
√
−1ζ

2

) . (4.5.6)

We shall use (4.5.5) in Case 1, and (4.5.6) in Case 2. The proof of the
equality (4.5.5) = (4.5.6) is the same as the proof of the equality (4.5.2) =
(4.5.3).

Lemma 4.5.4. 1) |ψ(ζ)| = 1 for ζ ∈ R. In particular, the inverse Fourier
transform F−1ψ is defined to be a tempered distribution.

2) ψ(ζ) is a meromorphic function on C, and the set of its poles is
contained in

{−
√
−1m : m = 1, 2, 3, . . .}.
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3) For η1 ≤ η ≤ η2,

|ψ(ξ −
√
−1η)| ∼

∣∣∣∣
ξ

2

∣∣∣∣
−2η

as |ξ| → ∞. (4.5.7)

Proof. 1) Since Γ(z) = Γ(z) for z ∈ C, we have |ψ(ζ)| = 1. Therefore
ψ ∈ S′(R) and thus F−1ψ ∈ S′(R).

2) The proof is straightforward from the definitions (4.5.5) and (4.5.6)
in each case.

3) We recall Stirling’s asymptotic expansion of the gamma function (see
[1, Corollary 1.4.4] for example):

∣∣Γ(a+
√
−1b)

∣∣ =
√

2π|b|a− 1
2 e−

π|b|
2 (1 +O(|b|−1)) (4.5.8)

when a1 ≤ a ≤ a2 and |b| → ∞. Then, for α ∈ R and z = x +
√
−1y

(y1 ≤ y ≤ y2),

∣∣∣∣
Γ(α−

√
−1z)

Γ(α+
√
−1z)

∣∣∣∣ = |x|2y(1 +O(|x|−1)) as |x| → ∞, (4.5.9)

where the constant implied by the Bachmann–Landau symbol O depends
only on α, y1 and y2. Now, applying (4.5.9) to z = 1

2(ξ −
√
−1η) twice, we

get (4.5.7).

By the change of variable s =
√
−1ζ − p+q−4

2 , the integral formula of
Kl,k (Lemma 4.5.2) can be restated as follows:

Lemma 4.5.5. Let γ > − p+q−5
2 and L′ be an integral path starting from

−(γ + p+q−4
2 )
√
−1 −∞ and ending at −(γ + p+q−4

2 )
√
−1 +∞ passing the

imaginary axis at some point in the open interval (−
√
−1
2 ,−

√
−1) (see Figure

4.5.2). Then, we have

Kl,k(t) =
1

π

∫

L′
ψ(ζ)t−

p+q−4
2

+
√
−1ζdζ, (4.5.10)

or equivalently (see (4.3.3) for the definition of σ−),

(σ−Kl,k)(x) =
1√
2π

∫

L′
ψ(ζ)e−

√
−1xζdζ. (4.5.11)
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ζ-plane

0

−(γ + p+q−4

2
)
√
−1−∞ −(γ + p+q−4

2
)
√
−1 +∞

ζ = −
√
−1(s+ p+q−4

2
)

s =
√
−1ζ − p+q−4

2

−
√
−1

−
√
−1

2

L′

Figure 4.5.2

Now, we recall from Section 4.3 that S′ is the dual space of S = σ−1
− (S(R))

via the following diagram:

S′ ∼→ S′(R)
∪ ∪

σ− : L2(R+,
1
2r

p+q−5dr) ∼→ L2(R)
∪ ∪
S

∼→ S(R).

Diagram 4.5.3

We are ready to prove the main result of this section:

Proposition 4.5.6. 1) Kl,k belongs to S′. That is, σ−Kl,k ∈ S′(R).
2) The Fourier transform F(σ−Kl,k)(ζ) of σ−Kl,k is equal to 1√

π
ψ(ζ)

(see (4.5.5) for definition). In particular, |F(σ−Kl,k)(ζ)| = 1√
π

for ζ ∈ R.

Proof. It follows from Lemma 4.5.4 (1) that ψ is a tempered distribution,
and therefore, its inverse Fourier transform F−1ψ ∈ S′(R). We also know
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that σ−Kl,k ∈ C∞(R) by definition. Let D′(R) be the space of distributions,
namely, the dual space of C∞

0 (R). In light of the inclusion

S
′(R) ⊂ D

′(R) ⊃ C∞(R),

all the statements of Proposition 4.5.6 will be proved if we show
√
πσ−Kl,k = F

−1ψ in D
′(R), (4.5.12)

that is,

√
π

∫ ∞

−∞
(σ−Kl,k)(x)φ(x)dx =

∫ ∞

−∞
(F−1ψ)(x)φ(x)dx (4.5.13)

holds for any test function φ ∈ C∞
0 (R). In fact, (4.5.12) will imply that

σ−Kl,k ∈ S′(R) and
√
πF(σ−Kl,k) = ψ as a tempered distribution.

The key to the proof of (4.5.13) is the integral expression ofKl,k(t) stated
in Lemma 4.5.5. By (4.5.11), the left-hand side of (4.5.13) amounts to

1√
2π

∫ ∞

−∞

(∫

L′
ψ(ζ)e−

√
−1xζdζ

)
φ(x)dx

=
1√
2π

∫

L′
ψ(ζ)

(∫ ∞

−∞
φ(x)e

√
−1xζ̄dx

)
dζ

=

∫

L′
ψ(ζ)(Fφ)(ζ̄)dζ

=

∫ ∞

−∞
ψ(ζ)(Fφ)(ζ)dζ

= right-hand side of (4.5.13).

In what follows, we explain the above equalities in details:
First equality is by Fubini’s theorem. For this justification, take a > 0

such that Suppφ ⊂ [−a, a]. Then,

|φ(x)e−
√
−1xζ | ≤ ‖φ‖∞eaη

for ζ = ξ −
√
−1η with η > 0. Here, ‖φ‖∞ denotes the L∞ norm.

Since γ > −p+q−5
2 , we may assume ζ = ξ −

√
−1η ∈ L′ satisfies

η1 ≤ η ≤ η2

for some constants η1 and η2 such that η1 >
1
2 if |ξ| is sufficiently large.

Then, there exists a constant C > 0 such that |ψ(ζ)| ≤ C|ξ|−2η as |ξ| → ∞,
by Lemma 4.5.4 (3). Thus, if |ξ| is sufficiently large, we have

|ψ(ζ)φ(x)e−
√
−1xζ | ≤ C‖φ‖∞|ξ|−2η1 .
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Hence, ψ(ζ)φ(x)e−
√
−1xζ is absolutely integrable on L′× [−a, a] (and there-

fore, on L′ × (−∞,∞)). Thus, we can apply Fubini’s theorem.
Second equality follows immediately from the definition (1.2.1) of the

Fourier transform.
Third equality follows from Cauchy’s integral formula. First, we ob-

serve that ψ(ζ)(Fφ)(ζ̄) is holomorphic in the domain between the two inte-
gral paths (−∞,∞) and L′ since its poles lie only on {−

√
−1m : m = 1, 2, · · ·}

(see Lemma 4.5.4(2)).
Next, let us show

lim
|ξ|→∞

∫ η0

0
|ψ(ξ −

√
−1η)(Fφ)(ξ +

√
−1η)|dη = 0 (4.5.14)

for a fixed η0 (≥ γ + p+q−4
2 ) (see Figure 4.5.2). To see (4.5.14), take a > 0

as before such that Suppφ ⊂ [−a, a]. Then, by the Paley–Wiener theorem,

there exists a constant C such that |Fφ(ξ +
√
−1η)| ≤ Ceaη . Now combining

this with Lemma 4.5.4 (3), we get

|ψ(ζ)Fφ(ζ̄)| ≤ C ′|ξ|−2η as |ξ| → ∞

for ζ = ξ −
√
−1η and bounded η. Hence, (4.5.14) is proved. By Cauchy’s

integral formula, we get the third equality.
Last equality is by the definition of the Fourier transform for tempered

distributions:

(f, g) = (F−1f,F−1g) f ∈ S
′(R), g ∈ S(R).

Hence, we have proved (4.5.12). Now, the proof of Proposition 4.5.6 is
completed.

4.6 Proof of Theorem 4.1.1 (2)

In this section, we complete the proof of Theorem 4.1.1 (2). For this, it is
sufficient to show the following proposition:

Proposition 4.6.1. κl,k = Kl,k.

Here, we recall that the kernel distribution κl,k of Tl,k is given in Propo-
sition 4.4.4 and that Kl,k is defined in (4.1.2).

Proof. The proof makes use of the following:

94



Lemma 4.6.2. Let κ1, κ2 ∈ S′. If there exists φ ∈ S such that

F(σ+φ)(ζ) 6= 0 for any ζ ∈ R, (4.6.1)

Aκ1φ = Aκ2φ, (4.6.2)

then κ1 = κ2. Here, we recall from (4.3.9) for the definition of Aκ.

Proof of Lemma 4.6.2. The identity (4.6.2) implies

σ−κ1 ∗ σ+φ = σ−κ2 ∗ σ+φ

by the formula (4.3.10) of Aκ. Therefore, we have an identity

F(σ−κ1)(ζ) · F(σ+φ)(ζ) = F(σ−κ2)(ζ) · F(σ+φ)(ζ)

in S′(R) by taking their Fourier transforms.
On the other hand, it follows from the assumption that σ+φ ∈ S(R) and

its Fourier transform F(σ+φ) does not vanish on R, we can divide the above
identity by F(σ+φ)(ζ), and obtain the following identity in S′(R):

F(σ−κ1)(ζ) = F(σ−κ2)(ζ).

Hence, σ−κ1 = σ−κ2, and in turn, κ1 = κ2.

We want to apply Lemma 4.6.2 with κ1 := κl,k, κ2 := Kl,k, φ := fl,k

(see (3.1.2) for the definition). The conditions in the lemma will be verified
by the following steps.

Step 1. κl,k,Kl,k ∈ S′. These statements have been already proved in
Propositions 4.4.4 and 4.5.6.

Step 2. fl,k ∈ S. This has been proved in Lemma 4.4.1.
Step 3. F(σ+fl,k)(ζ) has no zero points on R. This statement will

follow readily from Claim 4.6.3. We note that we have assumed p ≥ q ≥ 2
and p+ q ≥ 6.

Claim 4.6.3. We recall from (3.1.1) the definitions of Cases 1 and 2. Then,

F(σ+fl,k)(ζ) =
1

8
√
π

Γ(
p+ q − 4

4
+
l + k +

√
−1ζ

2
)

×
{

Γ(p−q
4 + l−k+1+

√
−1ζ

2 ) Case 1,

Γ(−p−q
4 + −l+k+1+

√
−1ζ

2 ) Case 2.
(4.6.3)
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Proof. By the definition (3.1.2) of fl,k and the definition (4.3.3) of σ+, we
have

(σ+fl,k)(x) =
1√
2
e(l+k+ p+q

2
−2)x ×




K̃ q−3

2
+k

(2ex) Case 1,

K̃ p−3
2

+l
(2ex) Case 2.

In Case 1, we have

F(σ+fl,k)(ζ) =
1√

2π
√

2

∫ ∞

−∞
e(l+k+ p+q

2
−2)xK̃ q−3

2
+k

(2ex)e
√
−1xζdx

=
1

2
√
π

∫ ∞

0
r(l+k+ p+q

2
−3+

√
−1ζ)K̃ q−3

2
+k

(2r)dr.

Applying the formula (7.2.11) of the Mellin transform for the K-Bessel
function, we obtain the right-hand side of (4.6.3). Likewise, in Case 2,
F(σ+fl,k)(ζ) is equal to

1√
2π
√

2

∫ ∞

−∞
e(l+k+ p+q

2
−2)xK̃ p−3

2
+l

(2ex)e
√
−1xζdx.

Switching the role of (p, l) and (q, k), we see (4.6.3) holds also in Case 2.

Step 4. Aκl,k
fl,k = AKl,k

fl,k.
To see this, we prepare the following explicit formulas. As we shall see

below, the proof of (1) is algebraic by using the fact that π(w0) acts on each
K-type as ± id. On the other hand, the proof of (2) is based on an explicit
integral computation.

Claim 4.6.4. Let a(l, k) be as in (3.1.5).

1) Aκl,k
fl,k = (−1)a(l,k)+ p−q

2 fl,k.

2) AKl,k
fl,k = (−1)a(l,k)+ p−q

2 fl,k.

Proof of Claim 4.6.4. 1) The function fl,k belongs to the K ′-invariant sub-
space Hl,k (see (3.1.4)), and therefore, by Theorem 3.1.1 (3), we have

π(w0)(fl,kφψ) = (−1)a(l,k)+ p−q

2 fl,kφψ

for φ ∈ Hl(Rp−1) and ψ ∈ Hk(Rq−1). In light of the definition of Tl,k (see
Theorem 4.1.1 (1)), this implies

Tl,kfl,k = (−1)a(l,k)+ p−q

2 fl,k.

By the definition of Aκl,k
(see Proposition 4.4.4), the first statement follows.
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2) First, we treat Case 1, namely, the case p−q
2 + l − k ≥ 0. Then,

(AKl,k
fl,k)(r) =

1

2π

∫ ∞

0

(∫

L′
ψ(ζ)(rr′)−

p+q−4
2

+
√
−1ζdζ

)
fl,k(r

′)r′p+q−5dr′

=
1

2π

∫

L′
r−

p+q−4
2

+
√
−1ζ

(∫ ∞

0
r′

p+q−6
2

+
√
−1ζfl,k(r

′)dr′
)
ψ(ζ)dζ

=
(−1)l+ p−q

2

8π

∫

L′
Γ
(p+ q − 4

4
+
l + k −

√
−1ζ

2

)

×Γ
(p− q

4
+
l − k + 1−

√
−1ζ

2

)
r−

p+q−4
2

+
√
−1ζdζ

=
(−1)l+ p−q

2

8π
√
−1

∫

L

Γ
( l + k − s

2

)
Γ
(−q + 3 + l − k − s

2

)
rsds (4.6.4)

=
1

2
(−1)l+ p−q

2 G20
02

(
r2
∣∣∣ l + k

2
,
−q + 3 + l − k

2

)

= (−1)l+ p−q
2 r−

q−3
2

+lK q−3
2

+k
(2r)

= (−1)a(l,k)+ p−q

2 fl,k(r).

Let us explain the above equalities in more details.
First equality. This is by the integral expression of Kl,k (see Lemma

4.5.5) and the definition (4.3.9) of AKl,k
.

Second equality. We recall the upper estimate of |ψ(ζ)| given in
Lemma 4.5.4 (3) and the asymptotic behavior of fl,k(r

′) (see (3.4.1) and
(3.4.2)). Then, in light of

|ψ(ζ)r′
p+q−6

2
+
√
−1ζfl,k(r

′)| ≤ |ψ(ζ)|r′ p+q−6
2

+η|fl,k(r
′)| for ζ = ξ −

√
−1η,

the second equality follows from Fubini’s theorem.
Third equality is by Lemma 3.4.3.
Fourth equality is from the change of the variable as before: s =√
−1ζ − p+q−4

2 .
Fifth equality. The poles of the integrand in (4.6.4) are of the form

l + k + 2a (a ∈ N) or −q + 3 + l − k + 2a (a ∈ N). These lie on the right of
the contour L because of the assumption p−q

2 + l − k ≥ 0. Hence, the fifth
equality holds by the integral expression of Meijer’s G-function (see (7.6.2)
in Appendix).

Sixth equality follows from the reduction formula of the G-function
(see (7.6.13)).

Seventh equality is by the definition (3.1.2) of fl,k and the definition
(3.1.5) of a(l, k).
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Case 2 can be treated in the same manner. In this case, the integral

∫

L

Γ(
l + k − s

2
)Γ(
−p+ 3− l + k − s

2
)rsds

arises instead of (4.6.4). But again, by the assumption p−q
2 + l − k ≤ 0,

this defines the G-function which reduces to fl,k by the same reduction
formula.

Step 5. κl,k = Kl,k.
Steps 3 and 4 imply κl,k = Kl,k by Lemma 4.6.2. Thus, Proposition 4.5.6

is proved.

Now the proof of Theorem 4.1.1 finishes.
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Chapter 5

Main theorem

This chapter is a highlight of this book. We find an explicit formula for
the ‘Fourier transform’ FC on the isotropic cone, in other words, we find an
integral kernel for the unitary inversion operator π(w0) on the Schrödinger
model L2(C) of the minimal representation. The main result is Theorem
5.1.1.

5.1 Result of this chapter

Let C be the conical variety {x ∈ Rp+q−2 \ {0} : Q(x) = 0} where Q(x) =
x2

1 + · · ·+x2
p−1−x2

p−· · ·−x2
p+q−2. We recall from the Introduction that the

generalized function K(x, x′) on C × C is defined by the following formula:

K(x, x′) ≡ K(p, q;x, x′) := cp,qΦp,q(〈x, x′〉), (5.1.1)

where 〈·, ·〉 stands for the standard (positive definite) inner product on
Rp+q−2. The constant cp,q and the Bessel distribution Φp,q(t) are given
as follows (see (1.3.1), (1.3.2), and (1.3.3)):

cp,q :=
2(−1)

(p−1)(p+2)
2

π
p+q−4

2

, (5.1.2)

Φp,q(t) :=





Φ+
p+q−6

2

(t) if min(p, q) = 2,

Ψ+
p+q−6

2

(t) if p, q > 2 are both even,

Ψ p+q−6
2

(t) if p, q > 2 are both odd.

(5.1.3)

We are ready to state the explicit formula for the unitary inversion op-
erator:
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Theorem 5.1.1 (Integral formula for the unitary inversion operator).
Let (π,L2(C)) be the Schrödinger model of the minimal representation of

G = O(p, q) for p, q ≥ 2 and p+q ≥ 6 even, and w0 =

(
Ip 0
0 −Iq

)
. Then the

unitary operator π(w0) : L2(C) → L2(C) is given by the following integro-
differential operator:

π(w0)u(x) =

∫

C

K(x, x′)u(x′)dµ(x′), u ∈ L2(C).

The right-hand side of (5.1.4) involves a singular integral. It factors through
the Radon transform (see Section 5.2), and we shall see that the right-hand
side of (5.1.4) is well-defined for any compactly supported smooth function
u on C, and extends as a unitary operator on L2(C).

As for the Bessel distribution Φp,q, we shall give a Mellin–Barnes type
integral formula for Φp,q in Section 6.2, and the differential equation satisfied
by Φp,q in Section 6.3.

Since the action of the maximal parabolic subgroup Pmax on L2(C) is of
a simple form (see (2.3.10)–(2.3.13)), Theorem 5.1.1 gives an explicit action
of the whole group G on L2(C) because G = Pmax

∐
Pmaxw0Pmax.

Theorem 5.1.1 immediately yields two corollaries about the Plancherel
formula and the reciprocal formula of our integral transform.

Corollary 5.1.2 (Plancherel formula). Let FC : L2(C) → L2(C) be an
integral transform against the kernel K(x, x′) (see (5.1.1)), namely,

(FCu)(x) :=

∫

C

K(x, x′)u(x′)dµ(x′). (5.1.4)

Then FC is unitary:
‖FCu‖L2(C) = ‖u‖L2(C).

Since the group law w2
0 = 1 in O(p, q) implies π(w0)

2 = id on L2(C), we
immediately obtain the following corollary to Theorem 5.1.1, which can also
be viewed as giving the inversion formula F

−1
C = FC .

Corollary 5.1.3 (Reciprocal formula). Retain the notation as in Corollary
5.1.2. The unitary operator FC is of order two in L2(C). Namely, we have
the following reciprocal relation:

(FCu)(x) =

∫

C

K(x, x′)u(x′)dµ(x′),

u(x) =

∫

C

K(x, x′)(FCu)(x
′)dµ(x′).
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Remark 5.1.4 (Comparison with the Schrödinger model of the Weil rep-
resentation, see Section 1.6). In the case of the Schrödinger model of the
Segal–Shale–Weil representation $ of the metaplectic group Mp(n,R), the

corresponding ‘inversion’ element w′
0 acts on L2(Rn) as e

√
−1nπ
4 FRn, where

FRn denotes the Fourier transform. We note that (w′
0)

4 gives the unique
non-trivial element ξ0 in the kernel of the metaplectic covering Mp(n,R)→
Sp(n,R), and $(ξ0) = − id. This fact reflects the identity F4

Rn = id on
L2(Rn). Thus, the above two corollaries can be interpreted as the counter-
parts to the Plancherel formula and the equality F4

Rn = id of the Fourier
transform FRn on Rn.

Remark 5.1.5. In [46, Corollary 6.3.1], we gave a different proof of the
same Plancherel and reciprocal formulas in the case q = 2 based on analytic
continuation of holomorphic semigroup of operators.

This chapter is organized as follows. In Section 5.2, we analyze the in-
tegral transform (5.1.4) by means of the (singular) Radon transform. In
particular, we prove that the integral transform (5.1.4) is well-defined for
u ∈ C∞

0 (C) in the sense of distributions. The second step of the proof of
Theorem 5.1.1 is to use the restriction from G to K ′ = K ∩ Mmax

+ (see
Section 2.3) and is to show the (l, k)-th spectrum of the unitary inversion
operator FC coincides with the radial part Tl,k of FC when restricted to
each K ′-isotypic component Hl(Rp−1)⊗Hk(Rq−1) (see Lemma 5.4.1). The
latter operator Tl,k was studied in details in the previous chapter (see The-
orem 4.1.1). Section 5.3 explains a general formula giving spectra of a
K ′-intertwining integral operator. In Section 5.4, we reduce the proof of
Theorem 5.1.1 to the identity of spectra for specific K ′-intertwining integral
operators. This identity is verified in Sections 5.5 and 5.6. Some technical
parts (e.g. Mellin–Barnes type integral formulas of Bessel distributions) will
be postponed until Chapters 6 and 7.

5.2 Radon transform for the isotropic cone C

This section studies the kernelK(x, x′). The subtle point in definingK(x, x′)
consists of the following two facts:

1) The distribution Φp,q(t) is not locally integrable near t = 0.

2) The level set 〈x, x′〉 = t is not a regular submanifold in C × C if t = 0.
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In fact, the distribution Φp,q(t) involves a linear combination of distributions
δ(k−1)(t) and t−k (k = 1, 2, . . . , p+q−6

2 ) as we shall see in Section 6.2 on the
one hand, and the differential form

dQ(x) ∧ dQ(x′) ∧ d(〈x, x′〉 − t)

of x, x′ vanishes if (x, x′) belongs to the submanifold

Y := {(x, x′) ∈ C × C : Rx = R(Ip,qx
′)}

on the other hand. Here, we note that Y ⊂ {(x, x′) : 〈x, x′〉 = 0}.
Our idea to give a rigorous definition of K(x, x′) is to factorize the trans-

form (5.1.4) by using the singular Radon transform and then to find a Paley–
Winer type theorem of the singular Radon transform.

Let δ denote the Dirac delta function of one variable. The Radon trans-
form of a function ϕ on Rp+q−2 is defined by the formula (see for example
[25, Chapter I]):

(Rϕ)(x, t) :=

∫

Rp+q−2

ϕ(x′)δ(t − 〈x, x′〉)dx′, (5.2.1)

for x ∈ Rp+q−2 \ {0}, t ∈ R.
The Radon transform Rϕ is well-defined, for example, for a compactly

supported continuous function ϕ. More generally, Rϕ makes sense if ϕ
is a compactly supported distribution such that the multiplication of two
distributions ϕ(x′) and δ(t − 〈x, x′〉) makes sense.

Now we recall the injective map (see (2.2.6))

T : L2(C)→ S
′(Rp+q−2), u 7→ uδ(Q)

yields a compactly supported distribution Tu if u ∈ C∞
0 (C). In this context,

what we need here is the following result:
Let Ck

0 (R) denote the space of compactly supported functions on R with
continuous derivatives up to k.

Lemma 5.2.1. Suppose u ∈ C∞
0 (C).

0) The Radon transform Ru(x, t) := R(Tu)(x, t) is well-defined and con-
tinuous as a function of (x, t) ∈ C× (R \ {0}). Moreover, there exists A > 0
such that

SuppRu ⊂ {(x, t) ∈ C × (R \ {0}) : t ≤ A|x|},

where |x| := (x2
1 + · · · + x2

p+q−2)
1
2 . In particular, Ru(x, t) vanishes if |t| is

sufficiently large for a fixed x ∈ C.
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1) If p, q > 2 and p+ q ≥ 8, then Ru(x, t) extends continuously to t = 0
and Ru(x, ·) ∈ Ck

0 (R) where k := p+q−8
2 .

2) If min(p, q) = 2, then Ru(x, t) is bounded on C × (R \ {0}).
3) If p, q > 2 and p + q = 6 (namely, (p, q) = (3, 3)), then there exists

C ≡ C(x) > 0 such that

|R(Tu)(x, t)| ≤ C |log |t||

if t is sufficiently small.

Proof. See [54].

We note that

Ru(x, t) =

∫

C

f(x′)δ(〈x, x′〉 − t)dµ(x′)

is well-defined for (x, t) ∈ (Rp+q \ {0}) × (R \ {0}), but we need here only
the case where x ∈ C.

We rewrite the right-hand side of (5.1.4) for u ∈ C∞
0 (C) as follows:

(FCu)(x) :=

∫

C

K(x, x′)u(x′)dµ(x′)

= cp,q

∫

Rp+q−2

Φp,q(〈x, x′〉)Tu(x′)dx′ by (5.1.1)

= cp,q

∫

R

∫

〈x,x′〉=t

Φp,q(〈x, x′〉)Tu(x′)dω(x′)dt

= cp,q

∫

R

Φp,q(t)Ru(x, t)dt. (5.2.2)

Lemma 5.2.2. The right-hand side of (5.2.2) is well-defined for u ∈ C∞
0 (C).

Proof. It follows from Theorem 6.2.1 which we shall prove later and from
the definition (5.1.3) of the distribution Φp,q(t) that Φp,q(t) has the following
decomposition:

Φp,q(t) = Φreg
p,q (t) + Φsing

p,q (t),

where Φreg
p,q (t) and Φsing

p,q (t) are distributions on R such that

1) Φreg
p,q (t)|t|−ε is a locally integrable function on R for any sufficiently

small ε ≥ 0,
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2)

Φsing
p,q (t) =





0 if min(p, q) = 2,

−
p+q−6

2∑

k=1

(−1)k−1

2k(m− k)! δ
(k−1)(t) if p, q > 2 both even,

− 1

π

p+q−6
2∑

k=1

(k − 1)!

2k(m− k)! t
−k if p, q > 2 both odd.

We note that Φsing
p,q (t) 6= 0 only if p, q > 2 and p + q ≥ 8. Combining with

Lemma 5.2.1, we see that the right-hand side of (5.2.2) is well-defined in all
the cases.

Lemma 5.2.2 defines a linear map

FC : C∞
0 (C)→ C∞(C),

and defines K(x, x′) as a distribution on the direct product manifold C×C.
In Section 5.4, we shall see that the image FC(C∞

0 (C)) is contained in L2(C),
and FC extends to a unitary operator on L2(C), which in turn equals the
unitary inversion operator π(w0).

Remark 5.2.3. The plane wave expansion gives a decomposition of the Eu-
clidean Fourier transform FRn on L2(Rn) into the one-dimensional integral
transform (Mellin transform) and the Radon transform, namely:

(FRnu)(x) = cn〈Ψ, (Ru)(x, ·)〉,

where cn :=
(

1
2π

)n
2 and Ψ(t) := e

√
−1t (e.g. [25, Chapter I, §1.2]). In this

sense, the formula (5.2.2) can be regarded as an analog of the plane wave
expansion for the unitary operator π(w0) on L2(C).

5.3 Spectra of K ′-invariant operators on Sp−2×Sq−2

The expansion into spherical harmonics

L2(Sn−1) '
∞∑⊕

l=0

H
l(Rn)

gives a multiplicity-free decomposition of O(n) into its irreducible represen-
tations (see Appendix 7.5), and consequently, any O(n)-intertwining opera-
tor on L2(Sn−1) acts on Hl(Rn) as a scalar multiplication owing to Schur’s
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lemma. The scalar is given by the Funk–Hecke formula (see [1, §9.7], see
also [46, Lemma 5.5.1]): for an integrable function h on the interval [−1, 1]
and for φ ∈ Hl(Rn),

∫

Sn−1

h(〈ω, ω′〉)φ(ω′)dω′ = cl,n(h)φ(ω),

where the eigenvalue cl,n(h) is given by

cl,n(h) =
2n−2π

n−2
2 l!

Γ(n− 2 + l)

∫ 1

−1
h(x)C̃

n−2
2

l (x)(1 − x2)
n−3

2 dx. (5.3.1)

Here, C̃µ
l (x) stands for the normalized Gegenbauer polynomial (see Section

7.4).
Likewise, any K ′-intertwining operator on L2(Sp−2 × Sq−2) acts on the

subspace Hl(Rp−1) ⊗Hk(Rq−1) as a scalar multiplication for each k, l ∈ N
(we recall K ′ ' O(p − 1) × O(q − 1)). In this section, we determine this
scalar for specific intertwining (integral) operators. In particular, the scalar
in Example 5.3.2 will be used in the proof of our main theorem (Theorem
5.1.1).

We begin with a general setup for aK ′-intertwining operator on L2(Sp−2×
Sq−2). Let h be an integrable function of two variables on [−1, 1] × [−1, 1].
We consider the following integral transform:

Bh : C(Sp−2 × Sq−2)→ C(Sp−2 × Sq−2),

ϕ(ω, η) 7→
∫

Sp−2×Sq−2

h(〈ω, ω′〉, 〈η, η′〉)ϕ(ω′, η′)dω′dη′. (5.3.2)

Lemma 5.3.1. Bh acts on each K ′-type Hl(Rp−1)⊗Hk(Rq−1) by a scalar
multiplication of αl,k(h) ∈ C. The spectrum αl,k(h) is given by the following
formulas.

1) If min(p, q) = 2, say q = 2, then for k = 0, 1,

αl,k(h) =
2p−3π

p−3
2 l!

Γ(p− 3 + l)

∫ 1

−1
(Ukh)(x)C̃

p−3
2

l (x)(1 − x2)
p−4
2 dx, (5.3.3)

where we set
(Ukh)(x) := h(x, 1) + (−1)kh(x,−1). (5.3.4)

For k ≥ 2, αl,k(h) = 0.
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2) If p, q > 2, then

αl,k(h) =
2p+q−6π

p+q−6
2 l! k!

Γ(p− 3 + l)Γ(q − 3 + k)

×
∫ 1

−1

∫ 1

−1
h(x, y)C̃

p−3
2

l (x)C̃
q−3
2

k (y)(1− x2)
p−4
2 (1− y2)

q−4
2 dxdy. (5.3.5)

Proof. 1) If q = 2, then Sp−1 × Sq−1 = Sp−1
∐
Sp−1 (disjoint union), and

Hk(Rq−1) = 0 if k ≥ 2 (see Section 7.5). Then, the formula (5.3.3) is
essentially the Funk–Hecke formula (5.3.1) for Sp−1.

2) Applying (5.3.1) to each factor, we get (5.3.5).

Let us give some examples of the explicit computation of spectra αl,k(h).

Example 5.3.2 (Riesz potential). Consider the following Riesz potential
for Reλ > −1:

h±λ (x, y) :=
(x+ y)λ

±
Γ(λ+ 1)

,

=





(x+ y)λ

Γ(λ+ 1)
if ε(x+ y) > 0,

0 if ε(x+ y) ≤ 0,

(5.3.6)

where ε = ±1. Then, the spectrum αl,k(h
±
λ ) for the K ′-intertwining operator

Bh±
λ

amounts to

αl,k(h
±
λ ) =

21−λπ
p+q−2

2 (±1)l+kΓ(λ+ p+q−4
2 )

Γ(λ+p+q−4+l+k
2 )Γ(λ+p−1+l−k

2 )Γ(λ+q−1−l+k
2 )Γ(λ−l−k+2

2 )

=
(±1)l+k

π
Γ
(
λ+ p+q−4

2

)
sin
(

λ−l−k+2
2 π

)
sin
(

λ+q−1−l+k
2 π

)
γl,k(λ),

where we set

γl,k(λ) := 21−λπ
p+q−4

2
Γ( l+k−λ

2 )Γ(−q+3+l−k−λ
2 )

Γ(λ+p+q+l+k−4
2 )Γ(λ+p−1+l−k

2 )
. (5.3.7)

Proof of Example 5.3.2. Use (5.3.5). We postpone the actual computation
of the integral (the first equation of αl,k(h

±
λ )) until Appendix (see Lemma

7.9.1 with µ = p−3
2 , ν = q−3

2 ). In the second equation of αl,k(h
±
λ ), we have

used the functional equation Γ(z)Γ(1 − z) = π
sin(zπ) .
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We define a kernel function hλ(x, y) ≡ hp,q
λ (x, y) with parameter λ as

follows:

hλ(x, y) :=
Γ(−λ)

Γ(λ+ p+q−4
2 )
×





(x+ y)λ
+ if p, q > 2 both even,

(
(x+ y)λ

+

tanλπ
+

(x+ y)λ
−

sinλπ

)
if p, q > 2 both odd.

(5.3.8)

Proposition 5.3.3. Let Reλ > −1. For a kernel function hλ (see (5.3.8)),
the spectrum αl,k(hλ) given in Lemma 5.3.1 amounts to

αl,k(hλ) =
(−1)l+[ q−3

2
]π

p+q−4
2

2λ

Γ( l+k−λ
2 )Γ(−q+3+l−k−λ

2 )

Γ(λ+p+q+l+k−4
2 )Γ(λ+p−1+l−k

2 )
(5.3.9)

=
(−1)k+[ p−3

2
]π

p+q−4
2

2λ

Γ( l+k−λ
2 )Γ(−p+3−l+k−λ

2 )

Γ(p+q−4+l+k+λ
2 )Γ( q−1−l+k+λ

2 )
. (5.3.10)

Proof. The second equation (5.3.10) follows from the identity (4.5.4) of
gamma functions. Let us show the first equation (5.3.9). In terms of h±λ
defined in (5.3.6), we rewrite hλ (see (5.3.8)) as

hλ =
π

Γ(λ+ p+q−4
2 ) sin(−λπ)

×




h+

λ if p, q both even,

h+
λ

tan(λπ) +
h−

λ

sin(λπ) if p, q both odd.

(5.3.11)
Since αl,k is linear, i.e., αl,k(ah+ bg) = aαl,k(h) + bαl,k(g), a, b ∈ C, by

(5.3.11), we have
αl,k(hλ) = Cl,k(λ)γl,k(λ),

where γl,k(λ) is the meromorphic function given by (5.3.7), and

Cl,k(λ) :=
sin λ−l−k+2

2 π sin λ+q−1−l+k
2 π

sin(−λπ)
×
{

1 if p, q both even,
1

tan(λπ) + (−1)l+k

sin(λπ) if p, q both odd.

Hence, the proof of Proposition will be completed by the following claim:

Claim 5.3.4.

Cl,k(λ) =
(−1)l+[ q−1

2
]

2
.
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Proof. Let us first consider the case where both p and q are even. Then, the
two integers −l− k + 2 and q − 1− l + k have different parities. Hence,

Cl,k(λ) = (−1)l+ q−2
2

sin λ
2π cos λ

2π

sinλπ
=

(−1)l+ q−2
2

2
.

Next, suppose both p and q are odd. Then,

1

tan(λπ)
+

(−1)l+k

sin(λπ)
=

{
1

tan λ
2
π
,

− tan λ
2π,

sin λ−l−k+2
2 π sin λ+q−1−l+k

2 π

sin(−λ)π
=





(−1)−l+ q−1
2

sin2 λ
2
π

sinλπ
= (−1)−l+

q−1
2

2 tan λ
2π,

(−1)−l+ q+1
2

cos2 λ
2
π

sin λπ
= (−1)−l+

q+1
2

2
1

tan λ
2
π
,

according as l + k is even (upper row) and odd (lower row). Thus we have

Cl,k(λ) =
(−1)

q−1
2

−l

2

in either case. Hence, Claim 5.3.4 is verified.

Let T be the triangular domain in R2 given by

T := {(x, y) ∈ R2 : x < 1, y < 1, 0 < x+ y},

and define a function gλ(x, y) with parameter λ ∈ C by

gλ(x, y) :=

{
(x+ y)λ(1− x2)

p−4
2 (1− y2)

q−4
2 (x, y) ∈ T,

0 (x, y) /∈ T.
(5.3.12)

Lemma 5.3.5. 1) For Reλ > −1, gλ is a distribution of compact support,
and with holomorphic parameter λ. That is, 〈gλ, ϕ〉 is holomorphic in {λ ∈
C : Reλ > −1} for any ϕ ∈ C∞(R2).

2) gλ extends as a distribution with a meromorphic parameter λ ∈ C.
That is, 〈gλ, ϕ〉 is a meromorphic function with respect to λ ∈ C for any
ϕ ∈ C∞(R2).

Proof. The first statement is clear because gλ ∈ L1(R2) if Re λ > −1. For
the second statement, we rewrite gλ as

gλ(x, y) = (x+ y)λ
+(1− x)

p−4
2

+ (1 + x)
p−4
2

+ (1− y)
q−4
2

+ (1 + y)
q−4
2

+ .

Then, Lemma follows from Bernstein’s theorem [5].
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5.4 Proof of Theorem 5.1.1

We recall from (5.1.4) that FC is the linear map defined by

u(x) 7→
∫

C

K(x, x′)u(x′)dµ(x′).

Since FC commutes with the K ′-action (K ′ ' O(p − 1) × O(q − 1)), FC

preserves each K ′-isotypic component of L2(C) given in the decomposition
(see (4.1.1)):

L2(C) '
∞∑⊕

l,k=0

L2(R+,
1

2
rp+q−5dr)⊗H

l(Rp−1)⊗H
k(Rq−1).

On the other hand, we have seen in Theorem 4.1.1 that π(w0) also preserves
each K ′-isotypic component, and accordingly has a decomposition:

π(w0) =

∞∑⊕

l,k=0

Tl,k ⊗ id⊗ id,

where Tl,k is a unitary operator on L2(R+,
1
2r

p+q−5dr) whose kernel Kl,k(t)
is explicitly given in (4.1.2).

We shall show the equality FC = π(w0) by restricting to each (l, k)
component, namely,

Lemma 5.4.1. For each l, k ∈ N, we have

FC |L2(R+,rp+q−5dr)⊗Hl(Rp−1)⊗Hk(Rq−1) = Tl,k ⊗ id⊗ id . (5.4.1)

Instead of proving Lemma 5.4.1, we shall prove Lemma 5.4.2 on the
spectra αl,k and the kernel functions Kl,k, which turns out to be equivalent
to Lemma 5.4.1. For that purpose, we set

hr,r′(x, y) := cp,qΦp,q(rr
′(x+ y)), (5.4.2)

where cp,q and Φp,q are defined in (5.1.2) and (5.1.3). Then, by the definition
(5.1.1) of K(x, x′), we have

K(

(
rω
rη

)
,

(
r′ω′

r′η′

)
) = cp,qΦp,q

(
rr′(〈w,w′〉+ 〈η, η′〉)

)

= hr,r′(〈ω, ω′〉, 〈η, η′〉).
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Suppose f(r)u(ω, η) ∈ L2(R+, r
p+q−5dr)⊗Hl(Rp−1)⊗Hk(Rq−1).

FC(fu)(rω, rη)

=

∫

C

K

((
rω
rη

)
, x′
)

(fu)(x′)dµ(x′)

=
1

2

∫ ∞

0

∫

Sp−2

∫

Sq−2

hr,r′(〈ω, ω′〉, 〈η, η′〉)f(r′)u(ω′, η′)r′p+q−5dr′dω′dη′

=
1

2

∫ ∞

0
(Bhr,r′u)f(r′)r′p+q−5dr′.

Since Bhr,r′u = αl,k(hr,r′)u by Lemma 5.3.1, we have

FC(fu)(rω, rη) =
1

2

∫ ∞

0
αl,k(hr,r′)f(r′)r′p+q−5dr′u(ω, η).

On the other hand, it follows from Theorem 4.1.1 (2) that

(
(Tl,k ⊗ id⊗ id)(fu)

)
(rω, rη)

= (Tl,kf)(r)u(ω, η)

=
1

2

∫ ∞

0
Kl,k(rr

′)f(r′)r′p+q−5dr′u(ω, η).

Since L2(R+, r
p+q−5dr)⊗Hl(Rp−1)⊗Hk(Rq−1) is spanned by a linear com-

bination of the function of the form f(r)u(ω, η), Lemma 5.4.1 is equivalent
to the following formula between kernel functions:

Lemma 5.4.2. For each l, k ∈ N, we have

αl,k(hr,r′) = Kl,k(rr
′).

The proof of Lemma 5.4.2 will be given in the following two Sections,
which will then complete the proof of Theorem 5.1.1.

5.5 Proof of Lemma 5.4.2 (Hermitian case q = 2)

This section gives a proof of Lemma 5.4.2 in the case min(p, q) = 2. Without
loss of generality, we may and do assume q = 2. By the definition (5.1.3) of
Φp,2(t), the definition (5.4.2) of hr,r′ amounts to:

hr,r′(x, y) = cp,2Φ
+
p−4
2

(rr′(x+ y)).
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Since Φ+
p−4
2

(t) is a locally integrable function supported on t ≥ 0 (see

Theorem 6.2.1), we have from the definition (5.3.4) of the operator Uk (k =
0, 1): for −1 ≤ x ≤ 1,

(Ukhr,r′)(x) = cp,2Φ
+
p−4
2

(rr′(x+ 1)) + (−1)kcp,2Φ
+
p−4
2

(rr′(x− 1))

= cp,2Φ
+
p−4
2

(rr′(x+ 1)).

Then, by (1.3.1), we have:

=
2−

p−8
4 (−1)

(p−1)(p+2)
2

π
p−2
2

(rr′)−
p−4
4 (x+ 1)−

p−4
4 J p−4

2
(2
√

2rr′(x+ 1)).

Applying the Funk–Hecke formula (5.3.3), the spectrum αl,k(hr,r′) amounts
to

αl,k(hr,r′) =
2

3p−4
4 (−1)

(p−1)(p+2)
2 l!√

πΓ(p− 3 + l)
(rr′)−

p−4
4 ×

∫ 1

−1
J p−4

2
(2
√

2rr′(x+ 1))C̃
p−3
2

l (x)(1 + x)
p−4
4 (1− x) p−4

2 dx

= 4(−1)
(p−1)(p+2)

2
+l(rr′)−

p−3
2 Jp−3+2l(4

√
rr′)

= (−1)
p2

2 Kl,k(rr
′).

Here, the second equality follows from the integral formula (7.4.10) of the
Gegenbauer polynomials in Appendix with α = 2

√
2rr′ and ν = p−4

2 , and
the last equality follows from (4.1.4). Since p is even in the case q = 2,
the right-hand side is equal to Kl,k(rr

′). Hence, Lemma 5.4.2 is proved for
q = 2.

5.6 Proof of Lemma 5.4.2 (p, q > 2)

This section gives a proof of Lemma 5.4.2 in the general case p, q > 2.
First, we give an integral formula of Mellin–Barnes type for hr,r′(x, y)

(see (5.4.2)) by means of hλ(x, y) (see (5.3.8) for definition): Suppose p, q >
2.

Claim 5.6.1. Let γ > −1 and L be a contour that starts at γ−
√
−1∞ and

ends at γ +
√
−1∞. We assume that L passes the real axis in the interval

(−p+q−4
2 ,−p+q−6

2 ). Then, we have

hr,r′(x, y) =
cp,q

2π
√
−1

∫

L

(2rr′)λhλ(x, y)dλ. (5.6.1)
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Proof. By the definition (5.3.8) of hλ(x, y) ≡ hp,q
λ (x, y) and the integral

formulas (6.2.2) and (6.2.4) of Ψ+
p+q−6

2

(t) and Ψ p+q−6
2

(t) respectively, we

have

1

2π
√
−1

∫

L

sλhλ(x, y)dλ =





Ψ+
p+q−6

2

( s(x+y)
2

)
p, q even,

Ψ p+q−6
2

( s(x+y)
2

)
p, q odd,

for s > 0. In either case, it follows from the definition(5.1.3) of Φp,q(t) that

1

2π
√
−1

∫

L

sλhλ(x, y)dλ = Φp,q

(s(x+ y)

2

)
. (5.6.2)

Hence, we get Claim 5.6.1 by the definition (5.4.2) of hr,r′(x, y).

By the linearity of αl,k, we have

αl,k(hr,r′) =
cp,q

2π
√
−1

∫

L

αl,k(hλ)(2rr′)λdλ

=
(−1)l+ p−q

2

π
√
−1

∫

L

Γ( l+k−λ
2 )Γ(−q+3+l−k−λ

2 )

Γ(λ+p+q+l+k−4
2 )Γ(λ+p−1+l−k

2 )
(rr′)λdλ

= Kl,k(rr
′).

Here, in the second equality, we applied Proposition 5.3.3 and then used

the equality (−1)l+[ q−1
2

](−1)
(p−1)(p+2)

2 = (−1)l+ p−q

2 , which follows from the
congruence equality:

(p− 1)(p+ 2)

2
+

[
q − 1

2

]
≡ p− q

2
mod 2

under the assumption that p + q is even. The last equality follows from
Lemma 4.5.2. Hence, we have proved Lemma 5.4.2 in the general case
p, q > 2.

Proof of Theorem 5.1.1. Now, Lemma 5.4.2 is proved in all the cases. Hence,
the proof of Theorem 5.1.1 is completed.
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Chapter 6

Bessel distributions

We have seen in the previous chapter (see Theorem 5.1.1) that the unitary
inversion operator π(w0) : L2(C)→ L2(C) is given by the distribution kernel
K(x, x′) which is the composition of the restriction of the bilinear map

C × C → R, (x, x′) 7→ 〈x, x′〉
and Bessel distributions (see (1.3.1)–(1.3.3)) of one variable. In this chapter,
we analyze the distribution kernel from three viewpoints: integral formulas,
power series expansion (including distributions such as δ(k)(x) and x−k),
and differential equations.

Section 6.3 gives a heuristic account on why K(x, x′) is essentially of one
variable, and why the Bessel distribution arises in K(x, x′). The results of
Section 6.3 is not used for other sections.

6.1 Meijer’s G-distributions

In this section, we give a definition of Meijer’s G-distributions which have
the following two properties:

1) They are distributions on R.

2) The restrictions to the positive half line {x > 0} are (usual) Meijer’s
G-functions (see Appendix 7.6).

The main result of this section is Proposition 6.1.2.
Let m, n, p and q be integers with 0 ≤ m ≤ q and 0 ≤ n ≤ p. Sup-

pose moreover that the complex numbers a1, . . . , ap and b1, . . . , bq fulfill the
condition

aj − bk 6= 1, 2, 3, . . . (j = 1, . . . , n; k = 1, . . . ,m).
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This means that no pole of the gamma function Γ(bj − λ) (j = 1, . . . ,m)
coincides with any pole of Γ(1− ak + λ) (k = 1, . . . , n). We set

c∗ := m+ n− p+ q

2
, (6.1.1)

µ :=

q∑

j=1

bj −
p∑

j=1

aj +
p− q

2
+ 1. (6.1.2)

Throughout this chapter, we assume c∗ ≥ 0. If c∗ = 0 then we also assume

p− q < 0 or p− q > Reµ. (6.1.3)

It is easy to see that the condition (6.1.3) allows us to find γ ∈ R such that

γ > −1 and (q − p)γ > Reµ. (6.1.4)

Remark 6.1.1. The conditions (6.1.3) and γ > −1 will not be used when
we define (usual) Meijer’s G-function as an analytic function in x > 0 (see
(7.6.2)). They will be used in showing that Meijer’s G-distribution G(x+)L
given by the Mellin–Barnes type integral (6.1.8) is a locally integrable func-
tion on R if we take an appropriate contour L (see Proposition 6.1.2 (3)).

We now take a contour L which starts at the point γ −
√
−1∞ and

finishes at γ +
√
−1∞. Later, we shall impose the following conditions on

L:

L does not go through any negative integer. (6.1.5)

L leaves bj (1 ≤ j ≤ m) to the right, and aj − 1 (1 ≤ j ≤ n)
to the left. (6.1.6)

We note that the condition (6.1.6) implies:

L does not go through any point in
{bj +k : 1 ≤ j ≤ m, k ∈ N}∪{aj−1−k : 1 ≤ j ≤ n, k ∈ N}. (6.1.6)′

With these parameters, we define a meromorphic function of λ by

Γm,n
p,q

(
λ
∣∣∣ a1, . . . , ap

b1, . . . , bq

)
:=

m∏
j=1

Γ(bj − λ)
n∏

j=1
Γ(1− aj + λ)

q∏
j=m+1

Γ(1− bj + λ)
p∏

j=n+1
Γ(aj − λ)

. (6.1.7)
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For Re λ > −1, we set

xλ
+ :=

{
xλ (x > 0)

0 (x ≤ 0),
xλ
− :=

{
0 (x ≥ 0)

|x|λ (x < 0).

Then, xλ
+ and xλ

− are locally integrable functions of the variable x in R, and
extend to distributions with meromorphic parameter λ in the entire complex
plane (see Appendix 7.1).

Proposition 6.1.2. Let L be a contour satisfying (6.1.5) and (6.1.6)′.
1) The Mellin–Barnes type integral:

G(x+)L ≡ Gm,n
p,q

(
x+

∣∣∣ a1, . . . , ap

b1, . . . , bq

)
L

:=
1

2π
√
−1

∫

L

Γm,n
p,q

(
λ
∣∣∣ a1, . . . , ap

b1, . . . , bq

)
xλ

+dλ (6.1.8)

is well-defined as a distribution on R.
Its support is given by

suppG(x+)L = {x ∈ R : x ≥ 0}.

2) If the contour L satisfies (6.1.6), then the restriction of G(x+)L to
the positive half line {x ∈ R : x > 0} is a real analytic function, which

coincides with the (usual) G-function Gm,n
p,q

(
x
∣∣∣ a1, . . . , ap

b1, . . . , bq

)
(see (7.6.2) for

definition).
3) If the contour L is contained in the half plane {λ ∈ C : Re λ > −1},

then G(x+)L is a locally integrable function on R. More precisely, there
exists ε0 > 0 such that G(x+)L x

−ε
+ is locally integrable for any ε with 0 ≤

ε < ε0.

Likewise, we can define the distribution

G(x−)L ≡ Gm,n
p,q

(
x−
∣∣∣ a1, . . . , ap

b1, . . . , bq

)
L

:=
1

2π
√
−1

∫

L

Γm,n
p,q

(
λ
∣∣∣ a1, . . . , ap

b1, . . . , bq

)
xλ
−dλ

by using the same contour L, and the support of G(x−)L is equal to the
negative half line {x ∈ R : x ≤ 0}.
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Remark 6.1.3. The distribution G(x±)L depends on the choice of the con-
tour L even when we assume L satisfies the conditions (6.1.5) and (6.1.6).
In fact, if L and L′ are contours satisfying (6.1.5) and (6.1.6), then G(x±)L
may differ from G(x±)L′ by a distribution supported at 0, namely, a finite
sum of Dirac’s delta function and its derivatives. This is because the distri-
bution xλ

± has simple poles at λ = −1,−2, . . . , and consequently, its residues
(see (7.1.1) and (7.1.2)) may appear when we move the contour L across
negative integers. In order to define the G-distribution in a unique fashion,
we need to impose an additional constraint on the contour L. We shall work
with concrete examples for this in Section 6.2 where we use Cauchy’s integral
formula for distributions with meromorphic parameter.

In order to prove Proposition 6.1.2, we need an asymptotic estimate of
the Γ-factors in the integrand of (6.1.8) as follows:

Lemma 6.1.4. For any ε > 0, there exists a constant C > 0 such that

∣∣∣∣Γm,n
p,q

(
λ
∣∣∣ a1, . . . , ap

b1, . . . , bq

)∣∣∣∣ ≤ Ce−πc∗|Im λ| |Imλ|Re µ+(p−q)γ−1+ε

for any λ ∈ L such that |Imλ| is sufficiently large. Here, c∗ and µ are
defined as in (6.1.1) and (6.1.2), and γ = lim

λ∈L
|Im λ|→∞

Re λ.

Proof. Fix a ∈ C. By Stirling’s asymptotic formula (4.5.8) of the gamma
function, we have

|Γ(a− λ)| = Ca |Imλ|Re a−Re λ− 1
2 e−

π
2
|Im λ|(1 +O(|Imλ|−1)),

|Γ(1− a+ λ)| = Ca |Imλ|−Re a+Re λ+ 1
2 e−

π
2
|Im λ|(1 +O(|Imλ|−1)),

as |Imλ| tends to infinity with Re λ bounded. Here, the constant Ca is given
by

Ca =
√

2π e−
π
2

sgn(Im λ)|Im a|.

By the definition (6.1.7) of Γm,n
p,q

(
λ
∣∣∣ a1, . . . , ap

b1, . . . , bq

)
, we now get the follow-

ing asymptotic behavior:

∣∣∣∣Γm,n
p,q

(
λ
∣∣∣ a1, . . . , ap

b1, . . . , bq

)∣∣∣∣ = C ′ |Imλ|s e−π
2
t|Im λ|(1 +O(|Imλ|−1)),
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as |Imλ| tends to infinity, where C ′ is a constant depending on Im aj and
Im bj , and

s =
m∑

j=1

Re(bj − λ−
1

2
) +

n∑

j=1

Re(−aj + λ+
1

2
)

−
q∑

j=m+1

Re(
1

2
− bj + λ)−

p∑

j=n+1

Re(aj − λ−
1

2
)

= Reµ+ (p− q)Re λ− 1,

t = m+ n− (q −m)− (p− n)

= 2c∗.

As Re λ converges to γ when λ ∈ L goes to infinity, we get Lemma 6.1.4.

We are ready to give a proof of Proposition 6.1.2.

Proof of Proposition 6.1.2. 3) We begin with the proof of the third state-
ment. Suppose L is contained in the half plane {λ ∈ C : Re λ > −1}. We
need to show the integral (6.1.8) makes sense and gives rise to a locally
integrable function of x. For the convergence of the integral, we shall use
Lemma 6.1.4 for the estimate as a function of λ. The non-trivial part is a
uniform estimate in the neighborhood of x = 0. Let us consider the interval
0 < x ≤ 1.

Since the contour L has the property:

γ = lim
λ∈L

|Im λ|→∞
Reλ > −1,

the assumption L ⊂ {λ ∈ C : Reλ > −1} implies δ > −1, where we set

δ := inf
λ∈L

Re λ.

Hence, we get
|xλ

+| ≤ xδ for 0 < x ≤ 1.

On the other hand, it follows from Lemma 6.1.4 that

∣∣∣∣Γm,n
p,q

(
λ
∣∣∣ a1, . . . , ap

b1, . . . , bq

)∣∣∣∣ ≤
{
Ce−πc∗|Im λ| if c∗ > 0,

C |Imλ|−1+ε if c∗ = 0,
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when |Imλ| is sufficiently large. Here, we used the inequality Reµ + (p −
q)γ < 0 (see (6.1.4)) in the second case. Hence, Γm,n

p,q

(
λ
∣∣∣ a1, . . . , ap

b1, . . . , bq

)
is

absolutely integrable on L in either case. Therefore, the integration (6.1.8)
converges, giving rise to a function of x which is bounded by a scalar multiple
of xδ on the interval 0 < x ≤ 1, whence a locally integrable function of x.
Thus, G(x+)L is locally integrable. Similarly, if we set

ε0 := 1 + δ (> 0),

then for any 0 ≤ ε < ε0, x
−ε+δ is locally integrable, and consequently

G(x+)L x
−ε
+ is locally integrable. Hence, the third statement of Proposition

is proved.
1) We divide the integral (6.1.8) into the sum of the following two inte-

grals ∫

L

=

∫

L′
+

∫

C

,

where L′ is a contour contained in the right half plane {λ ∈ C : Reλ > −1},
and C is the closed oriented curve given by L− L′ (see Figure 6.1.1).

γ

bm

an−1

−1

C

L

a2−1

0

a1−1

b2

b1

L′

Figure 6.1.1

118



Then, we have already seen that the second term gives a locally inte-
grable function of x (the third statement of this proposition). On the other
hand, the third term is well-defined as a distribution because C is compact
and the integrand is a distribution of x that depends continuously on λ as
far as λ lies in C. Hence, the first statement is also proved.

2) This statement is well-known. See Appendix 7.6 for details.

6.2 Integral expression of Bessel distributions

In this section, we apply general results on Meijer’s G-distributions devel-
oped in Section 6.1 to special cases, and obtain the Mellin–Barnes type inte-
gral expression for the distribution kernel of the unitary inversion operator
π(w0).

Let m be a non-negative integer. We take a contour L such that

1) L starts at γ −
√
−1∞, passes the real axis at some point s, and ends

at γ +
√
−1∞.

2) −1 < γ and −m− 1 < s < −m.

Likewise, we take a contour L0 (with analogous notation) such that

3) −1 < γ0 and −1 < s0 < 0.

For later purpose, we may and do take γ = γ0. See Figure 6.2.1.

−m−m−1

L

γ s0

L0

−1 0

Figure 6.2.1
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Then, we consider the following Mellin–Barnes type integrals:

Φ+
m(t) :=

1

2π
√
−1

∫

L0

Γ(−λ)

Γ(λ+ 1 +m)
(2t)λ

+dλ, (6.2.1)

Ψ+
m(t) :=

1

2π
√
−1

∫

L

Γ(−λ)

Γ(λ+ 1 +m)
(2t)λ

+dλ, (6.2.2)

Φm(t) :=
1

2π
√
−1

∫

L0

Γ(−λ)

Γ(λ+ 1 +m)

(
(2t)λ

+

tan(πλ)
+

(2t)λ
−

sin(πλ)

)
dλ, (6.2.3)

Ψm(t) :=
1

2π
√
−1

∫

L

Γ(−λ)

Γ(λ+ 1 +m)

(
(2λ)λ

+

tan(πλ)
+

(2t)λ
−

sin(πλ)

)
dλ. (6.2.4)

We shall see that these integrals are special cases of (6.1.8) and define dis-
tributions on R. The next theorem is the main result of this section, which
will be derived from Proposition 6.1.2 by applying the reduction formula of
Meijer’s G-functions.

Theorem 6.2.1. 1) Φ+
m(t) and Φm(t) are locally integrable functions on R.

Furthermore, for a sufficiently small ε > 0, Φ+
m(t)|t|−ε and Φm(t)|t|−ε are

also locally integrable.
2)

Ψ+
m(t) = Φ+

m(t)−
m∑

k=1

(−1)k−1

2k(m− k)!δ
(k−1)(t). (6.2.5)

Ψm(t) = Φm(t)− 1

π

m∑

k=1

(k − 1)!

2k(m− k)! t
−k. (6.2.6)

See (7.1.5) in Appendix for the definition of the distribution t−k. In par-
ticular, Ψ+

m and Ψm are defined as functionals on the space Cm−1
0 (R) of

compactly supported functions on R with continuous derivatives up to m− 1
if m ≥ 1.

The rest of this section is devoted to the proof of Theorem 6.2.1.
Before regarding the integrals (6.2.1)–(6.2.4) as those for distributions,

we consider the classic cases, namely, their restrictions to R \ {0}, which are
real analytic functions.

Let Li (i = 1, 2, 3) be contours that start at γi −
√
−1∞ and end at
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γi +
√
−1∞, and pass the real axis at some point si. We assume

− m

2
< γ1, s1 < 0,

− m

2
< γ2, s2 < −m,

s3 < −m.

Then, we have the following integral expressions of Bessel functions. Al-
though the results are classical, we shall give a proof to illustrate the idea
of passing from Bessel functions to Bessel distributions. The proof below is
based on the integral expressions of Meijer’s G-functions (see Appendix 7.6,
see also Proposition 6.1.2 (2)):

Lemma 6.2.2. 1) For t > 0,

J̃m(2
√

2t) = (2t)−
m
2 Jm(2

√
2t)

=
1

2π
√
−1

∫

L1

Γ(−λ)

Γ(λ+m+ 1)
(2t)λ

+dλ. (6.2.7)

2) For t > 0,

Ỹm(2
√

2t) = (2t)−
m
2 Ym(2

√
2t)

=
1

2π
√
−1

∫

L2

Γ(−λ)

Γ(λ+m+ 1)

(2t)λ
+

tan(πλ)
dλ. (6.2.8)

3) For t < 0,

K̃m(2
√

2|t|) = (2|t|)−m
2 Km(2

√
2|t|)

=
(−1)m+1

4
√
−1

∫

L3

Γ(−λ)

Γ(λ+m+ 1)

(2t)λ
−

sin(πλ)
dλ. (6.2.9)

Proof of Lemma 6.2.2. Each of the first equalities is by the definition of
the normalized Bessel functions J̃m, Ỹm, and K̃m given in (7.2.3), (7.2.5),
and (7.2.6), respectively. Let us verify the second equalities (the integral
formulas for the Bessel functions).

1) By the reduction formula (7.6.12) of the G-function G10
02, we have

(2t)−
m
2 Jm(2

√
2t) = G10

02(2t
∣∣ 0,−m)

for t > 0. Then, by the integral expression (7.6.2) of the G-function G10
02, we

have

G10
02(2t

∣∣ 0,−m) =
1

2π
√
−1

∫

L1

Γ(−λ)

Γ(1 +m+ λ)
(2t)λdλ
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for t > 0. Hence, (6.2.7) is proved.
2) By the reduction formula (7.6.15) of the G-function G20

13, we have

(2t)−
m
2 Ym(2

√
2t) = G20

13

(
2t
∣∣∣

−m− 1
2

−m, 0,−m− 1
2

)
,

for t > 0. Then, by Example 7.6.2, we have

G20
13

(
2t
∣∣∣

−m− 1
2

−m, 0,−m− 1
2

)

=
1

2π
√
−1

∫

L2

Γ(−m− λ)Γ(−λ)

Γ(m+ 3
2 + λ)Γ(−m− 1

2 − λ)
(2t)λdλ.

Now, (6.2.8) is deduced from this formula and the following identity:

Γ(−m− λ)Γ(λ+ 1 +m)

Γ(m+ 3
2 + λ)Γ(−m− 1

2 − λ)
=

1

tanπλ
for any m ∈ Z.

Here, the last identity is an elementary consequence of the formula Γ(z)Γ(1−
z) = π

sin πz
.

3) By the reduction formula (7.6.13) of the G-function G20
02, we have

(2|t|)−m
2 Km(2

√
2|t|) =

1

2
G20

02

(
2|t|

∣∣∣ 0,−m
)
.

Suppose t < 0. Then, again by the integral expression (7.6.2) of G20
02, the

right-hand side amounts to

1

4π
√
−1

∫

L3

Γ(−λ)Γ(−m− λ)(2t)λ
−dλ.

Then, (6.2.9) follows from the identity:

Γ(λ+ 1 +m)Γ(−m− λ) =
π

sin(−π(λ+m))
=

(−1)m+1π

sinπλ
.

Thus, all the statements of Lemma 6.2.2 are proved.

The integrals in Lemma 6.2.2 do not depend on the choice of Li (i =
1, 2, 3) as ordinary functions on R \ {0}. However, as we mentioned in
Remark 6.1.3, they depend on the choice of Li as distributions on R because
the poles of the distributions tλ± are located at λ = −1,−2,−3, . . . .
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To avoid this effect, we need to impose more constraints on the contours
Li. Thus, let us assume further −1 < s1 and −m − 1 < si (i = 2, 3).
Moreover, we assume −1 < γj (j = 1, 2). That is, we shall assume from now
that the integral paths Li (i = 1, 2, 3) are under the following constraints:

− 1 < γ1, − 1 < s1 < 0, (6.2.10)

− 1 < γ2, −m− 1 < s2 < −m, (6.2.11)

−m− 1 < s3 < −m. (6.2.12)

Then, the right-hand sides of (6.2.7)–(6.2.9) define distributions on R, which
are independent of the choice of the integral paths Li (i = 1, 2, 3) subject to
(6.2.10)–(6.2.12).

Proof of Theorem 6.2.1. The first statement is a special case of Proposition
6.1.2 (3).

Let us show the second statement. The contour L used in (6.2.2) and
(6.2.4) meets the constraints (6.2.11) and (6.2.12), and can be used as L2

and L3. Likewise, the contour L0 used in (6.2.1) and (6.2.3) can be used
as L1. Further, we shall assume that the contour L0 coincides with L when
|Imλ| is sufficiently large.

The integrand of (6.2.1) has poles at λ = −1,−2, . . . ,−m inside the
closed contour L0 − L, and its residue is given by

res
λ=−k

Γ(−λ)

Γ(λ+ 1 +m)
(2t)λ

+ =
(−1)k−1

2k(m− k)! δ
(k−1)(t)

for k = 1, 2, . . . ,m by (7.1.1). Therefore, by Cauchy’s integral formula, we
have

1

2π
√
−1

(∫

L0

−
∫

L

)
Γ(−λ)

Γ(λ+ 1 +m)
(2t)λ

+dλ

=

m∑

k=1

(−1)k−1

2k(m− k)! δ
(k−1)(t)

as distributions. Hence, (6.2.5) is proved.
Next, let us prove (6.2.6). We recall from (7.1.3) that the Laurent ex-

pansion of the distribution tλ± at λ = −k (k = 1, 2, . . . ) is given by

tλ+ =
1

λ+ k

(−1)k−1

(k − 1)!
δ(k−1)(t) + t−k

+ + · · · ,

tλ− =
1

(λ+ k)(k − 1)!
δ(k−1)(t) + t−k

− + · · · .
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Combining with the Taylor expansions at λ = −k (k = 1, 2, . . . ,m):

sinπλ = (−1)kπ(λ+ k) + · · · ,
tan πλ = π(λ+ k) + · · · ,

Γ(−λ)2λ

Γ(λ+ 1 +m)
= b0 + b1(λ+ k) + · · · ,

where b0 = (k−1)!
2k(m−k)!

, we have

Γ(−λ)

Γ(λ+ 1 +m)

(
(2t)λ

+

tan(πλ)
+

(2t)λ
−

sin(πλ)

)

=
b0
(
(−1)k−1δ(k−1)(t) + (−1)kδ(k−1)(t)

)

π(k − 1)!

1

(λ+ k)2

+

(
b0(t

−k
+ + (−1)kt−k

− )

π
+
b1
(
(−1)k−1δ(k−1)(t) + (−1)kδ(k−1)(t)

)

π(k − 1)2

)
1

λ+ k
+ · · ·

=
(k − 1)! t−k

2k(m− k)!π
1

λ+ k
+O(1),

as λ tends to −k.
Therefore, by (6.2.3) and (6.2.4), we have

Ψm(t)− Φm(t) =
1

2π
√
−1

(∫

L

−
∫

L0

)
Γ(−λ)

Γ(λ+ 1 +m)

(
(2t)λ

+

tan(πλ)
+

(2t)λ
−

sin(πλ)

)
dλ

= −
m∑

k=1

(k − 1)!

2k(m− k)!π t
−k.

Hence, (6.2.6) is proved. Now, we have completed the proof of Theorem
6.2.1.

Remark 6.2.3 (Bessel distributions). We shall use the symbols

J̃m(2
√

2t+) = (2t)
−m

2
+ Jm(2

√
2t+), (6.2.13)

K̃m(2
√

2t+) = (2t)
−m

2
+ Km(2

√
2t+), (6.2.14)

Ỹm(2
√

2t−) = (2t)
−m

2
− Ym(2

√
2t−), (6.2.15)

to denote the distributions defined by the right-hand sides of (6.2.7)–(6.2.9)
and by the contours Li (i = 1, 2, 3) satisfying (6.2.10)–(6.2.12), respectively.
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It is noteworthy that J̃m(2
√

2t+) is a locally integrable function on t ∈ R
in view of the Taylor expansion (7.2.3), but K̃m(2

√
2t+) and Ỹm(2

√
2t−) are

not (see (7.2.8) and (7.2.9)). Then, by the above proof of Theorem 6.2.1,
we have

Φ+
m(t) = J̃m(2

√
2t+)

= (2t)
−m

2
+ Jm(2

√
2t+), (6.2.16)

Ψ+
m(t) = J̃m(2

√
2t+)−

m∑

k=1

(−1)k−1

2k(m− k)! δ
(k−1)(t)

= (2t)
−m

2
+ Jm(2

√
2t+)−

m∑

k=1

(−1)k−1

2k(m− k)! δ
(k−1)(t), (6.2.17)

Ψm(t) = Ỹm(2
√

2t+) +
2(−1)m+1

π
K̃m(2

√
2t−)

= (2t)
−m

2
+ Ym(2

√
2t+) +

2(−1)m+1

π
(2t)

−m
2

− Km(2
√

2t−). (6.2.18)

An alternative way to define the distributions K̃m(2
√

2t+) and Ỹm(2
√

2t−)
is to use the infinite sum expressions (7.2.8) and (7.2.9). Let t−k

± be the
regularized distributions given by the second terms in (7.1.3) and (7.1.4). In
light of (7.2.8) and (7.2.9), we define as distributions.

Ỹm(2
√

2t+) = − 1

π

m∑

k=1

(k − 1)!

2k(m− k)! t
−k
+ +

1

π
J̃m(2

√
2t+) log(2t+)

− 1

π

∞∑

l=0

(−1)l(2t+)l
ψ(m+ l + 1) + ψ(l + 1)

l!(m+ l)!
,

2(−1)m+1

π
K̃m(2

√
2t−) =

−1

π

m∑

k=1

(−1)k(k − 1)!

2k(m− k)! t−k
− +

1

π
Ĩm(2

√
2t−) log(2t−)

− 1

π

∞∑

l=0

(2t−)l
ψ(m+ l + 1) + ψ(l + 1)

l!(m+ l)!
.

If we set

Φm(t) :=
−1

π

∞∑

l=0

(−2t)lψ(m+ l + 1) + ψ(l + 1)

l!(m+ l)!

+
1

π
(J̃m(2

√
2t+) log(2t+) + Ĩm(2

√
2t−) log(2t− 1)), (6.2.19)

125



then Φm(t) is a locally integrable function, and

Ỹm(2
√

2t+) +
2(−1)m+1

π
K̃m(2

√
2t−) = φm(t)− 1

π

m∑

k=1

(k − 1)!

2k(m− k)! t
−k.

This gives another explanation of (6.2.6). In this book, we have adopted
the integral expression (6.2.3) for the definition of Φm(t) in place of the
expansion (6.2.19).

6.3 Differential equations for Bessel distributions

The kernelK(x, x′) of the unitary inversion operator π(w0) is given by means
of the Bessel distribution. In this section, we shall give a heuristic account
on why the Bessel function arises in the kernel function.

We begin with the observation that generic L+-orbits on C × C are
of codimension one (see Lemma 6.3.2). This would force that the kernel
function of any L+-intertwining operator (see (2.5.6) for the definition of
L+ = Mmax

+ A) should be a function of one variable 〈x, x′〉. The second step is
to make use of the differential equation arising from Ad(w0)n

max = nmax (see
(2.5.4)). Since nmax acts on L2(C)∞ as differential operators of second order,
we get a differential equation of second order that the kernel distribution
K(x, x′) must satisfy (see Proposition 6.3.4). The technical point here is
that we have avoided using the Casimir operator of K because it acts on
L2(C)∞ as a differential operator of fourth order.

The argument here was the clue for us to find a coarse form of the kernel
K(x, x′). Though we did not use the results of this section for the actual
proof of our main theorem, we think that the idea here is still helpful to
get a coarse solution to a similar problem (see Problem 1.8.1 (2)) in other
settings, namely, to find the integral kernel of the unitary inversion operator
π(w0) of the minimal representation of other groups.

Let θ : g 7→ tg−1 be the Cartan involution of G. Since g ∈ G = O(p, q)

satisfies tgIp,qg = Ip,q where Ip,q =

(
Ip 0
0 −Iq

)
, we have tg−1 = Ip,qgI

−1
p,q .

Since w0 = Ip,q, we get
θ(g) = w0gw

−1
0 . (6.3.1)

We let L+ = Mmax
+ A act on C by

metH · x = etmx

for m ∈ Mmax
+ ' O(p − 1, q − 1) and a = etE ∈ A (see Section 2.3 for

notation).
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Lemma 6.3.1. The kernel function K(x, x′) of the unitary operator π(w0)
satisfies the following functional equation:

K(x, x′) = K(θ(l)x, lx′) for all l ∈ L+. (6.3.2)

Proof. Building on the unitary representation (π,L2(C)), we define another
unitary representation πθ on L2(C) by the following twist:

πθ(g) := π(θ(g)).

Then, (6.3.1) implies that π(w0) : L2(C)→ L2(C) is an intertwining opera-
tor from (π,L2(C)) to (πθ, L2(C)). In particular, we have,

πθ(l) ◦ π(w0) = π(w0) ◦ π(l) for any l ∈ L+. (6.3.3)

For l = m ∈Mmax
+ , we recall from (2.3.6) that

(π(m)u)(x) = u(tmx) for x ∈ C.

Hence, for any u ∈ L2(C), we have

∫

C

K(tθ(m)x, x′)u(x′)dµ(x′) =

∫

C

K(x, x′′)u(tmx′′)dµ(x′′).

Since dµ is Mmax
+ -invariant, the right-hand side is equal to

∫

C

K(x, tm−1x′)u(x′)dµ(x′).

Since u is arbitrary, the kernel function must coincide:

K(tθ(m)x, x′) = K(x, tm−1x′).

Replacing tθ(m)x with x, we have

K(x, x′) = K(mx, tm−1x′) for any m ∈Mmax
+ .

Thus, (6.3.2) holds for l ∈ Mmax
+ . For l = a := etH ∈ A, we recall from

(2.3.12) that

(π(a)u)(x) = e−
p+q−4

2
tu(e−tx) (x ∈ C).

Since πθ(a) = π(a−1), the equation (6.3.3) amounts to

π(w0) = π(a) ◦ π(w0) ◦ π(a).
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Hence, for any u ∈ L2(C), we have
∫

C

K(x, x′)u(x′)dµ(x′) = e−(p+q−4)t

∫

C

K(e−tx, x′′)u(e−tx′′)dµ(x′′).

By the formula (2.2.3) of the measure dµ in the polar coordinate, we have

dµ(x′′) = e(p+q−4)tdµ(x′) for x′ = e−tx′′.

Thus, the right-hand side equals
∫
C
K(e−tx, etx′)u(x′)dµ(x′). Hence, we

have
K(x, x′) = K(e−tx, etx′) for any t ∈ R

and therefore

K(x, x′) = K(θ(a)x, ax′) for any a ∈ A.

Now, Lemma 6.3.1 is proved.

Now let Mmax
+ act on the direct product manifold C×C by the formula:

Mmax
+ × C × C → C × C, (l, x, x′) 7→ (θ(l)x, lx′).

Furthermore, we define the level set of C × C by

Ht := {(x, x′) ∈ C × C : 〈x, x′〉 = t} for t ∈ R.

Here, 〈·, ·〉 is the standard positive definite inner product on Rp+q−2. Then
we have:

Lemma 6.3.2. 1) The level set Ht is stable under the Mmax
+ -action.

2) Moreover Ht is a single Mmax
+ -orbit for any non-zero t.

Proof. 1) For x, x′ ∈ Rp+q−2 (⊂ Rp+q) and l ∈ Mmax
+ ' O(p− 1, q − 1), we

have

〈θ(l)x, lx′〉 = 〈w0lw
−1
0 x, lx′〉

= tx′tlw0lw
−1
0 x

= tx′w0w
−1
0 x

= 〈x, x′〉.

Hence, Ht is Mmax
+ -stable.

2) We replace (p− 1, q − 1) by (p, q), and consider the G-action on

C̃ := {(x0, · · · , xp+q−1) : x2
0 + · · ·+ x2

p−1 − x2
p − · · · − x2

p+q−1 = 0}
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in place of the Mmax
+ -action on C (this change allows us to use the notation

Nmax and Nmax in Section 2.3). Then, we recall from (2.3.8) that G acts
transitively on C̃ and the isotropy subgroup at e0 +ep+q−1 = t(1, 0, · · · , 0, 1)
is given by Mmax

+ Nmax (see (2.3.8)). For t 6= 0, we take any (x, x′) ∈ Ht.
Then, we find g1 ∈ G such that g1x

′ = t(1, 0, . . . , 0, 1). We write θ(g1)x =
t(x0, x, xp+q−1) ∈ R⊕ Rp+q−2 ⊕ R. Then,

t = 〈x, x′〉 = 〈θ(g1)x, g1x′〉 = x0 + xp+q−1.

Let us consider the orbit of θ(Mmax
+ Nmax) = Mmax

+ N
max

on C̃. In view
of (2.3.6), we have

nb




x0

x
xp+q−1


 =




x0 − txw0b
x

xp+q−1 + txw0b


+

x0 + xp+q−1

2



−Q(b)

2b
Q(b)


 , (6.3.4)

for b = t(b1, · · · , bp+q−2) and x = t(x1, · · · , xp+q−2) ∈ Rp+q−2. If x0 +

xp+q−1 6= 0 and t(x0, · · · , xp+q−1) ∈ C̃, we set

b :=
−x

x0 + xp+q−1
.

Since x2
0 − x2

p+q−1 = −Q(x), we have

b =
x0 − xp+q−1

Q(x)
x and Q(b) =

x0 − xp+q−1

x0 + xp+q−1
.

Then, we have

nb




x0

x
xp+q−1


 =




x0

0
xp+q−1


+

Q(x)

2(x0 + xp+q−1)




1
0
−1


 =

x0 + xp+q−1

2




1
0
1


 .

Now, we set g := θ(nb)g1. Then,

(θ(g)x, gx′) = (nbθ(g1)x, θ(nb)g1x
′) = (

t

2




1
0
1


 ,




1
0
1


).

Hence, the second statement is proved.

Thus, we have the following proposition by Lemma 6.3.1 and Lemma
6.3.2.
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Proposition 6.3.3. K(x, x′)
∣∣
C×C\H0

is of the form

K(x, x′) = Ψ(〈x, x′〉) (6.3.5)

for some function Ψ(t) defined on R \ {0}.
By lifting the inversion relation Ad(w0)n

max = nmax (see (2.5.4)) in the
Lie algebra g to the actions on L2(C)K , we get the differential equation
satisfied by Ψ. More precisely,

Proposition 6.3.4. Ψ(t) satisfies the following ordinary differential equa-
tion on R \ {0}:

t
d2Ψ

dt2
+
p+ q − 4

2

dΨ

dt
+ 2Ψ = 0. (6.3.6)

Proof. It follows from Ad(w0)N j = εjNj (see (2.5.3)) that

π(w0) ◦ dπ(N j) = εjdπ(Nj) ◦ π(w0). (6.3.7)

We recall from Sections 2.3 and 2.4 that

dπ(N j) = 2
√
−1 xj (see (2.3.13)),

dπ(Nj) =

√
−1

2
εjPj (see (2.3.19)),

where Pj are the fundamental differential operators on the isotropic cone C
such that

Pjψ =
(
εjxj�− (2E + p+ q − 4)

∂

∂xj

)
ψ̃|C (6.3.8)

if ψ = ψ̃|C for a function defined in a neighborhood of C. Then, (6.3.7)
leads us to the functional equation for any test function u(x′):

4

∫

C

Ψ(〈x, x′〉)x′ju(x′)dµ(x′) =

∫

C

(
PjΨ(〈x, x′〉)

)
u(x′)dµ(x′). (6.3.9)

Now, in view of (6.3.8),

PjΨ(〈x, x′〉) = εjxjQ(x′)Ψ′′(〈x, x′〉)
− x′j(2〈x, x′〉Ψ′′(〈x, x′〉) + (p+ q − 4)Ψ′(〈x, x′〉))

= − x′j(2tΨ′′(t) + (p+ q − 4)Ψ′(t))
∣∣∣
t=〈x,x′〉

.

Hence, the functional equation (6.3.9) for any u ∈ L2(C) implies that Ψ
satisfies the following differential equation:

4Ψ(t) = −
(
2tΨ′′(t) + (p+ q − 4)Ψ′(t)

)
.

Thus, Proposition 6.3.4 is proved.
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We write θ = t d
dt

. As θ2 = t2 dt2

dt
+ t d

dt
, (6.3.6) is equivalent to

(θ2 +
p+ q − 6

2
θ + 2t)Ψ(t) = 0.

Finally, let us see directly the differential equations that the Bessel distribu-
tions Φ+

m(t), Ψ+
m(t), and Ψm(t) (see (6.2.1), (6.2.2), and (6.2.4) for definition)

satisfy. It is easy to see that Φ+
m(t), Ψ+

m(t), and Ψm(t) solve the following
differential equation (in an ordinary sense)

(θ2 +mθ + 2t)u = 0 on R \ {0}. (6.3.10)

Of course, this fits well with what Proposition 6.3.4 asserts. On the other
hand, the distribution Φm(t) (see (6.2.3) for definition) does not appear in
the kernel function K(x, x′). We note that, as distributions,

(θ2 + 2mθ + 2t)

m∑

k=1

(−1)k−1

2k(m− k)! δ
(k−1)(t) = 0,

(θ2 + 2mθ + 2t)

m∑

k=1

(k − 1)!

2k(m− k)! t
−k =

1

(m− 1)!
.

In particular, Φm(t) (see (6.2.3)) does not solve (6.3.10), but solves the third
order differential equation on R \ {0}:

θ(θ2 + 2mθ + 2t)Φm(t) = 0. (6.3.11)
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Chapter 7

Appendix: special functions

We have seen that various special functions arise naturally in the analysis
on the minimal representations. Some of their fundamental properties (e.g.
integral formulas, differential equations, etc.) have been used in the proof of
the unitary inversion formulas. Conversely, representation theoretic prop-
erties are reflected as algebraic relations (e.g. functional equations) of such
special functions. Further, different models of the same representation yield
functional equations connecting special functions arising from each model.

For the convenience of the reader, we collect the formulas and the prop-
erties of special functions that were used in the previous chapters.

7.1 Riesz distribution xλ+

A distribution fλ on R with parameter λ ∈ C is said to be a distribution
with meromorphic parameter λ if the pairing

〈fλ, ϕ〉

is a meromorphic function of λ for any test function ϕ ∈ C∞
0 (R). We say

fλ has a pole at λ = λ0 if 〈fλ, ϕ〉 has a pole at λ = λ0 for some ϕ. Then,
taking a residue at λ = λ0, we get a distribution:

C∞
0 (R)→ C, ϕ 7→ res

λ=λ0

〈fλ, ϕ〉,

which we denote by res
λ=λ0

fλ.

By Cauchy’s integral formula, if C is a contour surrounding λ = λ0, then
we have

res
λ=λ0

〈fλ, ϕ〉 =
1

2π
√
−1

∫

C

〈fλ, ϕ〉dλ,
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and in turn we get an identity of distributions:

res
λ=λ0

fλ =
1

2π
√
−1

∫

C

fλ dλ.

A classic example of distributions with meromorphic parameter is the Riesz
distribution xλ

+ defined as a locally integrable function (and hence a distri-
bution):

xλ
+ =

{
xλ (x > 0)

0 (x ≤ 0)

for λ ∈ C such that Reλ > −1. Then, xλ
+ extends meromorphically to the

entire complex plane, and all the poles are located at λ = −1,−2, . . . . The
residue is given by

res
λ=−k

xλ
+ =

(−1)k−1

(k − 1)!
δ(k−1)(x) (7.1.1)

for k = 1, 2, 3, . . . . Here, δ(x) is the Dirac delta function. To see this, we set

ϕN (x) := ϕ(x)−
N∑

k=1

ϕ(k−1)(0)

(k − 1)!
xk−1.

Then,

〈xλ
+, ϕ〉 =

N∑

k=1

ϕ(k−1)(0)

(k − 1)!

∫ 1

0
xλ+k−1dx+

∫ 1

0
xλϕN (x)dx

+

∫ ∞

1
xλϕ(x)dx

=
N∑

k=1

1

λ+ k

ϕ(k−1)(0)

(k − 1)!
+

∫ 1

0
xλϕN (x)dx

+

∫ ∞

1
xλϕ(x)dx.

The first two terms have a simple pole at λ = −k with residue

ϕ(k−1)(0)

(k − 1)!
=

〈
(−1)k−1

(k − 1)!
δ(k−1)(x), ϕ(x)

〉
,

the second term is holomorphic if Re λ > −N − 1 because ϕN (x) = O(xN ),
and the last term is an entire function of λ because ϕ is compactly supported.
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Hence, (7.1.1) is proved. Likewise,

xλ
− :=

{
|x|λ (x < 0)

0 (x ≥ 0)

extends a distribution with meromorphic parameter λ and all the poles are
located at λ = 0,−1,−2, . . . . They are simple poles with

res
λ=−k

xλ
− =

δ(k−1)(x)

(k − 1)!
. (7.1.2)

We write the Laurent expansions of xλ
+ and xλ

− at λ = −k (k = 1, 2, 3, . . . )
as follows:

xλ
+ =

(−1)k−1

λ+ k
δ(k−1)(x) + x−k

+ + (λ+ k)x−k
+ log x+ + · · · , (7.1.3)

xλ
− =

1

λ+ k
δ(k−1)(x) + x−k

− + (λ+ k)x−k
− log x− + · · · . (7.1.4)

Then, x−k
+ and x−k

− are tempered distributions supported on the half lines
x ≥ 0 and x ≤ 0, respectively. We note that they are not homogeneous
as distributions. Then, the sum xλ

+ + (−1)λxλ
− becomes a distribution with

holomorphic parameter λ in the entire complex plane because

res
λ=−k

(xλ
+ + (−1)λxλ

−) = 0

for k = 1, 2, 3, . . . . We now define a distribution

x−k :=
(
xλ

+ + (−1)λxλ
−
)∣∣

λ=−k
. (7.1.5)

This distribution is homogeneous, and coincides with x−k
+ + (−1)kxk

−.
For k = 1, x−1 is the distribution that gives Cauchy’s principal value:

〈x−1, ϕ〉 = lim
ε↓0

(∫ −ε

−∞
+

∫ ∞

ε

)
ϕ(x)

x
dx.

This formula is valid for any ϕ ∈ C0(R). Likewise, x−k extends to a func-
tional on the space Ck−1

0 (R) of compactly supported functions on R with
continuous derivatives up to k − 1. See the textbook [24] of Gelfand and
Shilov for a nice introduction to these distributions.
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7.2 Bessel functions Jν, Iν, Kν, Yν

For Re ν > 0, the series

Jν(z) :=
(z

2

)ν
∞∑

j=0

(−1)j( z
2 )2j

j! Γ(j + ν + 1)

converges in the entire complex plane. Its sum Jν(z) is called the Bessel
function of the first kind of order ν (see [79, §3.54]). Jν(z) extends mero-
morphically to ν ∈ C by the Poisson integration formula:

Jν(z) =
1√

π Γ(ν + 1
2 )

(z
2

)ν
∫ 1

−1
e
√
−1zt(1− t2)ν− 1

2 dt

and solves the Bessel differential equation:

(
z2 d

2

dz2
+ z

d

dz
+ (z2 − ν2)

)
u = 0.

We set

Yν(z) :=
Jν(z) cos νπ − J−ν(z)

sin νπ
.

If ν is an integer, say ν = m, then this definition reads as

Ym(z) := lim
ν→m

Jν(z) cos νπ − J−ν(z)

sin νπ
.

Yν is known as the Bessel function of the second kind or Neumann’s function.
Further, we define two more functions by

Iν(z) := e−
√−1νπ

2 Jν(e
√−1π

2 z)

=
(z

2

)ν
∞∑

j=0

( z
2 )2j

j! Γ(j + ν + 1)
,

Kν(z) :=
π

2 sin νπ
(I−ν(z)− Iν(z)).

Both of them solve the following differential equation:

z2d
2u

dz2
+ z

du

dz
− (z2 + ν2)u = 0.

Iν(z) is known as the modified Bessel function of the first kind, and is real
when ν ∈ R and z > 0.
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Kν(z) is known as the modified Bessel function of the third kind or Bas-
set’s function. Clearly we have

K−ν(z) = Kν(z).

We call Jν , Yν , Iν , and Kν simply as J-Bessel, Y -Bessel, I-Bessel, and
K-Bessel functions.

The K-Bessel function satisfies the following formula (see [14, II, §7.11
(22)]): ( d

z dz

)m

(z−νKν(z)) = (−1)mz−ν−mKν+m(z).

This formula may be stated as
(
− 2d

z dz

)m

K̃ν(z) = K̃ν+m(z)

in terms of the normalized K-Bessel function (7.2.6). By the change of
variables z = 2e−x, the m = 1 case amounts to:

d

dx
(e−axK̃ν(2e

−x)) = − ae−axK̃ν(2e−x)

+ 2e−(a+2)xK̃ν+1(2e
−x). (7.2.1)

The K-Bessel functions Kν(z) reduce to combinations of elementary
functions if ν is half of an odd integer. For n ∈ N we have

Kn+ 1
2
(z) =

( π
2z

) 1
2
e−z

n∑

j=0

(n+ j)!

j!(n− j)!
1

(2z)j

= (−1)n
( π

2z

) 1
2
zn+1

( d

z dz

)n e−z

z
.

For instance, if n = 0, we have

K 1
2
(z) =

( π
2z

) 1
2
e−z. (7.2.2)

The following renormalization is sometimes convenient:

J̃ν(z) := (
z

2
)−νJν(z) =

∞∑

j=0

(−1)j( z
2 )2j

j! Γ(ν + j + 1)
, (7.2.3)

Ĩν(z) := (
z

2
)−νIν(z) =

∞∑

j=0

( z
2 )2j

j! Γ(j + ν + 1)
, (7.2.4)

Ỹν(z) := (
z

2
)−νYν(z), (7.2.5)

K̃ν(z) := (
z

2
)−νKν(z). (7.2.6)
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By the Taylor expansion as above, we see that both J̃ν(z) and Ĩν(z) are
holomorphic function of z in the entire complex plane.

J̃ν(z) and Ỹν(z) are linearly independent of each other (whether ν is an
integer or not) and form a basis of the space of solutions to the following
differential equation:

z
d2u

dz2
+ (2ν + 1)

du

dz
+ zu = 0, (7.2.7)

or equivalently,
(θ2 + 2νθ + z2)u = 0,

where θ := z d
dz

. On the other hand, Ĩν(z) and K̃ν(z) solves

(θ2 + 2νθ − z2)u = 0.

In terms of Meijer’s G-functions (Appendix 7.6) or the Barnes hyperge-
ometric function pFq (see (7.6.8)), we shall have the following expressions:
(see (7.6.12)–(7.6.15)):

J̃ν(z) = G10
02

(
z2

4

∣∣∣∣ 0,−ν
)

=
1

Γ(ν + 1)
0F1

(
ν + 1;−z

2

4

)
,

Ỹν(z) = G20
13

(
z2

4

∣∣∣∣
−ν − 1

2
−ν, 0,−ν − 1

2

)
,

K̃ν(z) =
1

2
G20

02

(
z2

4

∣∣∣∣ 0,−ν
)
.

The Mellin–Barnes type integral expression of J̃ν(z), Ỹν(z), and K̃ν(z) is
also given in Lemma 6.2.2.

For m = 1, 2, 3, . . . , the infinite sum expressions of Ym(z) and Km(z) (or
Ỹm(z) and K̃m(z)) at z = 0 are given in [14, II, §7.2, (31) and (37)], which
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may be stated as follows:

Ỹm(z) = − 1

π

m∑

k=1

(
z

2
)−2k (k − 1)!

(m− k)!

+
2

π
J̃m(z) log(

z

2
)

− 1

π

∞∑

l=0

(−1)l(
z

2
)2l ψ(m+ l + 1) + ψ(l + 1)

l!(m+ l)!
. (7.2.8)

K̃m(z) =
1

2

m∑

k=1

(−1)m−k(
z

2
)−2k (k − 1)!

(m− k)!

+ (−1)m+1Ĩm(z) log(
z

2
)

+
1

2
(−1)m

∞∑

l=0

(
z

2
)2l ψ(m+ l + 1) + ψ(l + 1)

l!(m+ l)!
. (7.2.9)

Here, the function ψ(z) is the logarithmic derivative of the gamma function:

ψ(z) :=
d log Γ(z)

dz
=

Γ′(z)
Γ(z)

.

The ψ function is meromorphic with simple poles at z = 0,−1,−2, . . . .
Next, we summarize the asymptotic behaviors of the Bessel functions:

Fact 7.2.1 (see [1, Chapter 4], [79, Chapter VII]). The asymptotic behaviors
of the Bessel functions at z = 0,∞ are given by

1) As z tends to 0, Jν(z), Iν(z) = O(zν).
For ν > 0,

K̃ν(z) =
Γ(ν)

2

(z
2

)−2ν

+ o(z−2ν) as z → 0. (7.2.10)
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2) As z tends to infinity

Jν(z) ∼
√

2

πz

(
cos
(
z − νπ

2
− π

4

) ∞∑

j=0

(−1)j(ν, 2j)

(2z)2j

− sin
(
z − νπ

2
− π

4

) ∞∑

j=0

(−1)j(ν, 2j + 1)

(2z)2j+1

)
(| arg z| < π),

Yν(z) ∼
√

2

πz

(
sin
(
z − νπ

2
− π

4

) ∞∑

j=0

(−1)j (ν, 2j)

(2z)2j

+ cos
(
z − νπ

2
− π

4

) ∞∑

j=0

(−1)j (ν, 2j + 1)

(2z)2j+1

)
(| arg z| < π),

Iν(z) ∼
ez√
2πz

∞∑

j=0

(−1)j(ν, j)

(2z)j
+
e−z+(ν+ 1

2
)
√
−1π

√
2πz

∞∑

j=0

(α, j)

(2z)j
(−π

2
< arg z <

3

2
π),

Kν(z) ∼
√

π

2z
e−z
(
1 +

∞∑

j=1

(ν, j)

(2z)j

)
(| arg z| < 3π

2
).

In particular, we have

K̃ν(2z) =

√
π

2
e−2z z−ν− 1

2 (1 +O(
1

z
)) as z →∞.

Here, we have used Hankel’s notation:

(α, j) := (−1)j (1
2 − α)j(

1
2 + α)j

j!

=
(4α2 − 12)(4α2 − 32) · · · (4α2 − (2j − 1)2)

22jj!
.

Finally, we list some integral formulas for the Bessel functions:

B1 (the Mellin transform ofK-Bessel functions, see [26, p. 684]). For Re(µ+
1± ν) > 0 and Re a > 0,

∫ ∞

0
tµKν(at)dt = 2µ−1a−µ−1Γ(

1 + µ+ ν

2
)Γ(

1 + µ− ν
2

).

Equivalently, we have
∫ ∞

0
tsK̃ν(at)dt = 2s−1a−s−1Γ(

1 + s

2
)Γ(

1 + s

2
− ν). (7.2.11)
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B2 Formula of the Hankel transform due to W. Bailey [3] (see also [15,
§ 19.6 (8)]).
∫ ∞

0
tλ−1Jµ(at)Jν(bt)Kρ(ct)dt

=
2λ−2aµbνΓ(1

2 (λ+ µ+ ν − ρ))Γ( 1
2 (λ+ µ+ ν + ρ))

cλ+µ+νΓ(µ+ 1)Γ(ν + 1)

× F4(
1

2
(λ+ µ+ ν − ρ), 1

2
(λ+ µ+ ν + ρ);µ+ 1, ν + 1;−a

2

c2
,−b

2

c2
).

(7.2.12)

Here, F4 is Appell’s hypergeometric function of two variables (see (7.7.4)).

B3 (see [15, §7, 14.2 (36)]) For Re(α+ β) > 0 and Re(ρ± µ± ν + 1) > 0,

2ρ+2Γ(1− ρ)
∫ ∞

0
Kµ(αt)Kν(βt)t−ρdt

= αρ−ν−1βν
2F1(

1 + ν + µ− ρ
2

,
1 + ν − µ− ρ

2
; 1− ρ; 1− β2

α2
)

× Γ(
1 + ν + µ− ρ

2
)Γ(

1 + ν − µ− ρ
2

)Γ(
1− ν + µ− ρ

2
)Γ(

1− ν − µ− ρ
2

).

In particular, we have
∫ ∞

0
Kµ(2t)2t2s−1dt =

Γ(s)2Γ(s+ µ)Γ(s− µ)

8Γ(2s)
. (7.2.13)

7.3 Associated Legendre functions P µ
ν

The associated Legendre functions on the interval (−1, 1) is defined as the
special value of the hypergeometric function:

P µ
ν (x) =

1

Γ(1− µ)

(1 + x

1− x
)µ

2

2F1

(
−ν, ν + 1; 1 − µ;

1− x
2

)
. (7.3.1)

The associated Legendre functions satisfy the following functional relation:

d

dx

(
(1− x2)−

µ

2 P µ
ν (−x)

)
= (1− x2)−

µ+1
2 P µ+1

ν (−x), (7.3.2)

which is derived from the following recurrence relation (see [26, §8.733 (1)]):

(1− x2)
d

dx
P µ

ν (x) = −
√

1− x2P µ+1
ν (x)− µxP µ

ν (x).

Integral formulas for the associated Legendre functions:
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L1 (see [26, p. 803]) Formula of the Riemann–Liouville integral: Reλ < 1,
Reµ > 0, 0 < y < 1,

1

Γ(µ)

∫ y

0
(y−x)µ−1

(
x(1−x)

)−λ
2P λ

ν (1−2x)dx =
(
y(1−y)

)µ

2
−λ

2 P λ−µ
ν (1−2y).

(7.3.3)

L2 (see [26, p. 798]) For 2Re λ > |Reµ|,
∫ 1

−1
(1−x2)λ−1P µ

ν (x)dx =
π2µΓ(λ+ µ

2 )Γ(λ− µ
2 )

Γ(λ+ ν
2 + 1

2)Γ(λ− ν
2 )Γ(−µ+ν+2

2 )Γ(−µ−ν+1
2 )

.

(7.3.4)

7.4 Gegenbauer polynomials C
µ
l

Definition of the Gegenbauer polynomials: For l ∈ N, we define

Cµ
l (x) :=

(−1)l

2l

Γ(2µ+ l)Γ(µ+ 1
2)

Γ(2µ)Γ(µ+ l + 1
2)

(1− x2)
1
2
−µ

l!

dl

dxl

(
(1− x2)µ+l− 1

2
)
. (7.4.1)

Slightly different from the usual notation in the literature, we adopt the
following normalization of the Gegenbauer polynomial:

C̃µ
l (x) := Γ(µ)Cµ

l (x). (7.4.2)

By using Gauss’s duplication formula

Γ(2µ) = 22µ−1π−
1
2 Γ(µ)Γ(µ+

1

2
), (7.4.3)

the definition (7.4.1) may be stated as

C̃µ
l (x) =

(−1)lΓ(2µ+ l)
√
π

22µ+l−1l! Γ(µ+ l + 1
2)

(1− x2)−µ+ 1
2
dl

dxl

(
(1− x2)µ+l− 1

2
)
. (7.4.4)

The special value at µ = 0 is given by the limit formula (see [14, §3.15.1
(14)]):

C̃0
l (cos θ) = lim

µ→0
Γ(µ)Cµ

l (cos θ) =
2 cos(lθ)

l
. (7.4.5)

On the other hand, the special value at l = 0 is given by

C̃µ
0 (x) = Γ(µ).
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Connection with Gauss’s hypergeometric function (see [14, §3.15 (3)]):

C̃µ
l (x) =

Γ(l + 2µ)Γ(µ)

Γ(l + 1)Γ(2µ)
2F1(l + 2µ,−l;µ+

1

2
;
1− x

2
)

=
Γ(l + 2µ)Γ(µ)

Γ(l + 1)Γ(2µ)
2F1(

l + 2µ

2
,− l

2
;µ+

1

2
; 1− x2). (7.4.6)

Here, the second equation is derived from the formula of quadratic transfor-
mation for hypergeometric function (see [14, §2.11 (2)]):

2F1(a, b; a + b+
1

2
; 4x(1 − x)) = 2F1(2a, 2b; a + b+

1

2
;x).

By using Kummer’s transformation formula for the hypergeometric func-
tions:

2F1(α, β; γ; z) = (1− z)γ−α−β
2F1(γ − α, γ − β; γ; z),

one can obtain the following relationship between the Gegenbauer polyno-
mials and the associated Legendre functions.

C̃µ
l (x) =

√
πΓ(2µ+ l)

2µ− 1
2 Γ(l + 1)

(1− x2)
1
4
−µ

2 P
1
2
−µ

µ+l− 1
2

(x), −1 < x < 1. (7.4.7)

Integral formulas for the Gegenbauer polynomials:

Ge1 (Orthogonality relations; see [14, §3.15.1 (17)]) For Reµ > − 1
2 ,

∫ 1

−1
C̃µ

l (x)C̃µ
m(x)(1 − x2)µ−

1
2 dx =

{
0 if l 6= m,
21−2µπΓ(l+2µ)

(l+µ)Γ(l+1) if l = m.
(7.4.8)

Ge2 (see [26, §7.321]) For Reµ > − 1
2 ,

∫ 1

−1
(1− x2)µ−

1
2 e

√
−1axC̃µ

l (x)dx =
π21−µΓ(2µ+ l)

Γ(l + 1)
a−µJµ+l(a).

(7.4.9)

Ge3 (see [46, Lemma 8.5.2]) For α ∈ C, Re ν > −1, and l ∈ N,

∫ 1

−1
Jν(α

√
x+ 1)C̃

ν+ 1
2

l (x)(1 + x)
ν
2 (1− x)νdx =

2
3
2 (−1)l

√
πΓ(2ν + l + 1)

αν+1l!
J2ν+2l+1(

√
2α). (7.4.10)
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Ge4 For Re ν > − 1
2 and Reλ > −1,

∫ 1

−x

(x+ y)λC̃ν
k (y)(1− y2)ν−

1
2dy

=

√
πΓ(2ν + k)Γ(λ+ 1)

2ν− 1
2 k!

(1− x2)
λ
2
+ ν

2
+ 1

4P
−λ−ν− 1

2

ν+k− 1
2

(−x). (7.4.11)

This formula (7.4.11) is essentially the integration formula (7.3.3) for the
associated Legendre functions. For the sake of completeness, we give a
proof:

The left-hand side of (7.4.11)

=

√
πΓ(2ν + k)

2ν− 1
2 k!

∫ 1

−x

(1− y2)
ν
2
− 1

4 (x+ y)λP
1
2
−ν

ν+k− 1
2

(y)dy by (7.4.7)

=
2λ+1√πΓ(2ν + k)

k!

∫ 1+x
2

0

(
(1− t)t

)ν
2
− 1

4

(x+ 1

2
− t
)λ

P
1
2
−ν

ν+k− 1
2

(1− 2t)dt

=
2λ+1√πΓ(2ν + k)Γ(λ+ 1)

k!

(1− x2

4

)λ
2
+ ν

2
+ 1

4
P

−λ−ν− 1
2

ν+k− 1
2

(−x) by (7.3.3)

= the right-hand side of (7.4.11).

7.5 Spherical harmonics Hj(Rm) and branching laws

A spherical harmonics f of degree j = 0, 1, 2, . . . is the restriction to the unit
sphere Sm−1 ⊂ Rm of a homogeneous harmonic polynomials of degree j in
Rm. Equivalently, f is a smooth function satisfying the differential equation:

∆Sm−1f = −j(j +m− 2)f.

The space of spherical harmonics of degree j is denoted by

H
j(Rm) := {f ∈ C∞(Sm−1) : ∆Sm−1f = −j(j +m− 2)f}.

When m = 1, it is convenient to set:

H
0(R1) := C1, H

1(R1) := Csgn, H
j(R1) := 0 (j ≥ 2).

The following facts are well-known (see [31, Introduction], [69]):

H1 For f ∈ Hj(Rm), f(−x) = (−1)jf(x).
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H2 O(m) acts irreducibly on Hj(Rm).

H3 Hj(Rm) is still irreducible as an SO(m)-module if m ≥ 3.

H4 Hj(R2) = Ce
√
−1jθ ⊕ Ce−

√
−1jθ, j ≥ 1 as SO(2)-modules, where θ =

tan−1 y
x
, (x, y) ∈ R2.

H5 Hj(Rm)
∣∣
O(m−1)

'⊕j
i=0 Hi(Rm−1) as O(m− 1)-modules.

H6 The Hilbert space L2(Sm−1) decomposes into a direct sum of the space
of spherical harmonics:

L2(Sm−1) '
∞∑⊕

j=0

H
j(Rm).

Here,
∑⊕

stands for the Hilbert completion of the algebraic direct

sum
⊕∞

j=0 Hj(Rm).

Let (x0, x) ∈ Rm, x ∈ Rm−1 be a coordinate of Rm. Then, the branching
law H5 is explicitly constructed by the O(m− 1)-intertwining operator

Im
i→j : H

i(Rm−1)→ H
j(Rm)

as follows (see [69, Chapter III]):

Fact 7.5.1. For 0 ≤ i ≤ j and φ ∈ Hi(Rm−1), we define a function Im
i→jφ

on Sm−1 by

(Im
i→j(φ))(x0, x) := |x|iφ

(
x

|x|

)
C̃

m−2
2

+i

j−i (x0). (7.5.1)

Here, C̃ν
l (z) is the normalized Gegenbauer polynomial (see (7.4.2)). Then,

1) Im
i→j(φ) ∈ Hj(Rm).

2) Im
i→j gives an injective O(m − 1)-homomorphism from Hi(Rm−1) to

Hj(Rm).

3) (L2-norm)

‖Im
i→j(φ)‖2L2(Sm−1) =

23−m−2iπΓ(m− 2 + i+ j)

(j − i)! (j + m−2
2 )

‖φ‖2L2(Sm−2). (7.5.2)
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Proof. We use the following coordinate:

[−1, 1] × Sm−2 → Sm−1, (r, η) 7→ ω = (r,
√

1− r2η). (7.5.3)

Then, the standard volume form dω on the unit sphere Sm−1 is given by

(1− r2)
m−3

2 dηdr. Therefore,

‖Im
i→j(φ)‖2L2(Sm−1) =

∫ 1

−1

∫

Sm−2

(1−r2)i|φ(η)|2|C̃
m−2

2
+i

j−i (r)|2(1−r2)
m−3

2 dη dr.

Now, apply (7.4.8).

We illustrate the intertwining operator Iij by the two extremal cases,
i = 0 and i = j:

Example 7.5.2. 1) The case i = 0. Then,

(Im
0→j1)(x0, x) = C̃

m−2
2

j (x0) (7.5.4)

is the generator of O(m − 1)-invariant vectors in Hj(Rm), where 1 is the
constant function on Sm−1.

2) The case i = j. Then, we have simply

Im
j→j(φ)(x0, x) = Γ(m)|x|jφ(

x

|x| ). (7.5.5)

7.6 Meijer’s G-functions Gm,n
p,q

(
x

∣∣∣
a1, · · · , ap
b1, · · · , bq

)

Let m,n, p and q be integers with 0 ≤ m ≤ q, 0 ≤ n ≤ p and

c∗ := m+ n− p+ q

2
≥ 0.

Suppose further that the complex numbers a1, . . . , ap and b1, . . . , bq fulfill
the condition:

aj − bk 6= 1, 2, 3, . . . (j = 1, . . . n; k = 1, . . . ,m). (7.6.1)
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Then, Meijer’s G-function of order (m,n, p, q) is defined by the Mellin–
Barnes type integral (see [14, §1.19, §5.3], [55, I, §1], [60, §8.2]): for x > 0,

Gm,n
p,q

(
x

∣∣∣∣
a1, · · · , ap

b1, · · · , bq

)

:=
1

2π
√
−1

∫

L

m∏
j=1

Γ(bj − λ)
n∏

j=1
Γ(1− aj + λ)

q∏
j=m+1

Γ(1− bj + λ)
p∏

j=n+1
Γ(aj − λ)

xλdλ, (7.6.2)

where an empty product is interpreted as 1.
The contour L starts at the point γ−

√
−1∞ (γ is a real number satisfying

(7.6.4) below if c∗ = 0), leaving all the poles of the integrand of the forms

λ = bj, bj + 1, bj + 2, . . . (1 ≤ j ≤ m) (7.6.3)

to the right, and all the poles of the forms

λ = aj − 1, aj − 2, aj − 3, . . . (1 ≤ j ≤ n)

to the left of the contour and finishing at the point γ +
√
−1∞.

Here, the condition on the real number γ is given by

(q − p)γ > Reµ, (7.6.4)

where we set

µ :=

q∑

j=1

bj −
p∑

j=1

aj +
p− q

2
+ 1.

It follows from the asymptotic behavior of the gamma factors (see Lemma
6.1.4) that the integral (7.6.2) converges and is independent of γ if one of
the following conditions holds:

1) c∗ > 0, | arg x| < c∗π;
2) c∗ ≥ 0, | arg x| = c∗π, (q − p)γ > Reµ.
In particular, the G-function extends holomorphically to the complex

domain | arg x| < c∗π if c∗ > 0.
The G-function is symmetric in the parameters a1, . . . , an, likewise in

an+1, . . . , ap, in b1, . . . , bm, and in bm+1, . . . , bq.
Obvious changes of variables in the integral give

xsGm,n
p,q

(
x

∣∣∣∣
a1, · · · , ap

b1, · · · , bq

)
= Gm,n

p,q

(
x

∣∣∣∣
a1 + s, · · · , ap + s
b1 + s, · · · , bq + s

)
,

Gm,n
p,q

(
x−1

∣∣∣∣
a1, · · · , ap

b1, · · · , bq

)
= Gn,m

q,p

(
x

∣∣∣∣
1− b1, · · · , 1− bq
1− a1, · · · , 1− ap

)
.
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The G-function Gm,n
p,q

(
x
∣∣∣ a1, . . . , ap

b1, . . . , bq

)
satisfies the differential equation

(see [14, §5.4 (1)]):

(
(−1)p−m−nx

p∏

j=1

(x
d

dx
− aj + 1)−

q∏

j=1

(x
d

dx
− bi)

)
u = 0. (7.6.5)

If p < q, the only singularities of (7.6.5) are x = 0,∞; x = 0 is a regular
singularity, x = ∞ an irregular one. For example, G20

04(x | b1, b2, b3, b4)
satisfies the fourth order differential equation:

4∏

j=1

(x
d

dx
− bj)u = 0. (7.6.6)

The condition (7.6.1) implies that none of the poles of Γ(bj − λ) (j =
1, 2, . . . ,m) coincides with any of the poles of Γ(1− ak + λ) (k = 1, . . . , n).
Suppose further that

bj − bk 6= 0,±1,±2, . . . (1 ≤ j < k ≤ m).

Then the integrand (as an ordinary function for x > 0) has simple poles
at the points (7.6.3). (We note that as a distribution of x, xλ has simple
poles at λ = −1,−2,−3, . . . , and the analysis involved is more delicate; see
Sections 6.1 and 6.2.) For p ≤ q, by the residue calculus, we obtain (see [55,
I, (7)]):

Gm,n
p,q

(
x

∣∣∣∣
a1, · · · , ap

b1, · · · , bq

)

=

m∑

k=1

m∏
j=1
j 6=k

Γ(bj − bk)
n∏

j=1
Γ(1 + bk − aj)

q∏
j=m+1

Γ(1 + bk − bj)
p∏

j=n+1
Γ(aj − bk)

xbk

× pFq−1(1 + bk − a1, . . . , 1 + bk − ap; 1 + bk − b1,
k

ˆ· · · , 1 + bk − bq; (−1)p−m−nx).
(7.6.7)

Here, pFq denotes the Barnes generalized hypergeometric function:

pFq(α1, . . . , αp;β1, . . . , βq;x) =
∞∑

k=0

xk
p∏

j=1
αj(αj + 1) · · · (αj + k − 1)

k!
q∏

j=1
βj(βj + 1) · · · (βj + k − 1)

.

(7.6.8)
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For example, 2F1(α1, α2;β1;x) is the Gauss hypergeometric function, and

0F1(β;x) =

∞∑

k=0

xk

k!β(β + 1) · · · (β + k − 1)
.

Similarly, for q ≤ p, if aj − ak 6= 0,±1,±2, . . . (1 ≤ j < k ≤ n), we have

Gm,n
p,q

(
x

∣∣∣∣
a1, · · · , ap

b1, · · · , bq

)

=

n∑

k=1

n∏
j=1
j 6=k

Γ(ak − aj)
n∏

j=1
Γ(bj − ak + 1)

p∏
j=n+1

Γ(aj − ak + 1)
q∏

j=m+1
Γ(ak − bj)

xak−1

× qFp−1(1 + b1 − ak, . . . , 1 + bq − ak; 1 + a1 − ak,
k

ˆ· · · , 1 + ap − ak; (−1)q−m−nx−1).
(7.6.9)

For p ≤ q, it follows from (7.6.7) that

Gm,n
p,q

(
x

∣∣∣∣
a1, · · · , ap

b1, · · · , bq

)
= O(|x|min(Re b1,...,Re bm)) (7.6.10)

as x → 0 (see also [14, I, §5.4.1 (8)], but there is a typographical error:
max Re bh loc. cit. should be minRe bh). On the other hand, the asymptotic
expansion of Gm,n

p,q (x) (p ≤ q) for large x > 0 that we need in this book is
the following case:

Fact 7.6.1 ([55, VII, Theorem 17]). Let m, p and q be integers satisfying

0 ≤ p ≤ q − 2 and p+ 1 ≤ m ≤ q − 1.

Then the G-function Gm,0
p,q (x) possesses the following asymptotic expan-

sion for large x > 0 :

Gm,0
p,q (x) ∼ Am,0

qHp,q(xe
(q−m)π

√
−1) + Ām,0

qHp,q(xe
(m−q)π

√
−1).

Here, Hp,q(z) is a function that possesses the following expansion (see
[55, I, (25)]):

Hp,q(z) = exp
(
(p− q)z

1
q−p

)
zθ

(
(2π)

q−p−1
2√

q − p +
M1

z
1

q−p

+
M2

z
2

q−p

+ · · ·
)
,
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where M1,M2, . . . are constants, and θ is given by

θ :=
1

q − p

(
p− q + 1

2
+

q∑

j=1

bj −
p∑

j=1

aj

)
, [55, I, (23)].

The coefficients Am,0
q and Ām,0

q are given by

Am,0
q := (−2π

√
−1)m−q e−(bm+1+···+bq)π

√
−1, [55, II, (45)],

Ām,0
q := (2π

√
−1)m−q e(bm+1+···+bq)π

√
−1, [55, II, (46)].

Example 7.6.2. For (m,n, p, q) = (2, 0, 1, 3), c∗ = 0. We take γ such that

γ >
1

2
Re(b1 + b2 + b3 − a1).

Then, we have an integral expression:

G20
13

(
x

∣∣∣∣
a1

b1, b2, b3

)
=

1

2π
√
−1

∫

L

Γ(b1 − λ)Γ(b2 − λ)

Γ(1− b3 + λ)Γ(a1 − λ)
xλdλ,

where the integral path L starts from γ −
√
−1∞, leaves b1, b2 to the right

and ends at γ +
√
−1∞ (see Figure 7.6.1).

L

γ −
√
−1∞

γ +
√
−1∞

γ

×

×

b1

b2

Figure 7.6.1
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Example 7.6.3. If p = 0, the G-function is denoted by Gm,0
0,q (x | b1, . . . , bq).

The G-function that we use most frequently in this book is of type G20
04.

Again, we have c∗ = 0. Then, we have an integral expression:

G20
04(x | b1, b2, b3, b4) =

1

2π
√
−1

∫

L

Γ(b1 − λ)Γ(b2 − λ)

Γ(1− b3 + λ)Γ(1− b4 + λ)
xλdλ,

where L starts from γ −
√
−1∞, leaves b1, b2 to the right, and ends at

γ +
√
−1∞ (see Figure 7.6.1) for γ ∈ R such that

γ >
1

4
(Re(b1 + b2 + b3 + b4)− 1).

In Section 4.5, we need the following lemma on the asymptotic behavior:

Lemma 7.6.4. The asymptotic behavior of the G-functions G20
04(x | b1, b2, 1−

γ − b1, 1− γ − b2) are given as follows:
1) As x tends to 0, G20

04(x | b1, b2, 1− γ − b1, 1− γ − b2) = O(xmin(b1,b2)).
2) As x tends to ∞,

G20
04(x | b1, b2, 1− γ − b1, 1− γ − b2)

= − 1√
2π

x
1−4γ

8 cos
(
4x

1
4 − (γ + b1 + b2 +

1

4
)π
)
(1 + P1x

− 1
2 + P2x

−1 + · · · )

+ x
1−4γ

8 sin
(
4x

1
4 − (γ + b1 + b2 +

1

4
)π
)
(Q1x

− 1
4 +Q2x

− 3
4 + · · · ).

(7.6.11)

Here, P1, · · · , Q1, · · · are the constants independent of x.

Proof. 1) This estimate is a special case of (7.6.10).
2) We apply Fact 7.6.1 to the case

(m, p, q) = (2, 0, 4), (b1, b2, b3, b4) = (b1, b2, 1− γ − b1, 1− γ − b2).

Then, the coefficients A20
4, Ā

20
4 and the constant θ amount to

A20
4 = − 1

4π2
e(2γ−2+b1+b2)π

√
−1, Ā20

4 = − 1

4π2
e−(2γ−2+b1+b2)π

√
−1,

θ =
1− 4γ

8
.

The expansion of H0,4(xe
±2π

√
−1) is given by

H0,4(xe
±2π

√
−1) = e∓(4x

1
4 − 1−4γ

4
π)

√
−1 x

1−4γ

8

(
(2π)

3
2

2
± M1√
−1x

1
4

+ · · ·
)
.
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Hence, G20
04(x) has the following asymptotic expansion:

− 1

4π2
e−(4x

1
4 −π(γ+b1+b2− 7

4
))
√
−1 x

1−4γ

8

(
(2π)

3
2

2
+

M1√
−1x

1
4

+ · · ·
)

− 1

4π2
e(4x

1
4 −π(γ+b1+b2− 7

4
))
√
−1 x

1−4γ

8

(
(2π)

3
2

2
− M1√
−1x

1
4

+ · · ·
)
,

which is expressed as the right-hand side of (7.6.11) by virtue of the formulas

ecπ
√
−1 + e−cπ

√
−1 = 2 cos(cπ) and ecπ

√
−1 − e−cπ

√
−1 = 2

√
−1 sin(cπ).

Finally, we list the reduction formulas of G-functions that are used in
this book:

G10
02(x | a, b) = x

1
2
(a+b)Ja−b(2x

1
2 ) [14, §5.6 (3)], (7.6.12)

G20
02(x | a, b) = 2x

1
2
(a+b)Ka−b(2x

1
2 ) [14, §5.6 (4)], (7.6.13)

G20
04(x | a, a+

1

2
, b, b+

1

2
) = x

1
2
(a+b)J2(a−b)(4x

1
4 ) [14, §5.6 (11)], (7.6.14)

G20
13

(
x

∣∣∣∣
a− 1

2
a, b, a− 1

2

)
= x

1
2
(a+b)Yb−a(2x

1
2 ) [14, §5.6 (23)]. (7.6.15)

7.7 Appell’s hypergeometric functions F1, F2, F3, F4

Appell’s hypergeometric functions (in two variables) F1, F2, F3, F4 are de-
fined by the following double power series:

F1(α, β, β
′, γ;x, y) :=

∞∑

m,n=0

(α)m+n(β)m(β′)n
(γ)m+nm!n!

xmyn, (7.7.1)

F2(α, β, β
′, γ, γ′;x, y) :=

∞∑

m,n=0

(α)m+n(β)m(β′)n
(γ)m(γ′)nm!n!

xmyn, (7.7.2)

F3(α, α
′, β, β′, γ;x, y) :=

∞∑

m,n=0

(α)m(α′)n(β)m(β′)n
(γ)m+nm!n!

xmyn, (7.7.3)

F4(α, β, γ, γ
′;x, y) :=

∞∑

m,n=0

(α)m+n(β)m+n

(γ)m(γ′)nm!n!
xmyn. (7.7.4)

Ap1 Reduction from F3 to F1 ([14, §5.11, (11)]):

F3(α, α
′, β, β′, α+ α′;x, y) = (1− y)−β′

F1(α, β, β
′, α+ α′;x,

y

y − 1
).

(7.7.5)
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Ap2 Reduction from F3 to 2F1 ([14, §5.10, (4)]):

F3(α, γ − α, β, γ − β; γ;x, y) = (1− y)α+β−γ
2F1(α, β, γ;x + y − xy).

(7.7.6)

Ap3 Reduction formula of F4 ([14, §5.10, (8)]):

F4(α, β; 1 + α− β, β;
−x

(1− x)(1− y) ,
−y

(1− x)(1− y) )

= (1− y)α
2F1(α, β; 1 + α− β;

−x(1− y)
1− x ). (7.7.7)

Ap4 Single integral of Euler’s type for F1 ([14, §5.8.2, (5)]): For Reα > 0
and Re(γ − α) > 0,

F1(α, β, β
′, γ;x, y) =

Γ(γ)

Γ(α)Γ(γ − α)

∫ 1

0
uα−1(1− u)γ−α−1(1− ux)−β(1− uy)−β′

du.

(7.7.8)

Ap5 Double integral of Euler’s type for F3 ([14, §5.8.1, (3)]):

F3(α, α
′, β, β′, γ;x, y) =

Γ(γ)

Γ(β)Γ(β′)Γ(γ − β − β ′)

×
∫∫

D

uβ−1vβ′−1(1− u− v)γ−β−β′−1(1− ux)−α(1− vy)−α′
dudv

Re β > 0, Re β ′ > 0, Re(γ − β − β ′) > 0, (7.7.9)

where D := {(u, v) ∈ R2 : u ≥ 0, v ≥ 0, u+ v ≤ 1}.

7.8 Hankel transform with trigonometric parame-

ters

This section presents an integral formula (7.8.1) on the Hankel transform
with two trigonometric parameters. In the conformal model [47] (i.e. the
solution space to the Yamabe equation) of the minimal representation, K-
finite vectors can be explicitly expressed in terms of spherical harmonics
(e.g. Gegenbauer’s polynomials). On the other hand, in the L2-model (the
Schrödinger model) which is obtained by the Euclidean Fourier transform

152



of the conformal model (or the N -picture in a terminology of representation
theory), it is not easy to find explicit K-finite vectors. The formula (7.8.1)
bridges these two models and gives an explicit formula of K-finite vectors
in the Schrödinger model (see the proof of Lemma 3.4.4).

Since we have not found this formula in the literature, we give a proof
here for the sake of completeness. The method here is a generalization of
the argument in [49, §5.6, 5.7].

Lemma 7.8.1. The following integral formula on the Hankel transform
holds: ∫ ∞

0
tµ+1Jµ

(
t sin θ

cos θ + cosφ

)
Jν

(
t sinφ

cos θ + cosφ

)
Kν(t)dt

=
2ν−1

√
π

Γ(µ− ν + 1)(cos θ + cosφ) sinµ θ sinν φ C̃
ν+ 1

2
µ−ν (cos φ). (7.8.1)

Proof. By Baily’s formula (7.2.12) of the Hankel transform, the left-hand
side of (7.8.1) equals

Γ(µ+ ν + 1)

Γ(ν + 1)

2µ sinµ θ sinν φ

(cos θ + cosφ)µ+ν

× F4(µ+ 1, µ+ ν + 1;µ+ 1, ν + 1;−(
sin θ

cos θ + cosφ
)2,−(

sinφ

cos θ + cosφ
)2).

(7.8.2)

Here F4 denotes Appell’s hypergeometric function (see (7.7.4)). Thus, the
proof of Lemma 7.8.1 will be completed if we show the following:

Claim 7.8.2. We have

F4(µ+ 1, µ+ ν + 1;µ+ 1, ν + 1;−(
sin θ

cos θ + cosφ
)2,−(

sinφ

cos θ + cosφ
)2)

=
(cos θ + cosφ)µ+ν+1

2µ−ν+1
√
π

Γ(µ− ν + 1)Γ(ν + 1)

Γ(µ+ ν + 1)
C̃

ν+ 1
2

µ−ν (cosφ). (7.8.3)

Claim 7.8.2 is essentially a restatement of [49, Lemma 5.7]. For the
convenience of the reader, we include its proof here.

Proof of Claim 7.8.2. We recall a quadratic transformation for hypergeo-
metric functions (see [14, § 2.11 (32)]):

2F1(α, β; 1 + α− β; z) = (1− z)−α
2F1(

α

2
,
α+ 1− 2β

2
; 1 + α− β;

−4z

(1− z)2 ).

(7.8.4)
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Combining the reduction formula (7.7.7) with (7.8.4), and using the sym-
metry of a and b; (c, x) and (d, y) in F4(a, b; c, d;x, y), we have

F4(α, β;α, 1 − α+ β;
−x

(1− x)(1− y) ,
−y

(1− x)(1 − y) )

=

(
(1− x)(1− y)

1− xy

)β

2F1(
β

2
,
1− 2α+ β

2
; 1− α+ β;

4y(1− x)(1− y)
(1− xy)2 ).

(7.8.5)

Consider the change of variables from (x, y) to (θ, φ) by the following iden-
tities:

x

(1− x)(1− y) =

(
sin θ

cos θ + cosφ

)2

,
y

(1− x)(1 − y) =

(
sinφ

cos θ + cosφ

)2

such that (x, y) = (0, 0) corresponds to (θ, φ) = (0, 0). Then, a simple
computation shows

1− xy
(1− x)(1− y) =

2

cos θ + cosφ
,

4y(1− x)(1− y)
(1− xy)2 = sin2 φ.

Now, we set
α = µ+ 1, β = µ+ ν + 1,

in (7.8.5). Then, the left-hand side of (7.8.3) amounts to

(
2

cos θ + cosφ

)−µ−ν−1

2F1

(µ+ ν + 1

2
,−µ− ν

2
; ν + 1; sin2 φ

)
. (7.8.6)

By using (7.4.6), (7.8.6) is expressed as

(
cos θ + cosφ

2

)µ+ν+1 Γ(µ− ν + 1)Γ(2ν + 1)

Γ(µ+ ν + 1)Γ(ν + 1
2)
C̃

ν+ 1
2

µ−ν (cosφ).

By using Gauss’s duplication formula (7.4.3), we get Claim.

7.9 Fractional integral of two variables

In Section 5.3, we find explicit eigenvalues of intertwining operators on
L2(Sp−2 × Sq−2) based on the Funk–Hecke formula (see Example 5.3.2).
The following lemma is the substantial part of computation there.
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Lemma 7.9.1. For Reµ,Re ν > − 1
2 , Re λ > −1 and l, k ∈ N, we have the

following formula for the fractional integral:

∫ 1

−1

∫ 1

−1

(x+ y)λ
±

Γ(λ+ 1)
C̃µ

l (x)C̃ν
k (y)(1 − x2)µ−

1
2 (1 − y2)ν−

1
2dxdy

=
b21−λΓ(λ+ µ+ ν + 1)

Γ(λ+2µ+2ν+l+k+2
2 )Γ(λ+2µ+l−k+2

2 )Γ(λ+2ν−l+k+2
2 )Γ(λ−l−k+2

2 )
, (7.9.1)

where

b :=
(±1)l+kπ2

22µ+2ν

Γ(2µ+ l)Γ(2ν + k)

l! k!
is a constant independent of λ.

Proof. The left-hand side of (7.9.1) amounts to
∫ 1

−1

(∫ 1

−x

(x+ y)λ

Γ(λ+ 1)
C̃ν

k (y)(1− y2)ν−
1
2dy
)
C̃µ

l (x)(1− x2)µ−
1
2 dx

=

√
πΓ(2ν + k)

2ν− 1
2k!

∫ 1

−1

(
(1− x2)

λ
2
+ ν

2
+ 1

4P
−λ−ν− 1

2

ν+k− 1
2

(−x)
)
C̃µ

l (x)(1 − x2)µ−
1
2dx

=
2−ν−2µ−l+ 3

2π

Γ(µ+ l + 1
2)

Γ(2ν + k)Γ(2µ+ l)

k! l!

∫ 1

−1
(1− x2)

λ
2
+µ+ ν

2
− l

2
− 1

4P
−λ−ν+l− 1

2

ν+k− 1
2

(−x)dx

=
21−λ−2µ−2νπΓ(2µ+ l)Γ(2ν + k)Γ(λ+ µ+ ν + 1)

l! k! Γ(λ+2µ+2ν+l+k+2
2 )Γ(λ+2µ+l−k+2

2 )Γ(λ+2ν−l+k+2
2 )Γ(λ−l−k+2

2 )
.

Hence, the right-hand side of (7.9.1) follows. Some remarks on each equality
are given in turn:

First equality follows from Ge4 in Appendix 7.4.
Second equality. First, we made use of the integral by parts because

we have (see (7.4.1))

C̃µ
l (x)(1− x2)µ−

1
2 =

(−1)l

22µ+l−1 l!

Γ(2µ+ l)
√
π

Γ(µ+ l + 1
2)

dl

dxl

(
(1− x2)µ+l− 1

2

)
.

Then, we applied the functional relation

dl

dxl

(
(1− x2)

λ
2
+ ν

2
+ 1

4P
−λ−ν− 1

2

ν+k− 1
2

(−x)
)

= (1− x2)
λ
2
+ ν

2
− l

2
+ 1

4P
−λ−ν+l− 1

2

ν+k− 1
2

(−x),

which is obtained by iterating (7.3.2).
Third equality. We applied the integral formula (7.3.4) after changing

the variable x 7→ −x.
Therefore, the proof of Lemma 7.9.1 is completed.
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persphériques: Polynomes d’Hermite, Gauthiers-Villars, Paris, 1926.

[3] W. N. Bailey, Some infinite integrals involving Bessel functions, Proc.
London Math. Soc. (2) 40 (1935–36), 37–48.

[4] D. Barbasch and D. A. Vogan, Jr., The local structure of characters, J.
Funct. Anal. 37 (1980), 27–55.
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représentations unitaires de (S̃L)3(R), Acta Math. 150 (1983), 153–
242.
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