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Abstract

In this paper, we consider the stability of an inverse spectral problem for a nonsymmetric
ordinary differential operator. We give an estimate for deviation in the coefficients of this
operator when the spectral data perturb. Our result shows that if two spectral data are
sufficiently close to one another, then the corresponding two differential operators must be
close each other in the sense of Cϑ-norm (ϑ = 0, 1).

1 Introduction

In this paper, we prove a stability result for an inverse spectral problem for a system:




B
dϕ

dx
(x) + P (x)ϕ(x) = λϕ(x), 0 < x < 1,

ϕ(2)(0) cosh µ− ϕ(1)(0) sinhµ = ϕ(2)(1) cosh ν + ϕ(1)(1) sinh ν = 0,

(1.1)

where B =
(

0 1
1 0

)
, ϕ =

(
ϕ(1)

ϕ(2)

)
∈ (C1[0, 1])2, P =

(
p11 p12

p21 p22

)
∈ (C1[0, 1])4 with

complex-valued components, and the constants µ, ν ∈ C. Physically, problem (1.1) can describe
proper vibrations for various phenomena (cf. [2], [8], [11]), etc. On the other hand, this eigen-
value problem can also generalize the Sturm-Liouville problem ([9]) and the one-dimensional Dirac
equation ([6]).

Now we define a differential operator AP,µ,ν in
(
L2(0, 1)

)2 by

AP,µ,ν = AP := B
d
dx

+ P

with the domain

D(AP,µ,ν) = {ϕ ∈ (
H1(0, 1)

)2 : ϕ(2)(0) cosh µ− ϕ(1)(0) sinhµ = 0,
ϕ(2)(1) cosh ν + ϕ(1)(1) sinh ν = 0}.

∗The author was supported by the Scholarship of Japanese Government and is supported by JSPS Fellowship
P05297.
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This operator AP,µ,ν is nonsymmetric and the corresponding inverse problem is more difficult. In
[6] the authors discussed an inverse problem of determining a coefficient matrix by data on spectra,
which are called the spectral characteristics, and proved a uniqueness theorem and a reconstruction
formula for (1.1). For the reconstruction procedure a nature question comes out: if there is a
perturbation in the spectral characteristics, then how much deviation in the reconstructed matrices
will appear. For clarity, we give a description of the spectral characteristics S(P, µ, ν) as follows.
The spectrum of AP,µ,ν is σ(AP,µ,ν) = {λi}1≤i≤N

⋃{λn}n∈Z, where the algebraic multiplicity of λn

is 1 (i.e. λn is simple) and mi ≥ 2 is the algebraic multiplicity of eigenvalue λi, and ρi (respectively
ρn) are the scalar products of the corresponding root vectors (respectively eigenvectors) of AP,µ,ν

and those of the adjoint operator A∗P,µ,ν of AP,µ,ν . Moreover, αi = (αi
1, · · · , αi

mi−1) are mi − 1-
dimensional constant vectors whose components are determined by the root vectors of A∗P,µ,ν which
are orthogonal to those of AP,µ,ν in (L2(0, 1))2. The definition of ρi,αi is constructive, and the
detailed description can be found in [5] and [6]. Then

{
λi,mi, ρ

i,αi
}

1≤i≤N

⋃ {λn, ρn}n∈Z is called
the spectral characteristics.

We first give the Gateaux derivatives for P which has been obtained as solution of an inverse
spectral problem, and then apply these Gateaux derivatives to obtain stability result. Here and
henceforth, for convenience, we use the same symbols as in [6].

For eigenvalue problem (1.1), Trooshin and Yamamoto [8] showed that the eigenvalues have an
asymptotic behavior

λn =
1
2

∫ 1

0

(p11 + p22)(s)ds− µ− ν + nπ
√−1 + O

(
1
|n|

)
(1.2)

as |n| → ∞, and the set of all the root vectors of AP,µ,ν is a Riesz basis in (L2(0, 1))2. For
simplicity, throughout this paper we assume that matrix-valued functions P ∈ (C1[0, 1])4 under
consideration satisfy θ0 := 1

2

∫ 1

0
trP (s)ds = 0, where trP denotes the trace of P . In this case the

asymptotic forms for the eigenvalues and the norming constants are given as

λn = −µ− ν + nπ
√−1 + κn, ρn = 1 + ζn (1.3)

with

κn = O

(
1
|n|

)
, ζn = O

(
1
|n|

)
. (1.4)

If θ0 6= 0, then the asymptotic form for the norming constants ρn remains the same while λn =
θ0−µ−ν+nπ

√−1+κn. However, if we put λ̃n = λn−θ0 and P̃ = P−θ0E where E denotes the 2×2
unit matrix, then, by replacing P, λn by P̃ and λ̃n respectively, the same argument will be effective
as before, and a similar result can be obtained except that θ0 = lim

n→∞
(λn + µ + ν − nπ

√−1) should
be appended into the spectral data.

The method used here is similar to that of [4] which discussed the classical inverse Sturm-
Liouville problem, but some difficulties have to be overcome. First, in our case it is more compli-
cated to obtain the Gateaux derivatives. Second, in our case, the relation between the reconstructed
matrix-valued function and the continuously differentiable matrix-valued function which contains
the useful information of the spectral characteristics is nonlinear, while in [4] it is linear. Third,
due to the non-symmetry of the operator under consideration, we have to take the adjoint system
of (1.1) into consideration simultaneously. One of our result shows that the maximum norm of
deviations in the reconstructed matrices can be estimated by an l1-norm of differences between two
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sequences of spectral characteristics. Our result coincides with [10] where under special conditions,
the stability problem for the inverse spectral problem of determining the matrix-valued coefficient
P from two spectra (cf. [2] and [9]) was studied by means of the contraction principle. As for the
other results of stability on one dimensional inverse Sturm-Liouville problems, we refer to [3] and
[7]. For a multidimensional case we refer to [1].

This paper consists of four sections. In Section 2, we will prove the analyticity in components
of spectral characteristics of the solutions of the Gel’fand-Levitan equation. In Section 3 we will
calculate Gateaux derivatives and give their bound estimates. In Section 4 we obtain the main
results on stability.

2 The analyticity of the solution of the Gel’fand-Levitan
equation

First we introduce some notations. Let

Ω = {(x, y) ∈ (0, 1)2 : 0 < y < x < 1}.

For P = (pij)1≤ı,j≤2 ∈ (C1[0, 1])4 we define

‖P‖Cϑ = max

{
max

1≤i,j≤2
max

0≤x≤1
|pij(x)| , max

1≤i,j≤2
max

0≤x≤1

∣∣∣∣∣
(

d
dx

)ϑ

pij(x)

∣∣∣∣∣

}
,

where ϑ = 0, 1 and we set ( d
dx )0f = f . Henceforth for a scalar or vector continuously differentiable

function we define ‖ · ‖Cϑ (ϑ = 0, 1) similarly. As stated in Section 1, we take the same symbols as
in [6]. In particular we set p11 = p1, p12 = p2, p21 = u, p22 = v, where u, v are given functions.
Next we show

Lemma 2.1 Let the matrix-valued function F̃ (x, y; z;ℵ) be in
(
C1(Ω)

)4
and in(

C1((0, 1)2\Ω)
)4

as a function of x and y, where z is a complex parameter and ℵ denotes two

complex parameters. If F̃ (x, y; z;ℵ) is analytic in a neighbourhood of the origin with respect to z

with F̃ (x, y; 0;ℵ) = 0, and M(x, y; z;ℵ) is the unique solution to a Fredholm equation

F̃ (x, y; z;ℵ) + M(x, y; z;ℵ) +
∫ x

0

M(x, τ ; z;ℵ)F̃ (τ, y; z;ℵ)dτ = 0, (x, y) ∈ Ω, (2.1)

then M(x, y; z;ℵ) is analytic in some neighbourhood of the origin with respect to z with M(x, y; 0;ℵ) =
0.

Proof. By the assumption we can express F̃ (x, y; z;ℵ) as

F̃ (x, y; z;ℵ) =
∞∑

n=1

an(x, y;ℵ)zn, where an(x, y;ℵ) ∈ (
C1

(
Ω

))4
,∈

(
C1((0, 1)2\Ω)

)4

.
(2.2)
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Put M̃(x, y; z;ℵ) =
∞∑

n=1

bn(x, y;ℵ)zn, where bn(x, y;ℵ) (n ≥ 1) satisfy





b1(x, y;ℵ) = −a1(x, y;ℵ), n = 1,

bn(x, y;ℵ) = −an(x, y;ℵ)−
∫ x

0

n−1∑

k=1

bk(x, τ ;ℵ)an−k(τ, y;ℵ)dτ , n ≥ 2.
(2.3)

In view of (2.3), we can see that {bn(x, y;ℵ)}n≥1 can be uniquely determined by {an(x, y;ℵ)}n≥1.

For any a = (aij)1≤i,j≤2 ∈
(
C1

(
Ω

))4
we let

‖ a ‖(C(Ω))4= max
1≤i,j≤2

max
(x,y)∈Ω

|aij(x, y)| .

Then for n ≥ 2, we have

‖ bnzn ‖(C(Ω))4≤‖ anzn ‖(C(Ω))4 + ‖
n−1∑

k=1

bkzkan−kzn−k ‖(C(Ω))4

≤‖ anzn ‖(C(Ω))4 +2
n−1∑

k=1

‖ bkzk ‖(C(Ω))4‖ an−kzn−k ‖(C(Ω))4 .

Hence, summation over n from 2 to ∞ yields that

∞∑
n=2

‖ bnzn ‖(C(Ω))4≤
∞∑

n=2

‖ anzn ‖(C(Ω))4 +2
∞∑

n=1

‖ bnzn ‖(C(Ω))4

∞∑
n=1

‖ anzn ‖(C(Ω))4 .

Since ‖ b1z ‖(C(Ω))4=‖ a1z ‖(C(Ω))4 , we have

∞∑
n=1

‖ bnzn ‖(C(Ω))4≤

∞∑
n=1

‖ anzn ‖(C(Ω))4

1− 2
∞∑

n=1

‖ anzn ‖(C(Ω))4

< ∞

when |z| is sufficiently small such that
∞∑

n=1

‖ anzn ‖(C(Ω))4<
1
2
. Therefore, the infinite sum

M̃(x, y; z;ℵ) is convergent absolutely and uniformly. Hence M̃(x, y; z;ℵ) is analytic in a properly
small neighborhood of the origin with respect to z, which leads to the following equality

∞∑
n=2

∫ x

0

n−1∑

k=1

bk(x, τ ;ℵ)an−k(τ, y;ℵ)zndτ =
∫ x

0

∞∑
n=2

n−1∑

k=1

bk(x, τ ;ℵ)an−k(τ, y;ℵ)zndτ .
(2.4)

Consequently, multiplying (2.3) by zn and then summing over n from 1 to ∞, we see by (2.4) that
M̃(x, y; z;ℵ) satisfies the following equation

F̃ (x, y; z;ℵ) + M̃(x, y; z;ℵ) +
∫ x

0

M̃(x, τ ; z;ℵ)F̃ (τ, y; z;ℵ)dτ = 0.
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By the assumption, we obtain M(x, y; z;ℵ) = M̃(x, y; z;ℵ). Thus the proof of Lemma 2.1 is com-
pleted. ¤

Next we apply Lemma 2.1 to the Gel’fand-Levitan equation ([6]) for the nonsymmetric system
(1.1) in the following five cases, where only one spectral datum perturbs. Before doing that,

we first give some remarks. We only consider a stability problem for P =
(

p1 p2

u v

)
and

P0 =
(

p0
1 p0

2

u v

)
corresponding to the following spectral characteristic respectively:

S(P, µ, ν) =
{
λi,mi, ρ

i,αi
}

1≤i≤N

⋃
{λn, ρn}n∈Z

and
S(P0, µ, ν) =

{
λi

0,mi, ρ
i
0,α

i
0

}
1≤i≤N

⋃ {
λ0

n, ρ0
n

}
n∈Z .

That is, throughout this paper, we assume that the number N of non-simple eigenvalues λi is same
as the one of λi

0 and the multiplicities mi are same.

Remark 2.1. The direct problem for (1.1) is unstable, namely, it may happen that the deviation
between P and P0 is sufficiently small, while the deviation between two spectral characteristics is

large. For example, take P0 =
(

2π 0
0 0

)
and P =

(
2π + ε 0

0 0

)
where ε is a sufficiently small

real number. In S(P0, 0, 0) there is one eigenvalue with algebraic multiplicity 2, while in S(P, 0, 0)
each eigenvalue is simple.

For our stability problem, we restrict ourselves to the case in which there is only a small per-
turbation in the spectral characteristics. Therefore, we will not consider the cases in which the
algebraic multiplicities of eigenvalues for AP,µ,ν and AP0,µ,ν do not coincide. Now let us give
some notations. For λ ∈ C, let S(x, λ) and S∗(x, λ) satisfy the following initial value problems
respectively: {

(AP0 − λ) S = 0,
S(0, λ) = ξ,

{ (A∗P0
− λ

)
S∗ = 0,

S∗(0, λ) = η,

where

ξ =
(

cosh µ
sinhµ

)
, η =

(
cosh µ
− sinhµ

)
.

Let S(j)(x, λ), S∗(j)(x, λ) and S̃∗(j)(x, λ) (1 ≤ j ≤ mi) satisfy the following initial value problems
respectively: {

(AP0 − λ) S(1) = 0, (AP0 − λ)S(j) = S(j−1), 2 ≤ j ≤ mi,
S(j)(0, λ) = ξ, 1 ≤ j ≤ mi,

{ (A∗P0
− λ

)
S∗(mi)

= 0,
(A∗P0

− λ
)
S∗(j) = S∗(j+1), 1 ≤ j ≤ mi − 1,

S∗(mi)
(0, λ) = η, S∗(j)(0, λ) = αi

jη, 1 ≤ j ≤ mi − 1,
(2.5)
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{ (A∗P0
− λ

)
S̃∗(mi)

= 0,
(A∗P0

− λ
)
S̃∗(j) = S̃∗(j+1), 1 ≤ j ≤ mi − 1,

S̃∗(mi)
(0, λ) = η, S̃∗(j)(0, λ) = (αi

j)0η, 1 ≤ j ≤ mi − 1.
(2.6)

Here we should note that S∗(mi)
(x, λ) = S̃∗(mi)

(x, λ) and hence

ρi
0 =

(
S(mi)(·, λi

0), S̃
∗
(mi)

(·, λi
0)

)
(L2(0,1))2

=
(
S(mi)(·, λi

0), S
∗
(mi)

(·, λi
0)

)
(L2(0,1))2

.

Thus we see that σi = ρi
0 and hence in Theorem 3 of [6]

F̃ (x, y) = F (x, y) +
N∑

i=1

mi∑

j=1

1
ρi
0

(
S∗(j)(x, λi

0)− S̃∗(j)(x, λi
0)

) (
S(j)(y, λi

0)
)T

, (2.7)

where

F (x, y) =
∂2f

∂x∂y
(x, y), (2.8)

and f(x, y) is defined by:

f(x, y) =
N∑

i=1

mi∑

j=1





C∗(j)(x, λi)CT
(j)(y, λi)

ρi
−

C∗(j)(x, λi
0)C

T
(j)(y, λi

0)

ρi
0





+
∑

n∈Z

{
C∗(x, λn)CT (y, λn)

ρn
− C∗(x, λ0

n)CT (y, λ0
n)

ρ0
n

}
.

(2.9)

Here we set
C∗(x, λ) =

∫ x

0

S∗(t, λ)dt, C∗(j)(x, λ) =
∫ x

0

S∗(j)(t, λ)dt,

C(y, λ) =
∫ y

0

S(t, λ)dt, C(j)(y, λ) =
∫ y

0

S(j)(t, λ)dt.

Case 1: Let m be an integer. Let the spectral characteristics of P and P0 be

S(P, µ, ν) =
{
λi

0,mi, ρ
i
0,α

i
0

}
1≤i≤N

⋃ {
λ0

n, ρ0
n

}
n∈Z,n 6=m

⋃ {
λm, ρ0

m

}
,

S(P0, µ, ν) =
{
λi

0,mi, ρ
i
0,α

i
0

}
1≤i≤N

⋃ {
λ0

n, ρ0
n

}
n∈Z,n 6=m

⋃ {
λ0

m, ρ0
m

}
.

In this case, by (2.7)–(2.9) F̃ (x, y) possesses the following form:

F̃ (x, y) =
1

ρ0
m

(
S∗(x, λm)ST (y, λm)− S∗(x, λ0

m)ST (y, λ0
m)

)
.

Note that

S∗(x, λm)ST (y, λm)− S∗(x, λ0
m)ST (y, λ0

m)
=

(
S∗(x, λm)− S∗(x, λ0

m)
)(

ST (y, λm)− ST (y, λ0
m)

)

+
(
S∗(x, λm)− S∗(x, λ0

m)
)

ST (y, λ0
m) + S∗(x, λ0

m)
(
ST (y, λm)− ST (y, λ0

m)
)
.
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Let z = λm − λ0
m. Consequently, if we prove that

both S∗(x, λm)− S∗(x, λ0
m) and S(x, λm)− S(x, λ0

m) are analytic in a
neighborhood of the origin with respect to z and vanish at z = 0,

(2.10)

then we can rewrite F̃ (x, y) by F̃ (x, y; z;ℵ) where ℵ = {ρ0
m, λ0

m}, and see that F̃ (x, y; z;ℵ) satisfies
the assumption of analyticity with respect to z in Lemma 2.1.

Now let us prove (2.10). First let us give the definition of transformation operator X(0, P, µ).
Let

θ1(x) =
1
2

∫ x

0

(p2 + u)(s)ds, θ2(x) =
1
2

∫ x

0

(p1 + v)(s)ds.

Set

R(0, P )(x) = e−θ1(x)

(
cosh θ2(x) − sinh θ2(x)
− sinh θ2(x) cosh θ2(x)

)
.

Now we define a transformation operator X(0, P, µ) on
(
H1(0, 1)

)2 by

(X(0, P, µ)w) (x) = R(0, P )(x)w(x) +
∫ x

0

K(0, P, µ)(x, y)w(y)dy, (2.11)

where K(0, P, µ)(x, y) ∈ (
C1

(
Ω

))4
is the unique solution to the following system:





B
∂K(0, P, µ)

∂x
(x, y) +

∂K(0, P, µ)
∂y

(x, y)B + P (x)K(0, P, µ)(x, y) = 0, (x, y) ∈ Ω,

K(0, P, µ)(x, 0)Bξ = 0,
K(0, P, µ)(x, x)B −BK(0, P, µ)(x, x) = BR′(0, P )(x) + P (x)R(0, P )(x).

By Lemma 3.3 of [6], we have the following transformation formulae

S∗(x, λ) = X(0,−PT
0 ,−µ)e∗(x, λ), S(x, λ) = X(0, P0, µ)e(x, λ),

where e∗(x, λ) =
(

cosh(λx + µ)
− sinh(λx + µ)

)
, e(x, λ) =

(
cosh(λx + µ)
sinh(λx + µ)

)
. By the regularity of the

hyperbolic functions cosh and sinh, it is easy to see that both e∗(x, λm)−e∗(x, λ0
m) and e(x, λm)−

e(x, λ0
m) are analytic in a neighborhood of the origin with respect to z and vanish at z = 0. There-

fore, by the linearity of the transformation operator X(·, ·, ·), we have the assertion.

Case 2: Let m be an integer. Let the spectral characteristics of P and P0 be

S(P, µ, ν) =
{
λi

0,mi, ρ
i
0,α

i
0

}
1≤i≤N

⋃ {
λ0

n, ρ0
n

}
n∈Z,n 6=m

⋃ {
λ0

m, ρm

}
,

S(P0, µ, ν) =
{
λi

0,mi, ρ
i
0,α

i
0

}
1≤i≤N

⋃ {
λ0

n, ρ0
n

}
n∈Z,n 6=m

⋃ {
λ0

m, ρ0
m

}
.

If we let z = ρm − ρ0
m, then we can easily prove that

F̃ (x, y) = F̃ (x, y; z;ℵ) = (
1

ρm
− 1

ρ0
m

)S∗(x, λ0
m)ST (y, λ0

m)

where ℵ = {ρ0
m, λ0

m} satisfies the assumption of analyticity with respect to z in Lemma 2.1.
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Case 3: Let i be a positive integer with 1 ≤ i ≤ N . Let the spectral characteristics of P
and P0 be

S(P, µ, ν) =
{
λk

0 ,mk, ρk
0 ,αk

0

}
1≤k≤N,k 6=i

⋃ {
λi,mi, ρ

i
0,α

i
0

} ⋃ {
λ0

n, ρ0
n

}
n∈Z ,

S(P0, µ, ν) =
{
λk

0 ,mk, ρk
0 ,αk

0

}
1≤k≤N,k 6=i

⋃ {
λi

0,mi, ρ
i
0,α

i
0

} ⋃ {
λ0

n, ρ0
n

}
n∈Z .

In this case we have by (2.7)–(2.9) that

F̃ (x, y) =
1
ρi
0

mi∑

j=1

(
S∗(j)(x, λi)ST

(j)(y, λi)− S∗(j)(x, λi
0)S

T
(j)(y, λi

0)
)
.

Let z = λi − λi
0. Similarly to Case 1, in order to prove that

F̃ (x, y) = F̃ (x, y; z;ℵ) =
1
ρi
0

mi∑

j=1

(
S∗(j)(x, λi)ST

(j)(y, λi)− S∗(j)(x, λi
0)S

T
(j)(y, λi

0)
)

where ℵ = {ρi
0, λ

i
0}, satisfies the assumption of analyticity with respect to z in Lemma 2.1, it is

sufficient to show that for 1 ≤ j ≤ mi both S∗(j)(x, λi)−S∗(j)(x, λi
0) and S(j)(x, λi)−S(j)(x, λi

0) are
analytic with respect to z and vanish at z = 0.

First, by Lemma 3.3 (ii) in [6],

S(j)(x, λi) = X(0, P0, µ)e(j)(x, λi), S∗(j)(x, λi) = X(0,−PT
0 ,−µ)e∗(j)(x, λi).

Here e(j)(x, λi) and e∗(j)(x, λi) are given as follows:

e(j)(x, λ) =




j−1∑

k=0

xk

k!
γk(x, λ, µ)

j−1∑

k=0

xk

k!
δk(x, λ, µ)




, e∗(j)(x, λ) =




mi∑

k=j

αi
k

xk−j

(k − j)!
γk−j(x, λ, µ)

−
mi∑

k=j

αi
k

xk−j

(k − j)!
δk−j(x, λ, µ)




where αi
mi

= 1,

γk(x, λ, µ) =
{

cosh(λx + µ), k even
sinh(λx + µ), k odd , δk(x, λ, µ) =

{
sinh(λx + µ), k even
cosh(λx + µ), k odd .

By an argument similar to Case 1, the desired result follows from these explicit expressions.

Case 4: Let i be a positive integer with 1 ≤ i ≤ N . Let the spectral characteristics of P
and P0 be

S(P, µ, ν) =
{
λk

0 ,mk, ρk
0 ,αk

0

}
1≤k≤N,k 6=i

⋃ {
λi

0,mi, ρ
i,αi

0

} ⋃ {
λ0

n, ρ0
n

}
n∈Z ,

S(P0, µ, ν) =
{
λk

0 ,mk, ρk
0 ,αk

0

}
1≤k≤N,k 6=i

⋃ {
λi

0,mi, ρ
i
0,α

i
0

} ⋃ {
λ0

n, ρ0
n

}
n∈Z .
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In this case, if we let z = ρi − ρi
0, then similarly to Case 2 the desired result follows since

F̃ (x, y) = F̃ (x, y; z;ℵ) = (
1
ρi
− 1

ρi
0

)
mi∑

j=1

S∗(j)(x, λi
0)S

T
(j)(y, λi

0),

where ℵ = {ρi
0, λ

i
0}.

Case 5: Let i, j be positive integers with 1 ≤ j ≤ mi, 1 ≤ i ≤ N . Let the spectral charac-
teristics of P and P0 be

S(P, µ, ν)
=

{
λi

0,mi, ρ
i
0,

((
αi

1

)
0
, . . . , αi

j , . . . ,
(
αi

mi−1

)
0

)}
⋃ {

λk
0 ,mk, ρk

0 ,αk
0

}
1≤k≤N,k 6=i

⋃ {
λ0

n, ρ0
n

}
n∈Z ,

S(P0, µ, ν)
=

{
λi

0,mi, ρ
i
0,

((
αi

1

)
0
, . . . ,

(
αi

j

)
0
, . . . ,

(
αi

mi−1

)
0

)}
⋃ {

λk
0 ,mk, ρk

0 ,αk
0

}
1≤k≤N,k 6=i

⋃ {
λ0

n, ρ0
n

}
n∈Z .

Let z = αi
j − (αi

j)0. In this case we have

F̃ (x, y) = F̃ (x, y; z;ℵ) =
1
ρi
0

(
S∗(j)(x, λi

0)− S̃∗(j)(x, λi
0)

)
ST

(j)(y, λi
0),

where ℵ = {ρi
0, λ

i
0}. From the definitions of S∗(j)(x, λi

0) and S̃∗(j)(x, λi
0) (see (2.5) and (2.6)), we

have 



(A∗P0
− λi

0)
(
S∗(j)(x, λi

0)− S̃∗(j)(x, λi
0)

)
= 0,

S∗(j)(0, λi
0)− S̃∗(j)(0, λi

0) =
(
αi

j − (αi
j)0

)
η

and hence by the transformation formulae

S∗(j)(x, λi
0)− S̃∗(j)(x, λi

0) = X(0,−PT
0 ,−µ)

(
αi

j − (αi
j)0

)
e∗(x, λi

0).

Consequently the desired result follows.

Remark 2.2. In Cases 1 and 2, ℵ = {ρ0
m, λ0

m}, and in the rest three cases ℵ = {ρi
0, λ

i
0}. Moreover,

corresponding to each case above, we list a1(x, y;ℵ) as follows:

(1)
1

ρ0
m

[
X(0,−PT

0 ,−µ)
(

x sinh(λ0
mx + µ)

−x cosh(λ0
mx + µ)

)]
ST (y, λ0

m)

+
1

ρ0
m

S∗(x, λ0
m)

[
X(0, P0, µ)

(
y sinh(λ0

my + µ)
y cosh(λ0

my + µ)

)]T

;

(2)− 1
(ρ0

m)2
S∗(x, λ0

m)ST (y, λ0
m);
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(3)
1
ρi
0

mi∑

j=1




X(0,−PT
0 ,−µ)




mi∑

k=j

αi
k

xk−j+1

(k − j)!
δk−j(x, λi

0, µ)

−
mi∑

k=j

αi
k

xk−j+1

(k − j)!
γk−j(x, λi

0, µ)







ST
(j)(y, λi

0)

+
1
ρi
0

mi∑

j=1

S∗(j)(x, λi
0)




X(0, P0, µ)




j−1∑

k=0

yk+1

k!
δk(y, λi

0, µ)

j−1∑

k=0

yk+1

k!
γk(y, λi

0, µ)







T

;

(4)− 1(
ρi
0

)2

mi∑

j=1

S∗(j)(x, λi
0)S

T
(j)(y, λi

0);

(5)
1
ρi
0

[
X(0,−PT

0 ,−µ)

(
cosh(λi

0x + µ)
− sinh(λi

0x + µ)

)]
ST

(j)(y, λi
0).

3 The Gateaux derivatives and bounds estimates

First we give the Gateaux Derivatives of p1 and p2 in each case of Section 2. Let M(x, y) =
(Mkl)1≤k,l≤2 ∈

(
C1(Ω)

)4
be the solution of the Gel’fand-Levitan equation (see (2.27) in [6]). Put

L(x) = 2(M12 −M21)(x, x), N(x) = 2(M11 −M22)(x, x) (3.1)

and
ω(x) =

∫ x

0

(p1 − p0
1)(s)ds.

By Theorem 3 of [6],

L(x) = (v(x)− p1(x)) cosh ω(x) + (p2(x)− u(x)) sinhω(x) + p0
1(x)− v(x), (3.2)

N(x) = (v(x)− p1(x)) sin ω(x) + (p2(x)− u(x)) cosh ω(x) + u(x)− p0
2(x). (3.3)

Eliminating p2(x) in (3.2) and (3.3), we have

L(x) cosh ω(x)−N(x) sin ω(x)
= v(x)− p1(x) +

(
p0
1x)− v(x)

)
cosh ω(x)− (

u(x)− p0
2(x)

)
sinhω(x). (3.4)

In each case of Section 2, we may reset

L = L(x; z;ℵ), N = N(x; z;ℵ),

p1 = p1(x; z;ℵ), p2 = p2(x; z;ℵ).

It is known in [6] that the spectral characteristics S(P0, µ, ν) can uniquely determine p0
1, p

0
2 if u, v

are given a prior. Therefore, in each case of Section 2, if we let h denote the unperturbed spectral
datum (for example, we let h = λ0

m in Case 1), then we can set

p0
1 = p0

1(x;h), p0
2 = p0

2(x;h),
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where for simplicity we have omitted the dependence of other spectral data in S(P0, µ, ν).

Remark 3.1. By Theorem 1 of [6], it holds that p1(x; 0;ℵ) = p0
1(x;h) and p2(x; 0;ℵ) = p0

2(x;h).

Since (3.4) can be rewritten into

ω′ :=
dω

dx
=

(
p0
1 − v − L

)
cosh ω +

(
N − u + p0

2

)
sinhω + v − p0

1, (3.5)

by the perturbation theory of differential equations containing parameters (see, e.g., [12]), the
obtained results in Section 2 show that ω = ω(x; z;ℵ) is analytic at the point z = 0 with respect
to z, and so is p1(x; z;ℵ)− p0

1(x;h) by (3.5). Moreover, in view of (3.2) and (3.3),

p2 − u =
(
N − u + p0

2

)
cosh ω +

(
p0
1 − v − L

)
sinhω. (3.6)

Then p2 = p2(x; z;ℵ) is also analytic at z = 0 with respect to z.
Now let

z = εγ.

By the above discussion, we can obtain the Gateaux derivative of p1 merely by taking the partial
derivative of (3.4) with respect to ε and then setting ε = 0. The computation procedure will be
shown as follows.

∂L

∂ε
cosh ω + L

∂ω

∂ε
sinhω − ∂N

∂ε
sinhω −N

∂ω

∂ε
cosh ω

= −∂p1

∂ε
+ (p0

1 − v)
∂ω

∂ε
sinhω − (u− p0

2)
∂ω

∂ε
cosh ω.

Then, noting that ω|ε=0 = N |ε=0 = 0 by Remark 3.1 and (3.3), we have

∂L

∂ε

∣∣∣∣
ε=0

= − ∂p1

∂ε

∣∣∣∣
ε=0

− g

∫ x

0

∂p1

∂ε
(s; εγ;ℵ)

∣∣∣∣
ε=0

ds, (3.7)

where we set
g = u− p0

2.

Solving (3.7) gives
∫ x

0

∂p1

∂ε
(s; εγ;ℵ)

∣∣∣∣
ε=0

ds = −
∫ x

0

∂L

∂ε
(s; εγ;ℵ)

∣∣∣∣
ε=0

exp
(
−

∫ x

s

g(τ)dτ

)
ds. (3.8)

If we set
∂p1

∂ε
(x; εγ;ℵ)

∣∣∣∣
ε=0

= dp1(x; γ,ℵ) and
∂L

∂ε
(x; εγ;ℵ)

∣∣∣∣
ε=0

= dL(x; γ,ℵ),

then we have by (3.8) that

dp1(x; γ,ℵ) = −dL(x; γ,ℵ) + g(x)
∫ x

0

dL(s; γ,ℵ) exp
(
−

∫ x

s

g(τ)dτ

)
ds. (3.9)
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Similarly, by (3.6) the Gateaux derivative of p2 is

dp2(x; γ,ℵ) = dN(x; γ,ℵ) + (p0
1 − v)(x)

∫ x

0

dL(s; γ,ℵ) exp
(
−

∫ x

s

g(τ)dτ

)
ds.

(3.10)

On the other hand, by Lemma 2.1, we can find that

∂M(x, y; z;ℵ)
∂z

∣∣∣∣
z=0

= b1(x, y;ℵ) ∈ (
C1

(
Ω

))4
.

Now let us set
b = (bkl(x;ℵ))1≤k,l≤2 := b1(x, x;ℵ).

Hence in view of (3.1) we see that

dL(x; γ,ℵ) = 2γ(b12 − b21)(x;ℵ), dN(x; γ,ℵ) = 2γ(b11 − b22)(x;ℵ). (3.11)

Moreover let

p =
(

p1

p2

)
.

Then by (3.9), (3.10) and (3.11) we have

dp(x; γ,ℵ) = γq(x;ℵ), (3.12)

where q(x;ℵ) =
(

q1(x;ℵ)
q2(x;ℵ)

)
with

q1(x;ℵ) = −2(b12 − b21)(x;ℵ)

+g(x)
∫ x

0

2(b12 − b21)(s;ℵ) exp
(
−

∫ x

s

g(τ)dτ

)
ds,

(3.13)

q2(x;ℵ) = 2(b11 − b22)(x;ℵ)

−(p0
1 − v)(x)

∫ x

0

2(b12 − b21)(s;ℵ) exp
(
−

∫ x

s

g(τ)dτ

)
ds.

(3.14)

Obviously, q is C1-differentiable with respect to x on [0, 1].
Second, we will show the bounds estimates about the Gateaux Derivatives obtained above. It

should be noted that ω = O(|z|) by Remark 3.1 and the analyticity of ω. We point out that here
and henceforth the bound O always depends only on ‖P0‖C1 and ‖P‖C1 . Furthermore, for |z|
sufficiently small, by (3.4) and the expansions

cosh ω = 1 +
ω2

2
+ O(|ω|3), sinhω = ω + O(|ω|3),

we see that

L(1 +
ω2

2
)−Nω + O(|ω|3) = v − p1 + (p0

1 − v)(1 +
ω2

2
)− gω + O(|ω|3),
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i.e.,

L + ω′ + (g −N)ω + (L− p0
1 + v)

ω2

2
+ O(|ω|3) = 0. (3.15)

Note that L = 2(b12− b21)z +O(|z|2), N = O(|z|), and L− p0
1 + v is bounded. Therefore it follows

from (3.15) that

2(b12 − b21)z + ω′ + gω + O(|z|2) = 0. (3.16)

On the other hand, putting γ = 1 in (3.7), we see that

2(b12 − b21)(x;ℵ) =
∂L

∂z
(x; z;ℵ)

∣∣∣∣
z=0

= −q1(x;ℵ)− g(x)
∫ x

0

q1(s;ℵ)ds.

Substituting this equality into (3.16) and setting

G(x; z;ℵ) = ω′(x; z;ℵ)− zq1(x;ℵ),

we obtain
G(x; z;ℵ) + g(x)

∫ x

0

G(s; z;ℵ)ds + O(|z|2) = 0.

Then we see by Gronwall’s inequality that there exists a constant C > 0 such that

|G(x; z;ℵ)| ≤ C|z|2 exp(x‖g‖C0), i.e., ‖G‖C0 = O(|z|2).

Moreover, if one differentiates (3.4) with respect to x, then similarly he obtains that

G′(x; z;ℵ) + g(x)G(x; z;ℵ) + g′(x)
∫ x

0

G(s; z;ℵ)ds + O(|z|2) = 0,

which implies by the above result ‖G‖C0 = O(|z|2) that

‖G‖C1 = ‖p1(·; z;ℵ)− p0
1(·;h)− zq1(·;ℵ)‖C1 = O(|z|2).

As for p2, by (3.6) and the argument similar to p1, we can obtain

‖ p2(·; z;ℵ)− p0
2(·;h)− zq2(·;ℵ) ‖C1= O(|z|2).

In view of (3.12), these results can be put together as follows:

‖ p(·; εγ;ℵ)− p0(·;h)− εdp(·; γ,ℵ) ‖C1

=‖ p(·; z;ℵ)− p0(·;h)− zq(·;ℵ) ‖C1

= O(|εγ|2) = O(|z|2).
(3.17)

4 Stability results

Now we apply the Gateaux derivatives established in Section 3 to obtain the stability results in
the inverse spectral problem as follows.
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Theorem 4.1 Let P0 and P be in a bounded set in (C1[0, 1])4 with
∫ 1

0
trP0(s)ds =

∫ 1

0
trP (s)ds =

0. Let the associated spectral characteristics be

S(P0, µ, ν) =
{
λi

0,mi, ρ
i
0,α

i
0

}
1≤i≤N

⋃ {
λ0

n, ρ0
n

}
n∈Z

and
S(P, µ, ν) =

{
λi,mi, ρ

i,αi
}

1≤i≤N

⋃
{λn, ρn}n∈Z .

Then, when ‖S(P, µ, ν)− S(P0, µ, ν)‖ is sufficiently small, there exists a constant C > 0 such that
for ϑ = 0, 1

‖p− p0‖Cϑ ≤ C





N∑

i=1

(|δi|+ |τi|) +
N∑

i=1

mi−1∑

j=1

|θij |+
∑

n∈Z
(|n|+ 1)ϑ(|γn|+ |νn|)



 ,

where δi = λi − λi
0, τi = ρi − ρi

0, θij = αi
j − (αi

j)0, γn = λn − λ0
n, νn = ρn − ρ0

n, and

‖S(P, µ, ν)− S(P0, µ, ν)‖

=





N∑

i=1

(|δi|2 + |τi|2) +
N∑

i=1

mi−1∑

j=1

|θij |2 +
∑

n∈Z
(|γn|2 + |νn|2)





1/2

.

Proof. Let Ξ be the set of all spectral characteristics S(P, µ, ν) in which κn, ζn have the asymptotic
behavior (1.4). Now we define the map M : Ξ → (

C1[0, 1]
)2 with M[S(P, µ, ν)] = p. We set

S0(P, µ, ν) = S(P, µ, ν)

and for 1 ≤ i ≤ N

Si(P, µ, ν) =
{
λk

0 ,mk, ρk,αk
}

1≤k≤i

⋃ {
λk,mk, ρk,αk

}
i+1≤k≤N

⋃
{λn, ρn}n∈Z .

We set
S−∞(P, µ, ν) = SN (P, µ, ν) =

{
λk

0 ,mk, ρk,αk
}

1≤k≤N

⋃
{λn, ρn}n∈Z

and for n ∈ Z
Sn(P, µ, ν) =

{
λi

0,mi, ρ
i,αi

}
1≤i≤N

⋃ {
λ0

k, ρk

}
k≤n

⋃
{λk, ρk}k>n .

Moreover we set

S̃0(P, µ, ν) = S∞(P, µ, ν) :=
{
λi

0,mi, ρ
i,αi

}
1≤i≤N

⋃ {
λ0

n, ρn

}
n∈Z

and for 1 ≤ i ≤ N

S̃i(P, µ, ν) =
{
λk

0 ,mk, ρk
0 ,αk

}
1≤k≤i

⋃ {
λk

0 ,mk, ρk,αk
}

i+1≤k≤N

⋃ {
λ0

n, ρn

}
n∈Z .

Finally, we set for 1 ≤ j ≤ mi − 1, 1 ≤ i ≤ N

S̃i
j(P, µ, ν)

=
{
λk

0 ,mk, ρk
0 ,αk

0

}
1≤k≤i−1

⋃ {
λi

0,mi, ρ
i
0,

((
αi

1

)
0
, . . . ,

(
αi

j

)
0
, αi

j+1, . . . , α
i
mi−1

)}
⋃ {

λk
0 ,mk, ρk

0 ,αk
}

i+1≤k≤N

⋃ {
λ0

n, ρn

}
n∈Z
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and for n ∈ Z
S̃n(P, µ, ν) =

{
λi

0,mi, ρ
i
0,α

i
0

}
1≤i≤N

⋃ {
λ0

k, ρ0
k

}
k≤n

⋃ {
λ0

k, ρk

}
k>n

.

Note the formal relation

M[S(P, µ, ν)]−M[S(P0, µ, ν)]

=
N−1∑

i=0

(
M[Si(P, µ, ν)]−M[Si+1(P, µ, ν)]

)
+

∑

n∈Z
(M[Sn(P, µ, ν)]−M[Sn+1(P, µ, ν)])

+
N−1∑

i=0

(
M[S̃i(P, µ, ν)]−M[S̃i+1(P, µ, ν)]

)

+
N∑

i=0

mi−1∑

j=1

(
M[S̃i

j(P, µ, ν)]−M[S̃i
j+1(P, µ, ν)]

)

+
∑

n∈Z

(
M[S̃n(P, µ, ν)]−M[S̃n+1(P, µ, ν)]

)
,

(4.1)

where we have set m0 = 2, S̃0
1(P, µ, ν) = S̃N (P, µ, ν), S̃i

mi
(P, µ, ν) = S̃i+1

1 (P, µ, ν) (0 ≤ i ≤ N − 1),
S̃N

mN
(P, µ, ν) = S̃−∞(P, µ, ν) = S̃N

mN−1(P, µ, ν) and S̃∞(P, µ, ν) = S(P0, µ, ν). Then, for each term
in parentheses in (4.1), applying the Gateaux derivatives established in Section 3 (see (3.17)), we
can prove by (4.1) and the triangle inequality that

∥∥∥M[S(P, µ, ν)]−M[S(P0, µ, ν)]−Θ(·)
∥∥∥
X

= O
(‖S(P, µ, ν)− S(P0, µ, ν)‖2) , (4.2)

where X = C0 or C1,

Θ(·) =
N∑

i=1

δiq(·; {ρi, λi
0}) +

∑

n∈Z
γnq(·; {ρn, λ0

n}) +
N∑

i=1

τiq(·; {ρi
0, λ

i
0})

+
N∑

i=1

mi−1∑

j=1

θijq
(·; {ρi

0, λ
i
0}

)
+

∑

n∈Z
νnq(·; {ρ0

n, λ0
n}).

(4.3)

Since ‖S(P, µ, ν)− S(P0, µ, ν)‖ is sufficiently small, there exists a constant C1 > 0 such that

‖S(P, µ, ν)− S(P0, µ, ν)‖2

≤ C1





N∑

i=1

(|δi|+ |τi|) +
N∑

i=1

mi−1∑

j=1

|θij |+
∑

n∈Z
(|γn|+ |νn|)



 .

Therefore, to prove Theorem 4.1, by (4.2) and the triangle inequality it is sufficient to show that
there exists a constant C2 > 0 such that for ϑ = 0, 1

‖Θ(·)‖Cϑ

≤ C2





N∑

i=1

(|δi|+ |τi|) +
N∑

i=1

mi−1∑

j=1

|θij |+
∑

n∈Z
(|n|+ 1)ϑ(|γn|+ |νn|)



 .

(4.4)
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By (1.2), (2.3) and Remark 2.2 we can show that there exists a constant C3 > 0 such that
‖b(·;ℵ)‖C0 ≤ C3 for each case of Section 2. And corresponding to Case 1 and Case 2, since
λn = O(|n|), we can show that

‖b(·; {ρn, λ0
n})‖C1 ≤ C4(|n|+ 1), ‖b(·; {ρ0

n, λ0
n})‖C1 ≤ C4(|n|+ 1),

where the constant C4 > 0 is independent of n. Consequently, in view of (3.13) and (3.14), we can
choose a constant C5 > 0 independent of n such that

‖q(·;ℵ)‖C0 ≤ C5 for each ℵ as in (4.3), (4.5)

and

‖q(·; {ρn, λ0
n})‖C1 ≤ C5(|n|+ 1), ‖q(·; {ρ0

n, λ0
n})‖C1 ≤ C5(|n|+ 1). (4.6)

Then, by (4.3), (4.5) and (4.6) we can prove (4.4), since the number of the eigenvalues with alge-
braic multiplicities≥ 2 is finite. Thus we complete the proof of Theorem 4.1. ¤

Now we can give the stability result for the general case without the restriction θ0 = 0 as
follows:

Theorem 4.2 Let the assumptions be same as in Theorem 4.1 except for
∫ 1

0
trP0(s)ds

=
∫ 1

0
trP (s)ds = 0. Then a constant C > 0 exists such that for ϑ = 0, 1

‖p− p0‖Cϑ

≤ | lim
k→∞

(λk − λ0
k)|

+C





N∑

i=1

(|δ̃i|+ |τi|) +
N∑

i=1

mi−1∑

j=1

|θij |+
∑

n∈Z
(|n|+ 1)ϑ(|γ̃n|+ |νn|)



 ,

where δ̃i = λi − λi
0 − lim

k→∞
(λk − λ0

k), γ̃n = λn − λ0
n − lim

k→∞
(λk − λ0

k).

Remark 4.1. In fact, the term | lim
k→∞

(λk − λ0
k)| can be thrown away in the estimate for ‖p2−p0

2‖Cϑ .

Proof. As mentioned in Section 1, Theorem 4.1 holds for P̃0 = P0 − 1
2

∫ 1

0
trP0(s)dsE, P̃ = P −

1
2

∫ 1

0
trP (s)dsE and λ̃0

n = λ0
n − 1

2

∫ 1

0
trP0(s)ds, λ̃n = λn − 1

2

∫ 1

0
trP (s)ds, i.e.,

‖P̃ − P̃0‖Cϑ ≤ C





N∑

i=1

(|δ̃i|+ τi|) +
N∑

i=1

mi−1∑

j=1

|θij |+
∑

n∈Z
(|n|+ 1)ϑ(|γ̃n|+ |νn|)



 .

Noting that 1
2

∫ 1

0
trP (s)ds− 1

2

∫ 1

0
trP0(s)ds = limk→∞(λk −λ0

k) by (1.2), we complete the proof
of Theorem 4.2 by the triangle inequality. ¤
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