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1 Introduction

We consider nonnegative solutions of the initial value problem for a weakly
coupled system

{
(ui)t = ∆ui + |x|σiupi

i+1,
ui(x, 0) = ui,0(x),

x ∈ Rd, t > 0, i ∈ N∗,
x ∈ Rd, i ∈ N∗,

(1)

where N ≥ 1, N∗ = {1, 2, . . . N}, d ≥ 1, pi ≥ 1 (i ∈ N∗),
∏N

i=1 pi > 1 and
0 ≤ σi < d(pi − 1) (if pi = 1, we choose σi = 0) (i ∈ N∗), and ui,0 is a
nonnegative bounded continuous function satisfying

lim sup
|x|→∞

|x|δiui,0(x) < ∞

for any i ∈ N∗, where

δi =
σi + piσi+1 + . . . + pipi+1 . . . pi+N−2σi+N−1

p1p2 . . . pN − 1
. (2)

And the solution and others are cyclic and satisfy uN+i = ui, uN+i,0 =
ui,0, pN+i = pi, σN+i = σi (i ∈ N∗). For simply expressing, we put u =
(u1, u2, ..., uN) and u0 = (u1,0, u2,0, ..., uN,0).

Problem (1) has a unique, nonnegative and bounded solution in a suitable
weighted space (see Theorem 2.4) at least locally in time. For given an initial
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value u0, let T ∗ = T ∗(u0) be the maximal existence time of the solution. If
T ∗ = ∞ the solution is global. On the other hand, if T ∗ < ∞ there exists
i ∈ N∗ such that

lim sup
t→T ∗

‖ui(t)‖∞, = ∞. (3)

When (3) holds we say that the solution blows up in a finite time.
The purpose of the paper is to study systematically the effect of inhomo-

geneous term |x|σi on the critical blow-up exponent to the system (1) and
the asymptotic behavior of global solutions for general N ≥ 1.

In this paper, we present a unified approach to the study of blow-up and
global existence of solution to the system (1) for the general N ≥ 1 and
σi ≥ 1. Especially, we extend the previous results by Huang-Mochizuki[6]
(for the case N = 2 and σi ≥ 0) and the author[16] (for the case N ≥ 3 and
σi = 0).

Throughout this paper we shall use the following notation. We define
some constants:


αi =

2(1 + pi + pipi+1 + . . . + pipi+1 . . . pi+N−2)

p1p2 . . . pN − 1
, i ∈ N∗,

δi =
σi + piσi+1 + . . . + pipi+1 . . . pi+N−2σi+N−1

p1p2 . . . pN − 1
, i ∈ N∗,

(4)

which solve


1 −p1 0 0 . . . 0 0 0
0 1 −p2 0 . . . 0 0 0
...

...
...

...
. . .

...
...

...
0 0 0 0 . . . 0 1 −pN−1

−pN 0 0 0 . . . 0 0 1







α1

α2
...

αN−1

αN


 = −




2
2
...
2
2




and


1 −p1 0 0 . . . 0 0 0
0 1 −p2 0 . . . 0 0 0
...

...
...

...
. . .

...
...

...
0 0 0 0 . . . 0 1 −pN−1

−pN 0 0 0 . . . 0 0 1







δ1

δ2
...

δN−1

δN


 = −




σ1

σ2
...

σN−1

σN


 ,

where δi (i ∈ N∗) are the same constants given by (2). These constants
play an important role in our problem. Actually, we show that the number
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maxi∈N∗{αi + δi} is the “first cutoff” which divides the blow-up case and the
global existence case. This is a natural existence of the previous result in [6]
for the case N = 2.

We denote by BC the space of all bounded continuous functions in Rd

and define for a ≥ 0,

Ia = {ξ ∈ BC ; ξ(x) ≥ 0 and lim sup
|x|→∞

|x|aξ(x) < ∞},

Ia = {ξ ∈ BC ; ξ(x) ≥ 0 and lim inf
|x|→∞

|x|aξ(x) > 0}.

Let L∞
a be the Banach space of L∞-functions such that

‖ξ‖∞,a = sup
x∈Rd

< x >a |ξ(x)| < ∞,

where < x >= (|x|2 + 1)1/2. Obviously Ia ⊂ L∞
a . The letter C stands for

a positive generic constant which may vary from line to line. We use the
notation S(t)ξ to represent the solution of the heat equation with an initial
value ξ(x):

S(t)ξ(x) = (4πt)−d/2

∫
Rd

e−|x−y|2/4tξ(y)dy. (5)

By using the notation above, throughout paper, we suppose that initial
conditions satisfy

ui,0 ∈ Iδi (i ∈ N∗), (6)

where δi is a nonnegative constant defined by (4).
Now, the results of this paper can be summarized in the following four

theorems. First, we state our blow-up result for solutions to (1).

Theorem 1. Assume that ui,0 ∈ Iδi (i ∈ N∗), and maxi∈N∗{αi +δi} ≥ d.
Then every nontrivial solution u of (1) blows up in a finite time.

When maxi∈N∗{αi + δi} < d, we show that there exists both non-global
solutions and non-trivial global solution of (1). Precisely, requiring a poly-
nomial decay of initial values u0:

ui,0(x) ∼ C < x >−ai (i ∈ N∗), (7)

where C and ai are positive constants, we obtain the “second cutoff” a =
(a1, a2, ..., aN) on the decay rate of initial values, namely ai = αi + δi which
divides the blow-up case and the global existence case when maxi∈N∗{αi +
δi} < d.
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Theorem 2. Assume that ui,0 ∈ Iδi (i ∈ N∗), and maxi∈N∗{αi +δi} < d.
(i) Suppose that there exists some i ∈ N∗ such that

ui,0 ∈ Iai with ai < αi + δi. (8)

Then every solution u of (1) blows up in a finite time.
(ii) Suppose that for any i ∈ N∗

ui,0 ∈ Iai with ai > αi + δi (9)

and ‖ui,0‖∞,ai is small enough. Then, every solution u of (1) is global. More-
over, we have a decay estimate:

ui(x, t) ≤ CS(t) < x >−âi (10)

in Rd × (0,∞), where C is a positive constant and âi ≤ ai (i ∈ N∗) are
chosen to satisfy

pi min{âi+1, d} − âi > 2 + σi. (11)

We also obtain the blow-up result for large initial data, even if initial data
has an exponential decay.

Theorem 3. Assume that ui,0 ∈ Iδi (i ∈ N∗), and maxi∈N∗{αi +δi} < d.
Suppose that there exists some i ∈ N∗ such that ui,0(x) ≥ Ce−ν0|x|2 for some
ν0 > 0 and C > 0 large enough. Then every solution u of (1) blows up in a
finite time.

Remark 1.1. In particular, when ui,0 ∈ Iai with ai > αi + δi for any
i ∈ N∗ and ‖ui,0‖∞,ai is large enough, every solution u(t) of (1) blows up in
a finite time. On the other hand, when ui,0 ≤ Ce−ν0|x|2 for any i ∈ N∗, some
ν0 > 0 and C small enough, every solution of (1) is global.

Remark 1.2. We can show the results of the asymptotic behavior of the
solution of (1) global in time as [6, Theorem 4] and [11, Thoerem 6.1].

We briefly recall a history of the study on blow-up and global existence
of solution to the system (1). First, the blow-up and the global existence of
solutions in the case N = 1 and σ1 = 0,{

ut = ∆u + up,
u(x, 0) = u0(x),

x ∈ Rd, t > 0
x ∈ Rd (12)

was studied by Fujita[4]. Fujita proved that when d(p − 1) < 2 the solution
of (12) blows up in a finite time for any u0 �≡ 0. On the other hand he also
proved that when d(p − 1) > 2 the solution of (12) exists globally in time
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if the initial value u0 is small and has an exponential decay. The number
p = 1 + 2/d is called a critical blow-up exponent for (12). For the case
d(p − 1) < 2, Lee-Ni[10] studied and proved that if the initial data is large
enough or decaying slowly (It contains the case that the initial data not
decaying) for space, the solution blows up infinite time, and if the initial
value is small enough and decaying fast, then the solution is global in time.
They have the results about “second cutoff” for the case N = 1, too.

Fujita’s results were extended by Bandle-Levine[1] for the σ ≥ 0:{
ut = ∆u + |x|σup,
u(x, 0) = u0(x),

x ∈ Rd, t > 0
x ∈ Rd,

(13)

and they showed that when d(p − 1) < 2 + σ the solution of (13) blows up
in a finite time for any u0 �≡ 0. Hamada[5] proved the same blow-up result
for the critical case d(p − 1) = 2 + σ (see also [12]).

Fujita’s results were also extended by Escobedo-Herrero[2] and
Mochizuki[11] to the system (1) with N = 2 and σi = 0 (i = 1, 2), and
by Huang-Mochizuki[6] to the system (1) with N = 2 and σi ≥ 0.

Although the Fujita type critical blow-up exponent to the system (1) with
N = 2 and σi = 0 was established by Escobedo-Herrero[2], their proofs were
rather complicated.

Huang-Mochizuki[6] and Mochizuki[11] simplified their proof and also de-
termined the “second cut off” on the decay rate of initial data. The asymp-
totic behavior of global solutions was also studied in [6] and [11] for the case
N = 2 and σi ≥ 0.

Our result is a natural extension of [6]. We emphasize that our proof
gives a unified approach to show blow-up results, although the proof in [6]
for the case σi > 0 is slightly different from the one for case σi.

For a big system (1) with N ≥ 3 and σi = 0, the auther [16] and
Renc�lawowicz[15] (see also [14]) determined independently the Fujita type
critical blow-up exponent. See also [3] for large initial data. The methods in
[16] and [15] are different, Moreover, in [16] we also determined the “second
cutoff” on the decay rate of initial data.

On results extend the results of [16], the novelty of this paper is the choice
of an appropriate weighted function space in which the system (1) is locally
well-possed, a unified approach to establish blow-up results and a systematic
controls of solutions.

Finally, we remark on the problem to estimate the life span T ∗(u0) as
λ go to 0 or ∞, when the initial data has the form (7). Such problem was
studied by Mochizuki[11], Pinsky[13] and Kobayashi[8, 9]. However, it is an
open problem to obtain sharp estimate of the life span T ∗(u0) for general
N ≥ 3 even in the case σi = 0.

5



The rest of the paper is organized as follows. In section 2, we note prelim-
inary results including the local existence for (1) and some useful lemmas. In
section 3, we prove the blow-up results (Theorems 1, 2(i) and 3). In section
4, we show the result of global existence (Theorem 2 (ii)).

2 Preliminaries

First, we note useful lemmas. The lemmas are well-known and are used
throughout this paper. But the proof of Lemma 2.6 is complicated for the
case N ≥ 3. We need to control the precise estimate by induction.

We set for γ > 0

ηγ(x, t) = S(t) < x >−γ . (14)

Lemma 2.1. Let γ > 0, 0 ≤ δ ≤ min{d, γ}. Then we have

‖ηγ(x, t)‖∞,δ ≤
{

C(1 + t)(−min{d,γ}+δ)/2

C(1 + t)(−d+δ)/2 log(2 + t)
(γ �= d),
(γ = d).

Proof. See [6, Lemma 2.1] or [10, Lemma 2.12]. �

Lemma 2.2. (i) The following inequality holds

ηγ(x, t) ≥ C min{< x >−γ, (1 + t)−γ/2}.
(ii) We have in Rd × (0,∞)

|x|σηa(x, t)p ≤
{

C(1 + t)(σ+b−min{a,d}p)/2ηb(x, t)
C(1 + t)(σ+b−dp)/2[log(2 + t)]pηb(x, t)

(a �= d),
(a = d).

(15)

Proof See [6, Lemmas 4.1 and 4.2]. �

Now, we establish the local solvability of the Cauchy problem (1). Basi-
cally, we follow the same argument as in [6].

For arbitrary T > 0, let

ET = {u : [0, T ] → (L∞)N ; ‖u‖ET
< ∞}, (16)

where

‖u‖ET
= sup

t∈[0,T ]

{
N∑

i=1

‖ui(t)‖∞,δi}.

We consider in ET the related integral system

ui(t) = S(t)ui,0 +

∫ t

0

S(t − s)
(|x|σiupi

i+1(s)
)
ds, (17)
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where i ∈ N∗. Note that in the closed subset PT = {u ∈ ET ; ui ≥ 0, i ∈ N∗}
of ET , (1) is reduced to (17). Define

Ψ(u) = (S(t)u1,0 + Φ1(u2), S(t)u2,0 + Φ2(u3), ..., S(t)uN,0 + ΦN (u1)), (18)

where

Φi(ui+1) =

∫ t

0

S(t − s)
(|x|σiupi

i+1(s)
)
ds (i ∈ N∗).

Then a fixed point u of Ψ corresponds to a solution of (1).
Lemma 2.3 (i) Let ui,0 ∈ Iδi (i ∈ N∗). Then (S(·)u1,0, S(·)u2,0

, . . . , S(·)uN,0) ∈ ET for any T > 0 and we have

‖S(·)u1,0, S(·)u2,0, ..., S(·)uN,0‖ET
≤ C

N∑
i=1

‖ui,0‖∞,δi.

(ii) Let u ∈ ET . Then (Φ1(u2), Φ2(u3), ..., ΦN(u1)) ∈ ET and we have

‖Φ1(u2), Φ2(u3), ..., ΦN(u1))‖ET
≤ CT

N∑
i=1

‖Ui‖pi

ET
,

where 


U1

U2
...

UN−1

UN


 =




0 u2 0 0 . . . 0 0
0 0 u3 0 . . . 0 0
...

...
...

...
. . .

...
...

0 0 0 0 . . . 0 uN

u1 0 0 0 . . . 0 0


 .

Proof. (i) is obvious from Lemma 2.1 with γ = δi (i ∈ N∗).
(ii) Note That∫ t

0

S(t− s)| · |σiupi

i+1(s)ds

≤
∫ t

0

S(t− s) < · >σi−δi+1pi ds sup
s∈[0,t]

‖ui+1(s)‖pi

∞,δi+1
.

By a simple calculation (see (4) ) −σi + δi+1pi = δi < d. Then it follows from
Lemma 2.1 with γ = δi (i ∈ N∗) that

‖S(t− s) < · >σi−δi+1pi ‖∞,δi ≤ C,
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Thus we have∥∥∥∥
∫ t

0

S(t− s)| · |σiupi
i+1(s)ds

∥∥∥∥
∞,δi

≤ Ct sup
s∈[0,t]

‖ui+1(s)‖pi

∞,δi+1

for i ∈ N∗. These inequalities conclude the assertion (ii). �

Now we can prove the following
Theorem 2.4. Assume that u0 is a vector of nonnegative bounded con-

tinuous functions such that ui,0 ∈ Iδi (i ∈ N∗). Then there exists 0 < T ≤ ∞
and a unique vector u(t) ∈ PT which solves (1) in Rd × [0, T ) .

Proof. Let BR = {u ∈ ET ; ‖u‖ET
≤ R}. We consider two vector-

valued functions v1(x, t) = (v1,1(x, t), v1,2(x, t), . . . , v1,N(x, t)) and v2(x, t) =
(v2,1(x, t), v2,2(x, t), . . . , v2,N(x, t)). For Ψ in (18), we have

‖Ψ(v1) − Ψ(v2)‖ET
‖(Φ1(v1,2) − Φ1(v2,2), Φ2(v1,3) − Φ2(v2,3)

, ..., ΦN−1(v1,N) − ΦN−1(v2,N), ΦN(v1,1) − ΦN (v2,1))‖ET
. (19)

We consider i-th term of ‖Ψ(v1) − Ψ(v2)‖ET
,

|Φi(v1,i+1) − Φi(v2,i+1)| < x >δi

≤
∫ t

0

S(t − s)|x|σi

∣∣∣|v1,i+1(s)|pi − |v2,i+1(s)|pi

∣∣∣ds < x >δi .

We consider this expression in BR ∩ PT for R sufficient large. From proof of
Lemma 2.3 (ii),

|Φi(u1,i+1) − Φi(u2,i+1)| < x >δi

≤ CT sup
s∈[0,t]

‖vpi
1,i+1(s) − vpi

2,i+1(s)‖∞,δi+1

≤ CT sup
s∈[0,t]

‖Rpi−1pi (v1,i+1(s) − v2,i+1(s)) ‖∞,δi+1 (20)

Substitute (20) into (19). Since we can put T is small enough for R, we
obtain

‖Ψ(v1) − Ψ(v2)‖ET
≤ CTRmaxi{pi}−1 max

i
{pi}‖v1 − v2‖ET

≤ ρ‖v1 − v2‖ET

for some ρ < 1. Then Ψ is a strict contraction of BR ∩PT into itself, whence
there exists a unique fixed point u ∈ BR ∩ PT which solves (4). �

Next, we establish key estimate of solutions which will be used show blow
up results.

Lemma 2.5. Let u0 �≡ 0 and u be the solutions of (1) with initial data
u0. Then there exist τ = τ (u0) ≥ 0 and constants C > 0, ν > 0 such that

ui(x, τ ) ≥ Ce−ν|x|2 (i ∈ N∗). (21)
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Proof. (cf. [2, Lemma 2.4]) Assume for instance that u1,0 �≡ 0. By
shifting the origin if necessary, we may assume that there exists R > 0 such
that ν = inf{u1,0(ξ) : |ξ| ≤ R} > 0. Since u(x, t) ≥ S(t)u1,0(x), it follows
that

u1(x, t) ≥ ν exp(−|x|2
2t

)(4πt)−d/2

∫
|y|≤R

exp(−|y|2/2t)dy.

Define ū1(t) = u1(t + τ1) for some τ1 > 0. Then, we obtain

ū1(x, 0) = u1(x, τ1) > c1 exp(−α1|x|2) (22)

with

α1 =
1

2τ1
, c1 = ν(4πτ1)−d/2

∫
|y|<R

exp

(
−|y|2

2τ1

)
dy. (23)

Substituting (22) in N -th equation of (17), we obtain

uN(x, t) ≥
∫ t

0

S(t − s)|x|σNupN
1 (s)ds

≥ cpN
1

∫ t

τ1

S(t − s)|x|σN exp(pNα1|x|2)ds.

Since for ν > 0 and σ ≥ 0,

S(t)
(|x|σe−ν|x|2) ≥ Cσ(2t)σ/2(2νt + 1)−(d+σ)/2e−|x|2/2t, (24)

where

Cσ = (2π)−d/2

∫
Rd

|x|σe−|x|2dx. (25)

( See [6, Lemma 3.2] ), we obtain

uN (x, t) ≥
∫ t

τ1

c1CσN
{2(t − s)}σN /2

{2α1(t − s) + 1}−(σN +d)/2
exp

(
− |x|2

2(t − s)

)
ds

≥
∫ (t+τ1)/2

τ1

c1CσN
(t − τ1)σN /2

{2α1(t − τ1) + 1}−(σN+d)/2
exp

(
− |x|2

2(t − τ1)

)
ds

≥ c1CσN
(t − τ1)1+σN /2

2{2α1(t − τ1) + 1}−(σN+d)/2
exp

(
− |x|2

2(t − τ1)

)
,
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where CσN
is defined in (25). Define ūN(t) = uN(t + τN) for some τN > τ1.

Then, we obtain

ūN (0) = uN(τN ) > cN exp(−αN |x|2) (26)

with 
 α1 =

1

2(τN − τ1)
,

cN = c1CσN
(τN − τ1)1+σN /2{2α1(τN − τ1) + 1}−(σN +d)/2.

(27)

By repeating this argument, we obtain same results for uN , uN−1, . . . , u2.
This completes the proof. �

We suppose α1 + δ1 = d. Let u(t) ∈ ET be a nontrivial solution of (1).
By Lemma 2.4, we may assume

u1,0 ≥ Ce−µ|x|2

for some C > 0 and µ > 0.
Lemma 2.6. We assume α1 + δ1 = d. Then we have

u1(x, t) ≥ Ct−d/2e−|x|2/t log(t/(2a)) (a ≤ t < T ),

where a > 0 is a small constant.
Proof. Put the sequences {Pl}N

l=1 and {Ql}N
l=1 satisfies PN = (2 + σN)/2,

Pl = plPl+1 + (2 + σl)/2 and Ql = dplpl+1 . . . pN/2. From (17), we have

u1(x, t) ≥ S(t)u1,0(x) ≥ C(4µt + 1)−d/2e−|x|2/(4t+1/µ).

Thus, we have

uN(x, t) ≥
∫ t

0

S(t− s)|x|σN u1(x, s)pNds

≥
∫ t

0

(4s + 1/µ)
−dpN /2

S(t − s)|x|σNe−pN |x|2/(4s+1/µ)ds.

Since

S(t)|x|σNe−pN |x|2/(4s+1/µ) ≥ CtσN

{
2pN t

4s + 1/µ
+ 1

}−(d+σN )/2

e−|x|2/2t,

we obtain

uN (x, t) ≥ C

∫ t/2

t/4

(4s + 1/µ)−dpN /2 (t− s)σN /2e−|x|2/2(t−s)ds

≥ CtPN (t + 1)−QN e−|x|2/t.
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Substitute this into uN−1(x, t) ≥ ∫ t

0
S(t − s)|x|σN−1uN(x, s)pN−1. Then we

have

uN−1(x, t) ≥
∫ t

0

spN−1PN+σN−1/2(s + 1)−pN−1QN

{
2pN−1(t − s)

s
+ 1

}−(d+σN−1)/2

e−|x|2/(t−s)ds

≥ Ce−|x|2/t

∫ t/2

t/4

(s + 1)−QN−1spN−1PN+σN−1/2ds

≥ C(t + 1)−QN−1tPN−1e−|x|2/t

by (24) again. By repeating this argument, we have

u2 ≥ C(t + 1)−Q2tP2e−|x|2/t

by using (24) again. Thus we obtain

u1(x, t) ≥ C

∫ t

0

(s + 1)−p1Q2sp1P2+σ2/2

×
{

2p1(t − s)

s
+ 1

}−(d+σ1)/2

e−|x|2/(t−s)ds

≥ C(t + 1)−d/2e−|x|2/t

∫ t/2

a

s−Q1+P1−1ds

for small a > 0. Since α1 + δ1 = d and Q1 = P1, we have

u1(x, t) ≥ C(t + 1)−d/2e−|x|2/t

∫ t/2

a

s−1ds ≥ Ct−d/2e−|x|2/t log(t/2a)

for a < t < T . �

3 Proof of blow-up results

In this section we summarize several blow-up conditions which follow from
Theorem 3.2. Here, we take the same strategy as in [6] and [11]. Actually,
we can deduce our blow-up problem to the one for the systems of ordinary
differential equations with a parameter ε > 0. We found a nice scaling to
reduce the problem furthermore to the one for a simpler (ε-independent)
system of ordinary differential equations. This gives us a uniform treatment
of our blow up results.
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Let ρε(x) = (ε/π)d/2e−ε|x|2, ε > 0. For a solution u(t) ∈ ET of (1) we put

Fi,ε(t) =

∫
Rd

ui(x, t)ρε(x)dx (i ∈ N∗). (28)

Since −∆ρε(x) ≤ 2dερε(x), the pair {2dε, ρε(x)} is regarded as an approx-
imate principal eigensolution of −∆ in Rd. With this fact and Jensen’s
inequality we easily have

F ′
i,ε(t) ≥ −2dεFi,ε(t) + Cpiε

−σi/2Fi+1,ε(t)
pi (i ∈ N∗), (29)

where

Cpi =

(
π−d/2

∫
Rd

|x|−σi/(pi−1)e−|x|2dx

)−pi+1

for pi > 1 and Cpi = 1 for pi = 1.
Let us consider the system of ordinary differential equations{

f ′
i,ε(t) = −2dεfi,ε(t) + Cpiε

−σi/2fi+1,ε(t)
pi (i ∈ N∗),

fi,ε(0) = Fi,ε(0), (i ∈ N∗).
(30)

By the scaling with (4)

fi(t) =
(CpiC

pi
pi+1

C
pipi+1
pi+2 . . . C

pipi+1...pi+N−2
pi+N−1 )1/(p1p2...pN−1)

2dαi/2ε(αi+δi)/2
fiε

(
t

2dε

)

for i ∈ N∗, we obtain the simpler system of equations

f ′
i(t) = −fi(t) + fi+1(t)pi(i ∈ N∗). (31)

Lemma 3.1. Let f(t) = (f1(t), f2(t), ..., fN(t)) be the solution to (31)
with the initial data

f1(0) = f0 > 1, fj(0) = 0 (j ∈ N∗\{1}).

If f0 is sufficiently large, then f(t) blows up in a finite time. Moreover, the
life span T0 of f(t) is estimated from above by

T0 ≤ t0 +

∫ ∞

QN
i=1 fi(t0)

{C1(p)ξC2(p)+1 − Nξ}−1dξ, (32)

12



where

C1(p) =
N∏

i=1

1

ββi
i

(
βi =

αi+1∑N
j=1 αj

(i ∈ N∗)

)
,

C2(p) =
2∑N

i=1 αi

,

and 0 < t0 < T0 is chosen to satisfy {∏N
i=1 fi(t0)}C2(p) > N .

Proof We take the same strategy as in [11, Lemma2.2]. Multiplying et

on the both sides of (31), we have

fl(t) = e−t

∫ t

0

esfpl

l+1(s)ds. (33)

for l ∈ N∗, and iteration these equation, we have

f1(t) =etf0 + e−t

∫ t

0

e(1−p1)s1

[∫ sN

0

e(1−p2)s2 × . . . ×
(∫ s3

0

e(1−pN−1)s2 (34)

×
{∫ s2

0

es1f1(s1)pNds1

}pN−1

ds2

)pN−2

. . . dsN−1

]p2

dsN .

Let f0 > 1 be chosen large enough to satisfy

inf
t0>0

{
et0f0 + 2p1p2...pNe−t0g(t0, 0)

}
≥ 2p1p2...pN − δ, (35)

where δ > 0 is a small constant satisfying δ < 2p1p2...pN − 2, and

g(ta, tb) =

∫ ta

tb

e(1−p1)s1

[∫ s1

tb

e(1−p2)s2 × . . . ×
(∫ sN−3

tb

e(1−pN−2)sN−2

{∫ sN−2

tb

esN−1(1 − e−sN−1)pN−1dsN−1

}pN−2

dsN−2

)pN−3

. . . ds2

]p2

ds1.

We shall first show that under this condition f1(t) > 2 for any 0 < t < T0.
Assume the contrary that there exist 0 < t1 < T0 such that f1(t) > 2 in
0 ≤ t < t1 and f1(t1) = 2. Then it follows from (34) and (35) that

2 = f1(t1) ≥ et1f0 + 2p1p2...pN e−t1g(t1, 0)

and a contradiction occurs. Next, we shall show that limt→T0 f1(t) = ∞
(T0 ≤ ∞). Assume to the contrary that there exist a sequence {tj} such that

13



limtj→∞ f1(tj) = M for some 2 ≤ M < ∞.

We choose ε > 0 and t∗ > 0 to satisfy M < (M − ε)p1p2...pN and f1(t) > M − ε
in t∗ < t < T . It then follows from (34) that

f1(tj) ≥ etjf0 + 2p1p2...pN e−tjg(t∗, 0) + (M − ε)p1p2...pN e−tjg(tj, t∗)

→ (M − ε)p1p2...pN > M (tj → ∞).

and we have contradiction and limt→T0 f1(t) = ∞. Noting (33), we now
conclude

lim
t→T0

f2(t) = lim
t→T0

f3(t) = . . . = lim
t→T0

fN (t) = ∞ (T0 ≤ ∞). (36)

To complete the assertion we put h(t) = f1(t)f2(t) . . . fN(t) .Then by (31)
and Young’s inequality,

h′(t) ≥ −Nh(t) + C1(p)h(t)C2(p)+1. (37)

Integrating this, we obtain

t − t0 ≤
∫ h(t)

h(t0)

{
C1(p)ξC2(p)+1 − Nξ

}−1
dξ.

Since p1p2 . . . pN > 1 and C2(p) + 1 > 1, this and (36) show that h(t) blows
up in a finite time and the life span T0 is estimated by (32). �

Let us consider the solution fε(t) = (f1ε(t), f2ε(t), ..., fNε(t)) of (30). As
is shown in Lemma 3.1, there exists Ai > 0 for some i ∈ N∗ such that if

Fi,ε(0) > Ai(2dε)(αi+δi)/2, (38)

then Fε = (F1,ε(t), F2,ε(t), ..., FN,ε(t)) blows up in a finite time. Moreover, its
life span is estimated from above by (2dε)−1T0 .

Theorem 3.2. Let Fε(t) satisfy differential inequalities (29). If (38) is
satisfied for some ε > 0, then Fε(t) blows up in finite time. Moreover, its life
span is estimated from above by (2dε)−1T0. Then, we obtain

T ∗(u0) ≤ (2dε)−1T0. (39)

Proof of Theorem 1. First, we consider the noncritical case as maxi∈N∗

{αi + δi} > d . Without loss of generality, we can let α2 + δ2 > d. By means
of a comparison principle and Lemma 2.5, we can assume u2,0 ∈ L1(Rd) and∫

Rd

u2,0(x)dx > 0.

14



The Lebesgue’s dominated convergence theorem then shows the existence of
ε0 such that

F2,ε(0) =
( ε

π

) d
2

∫
Rd

u2,0(x)e−ε|x|2dx ≥ 1

2

( ε

π

) d
2

∫
Rd

u2,0(x)dx

for any 0 < ε ≤ ε0. Since α2 + δ2 > d by the assumption, this implies that
the condition (38) of Theorem 3.2 is satisfied if ε is sufficiently small. Thus,
Fε(t) blows up in a finite time.

Next, we consider the critical case as maxi∈N∗{αi + δi} = d. For each
nontrivial solution u(t) ∈ ET of (1), it follows from Lemma 2.6 that

S(t)u1(0, t) ≥ Ct−d/2 log(t/2a)

∫
Rd

e−5|x|2/4tdx ≥ Ct−d/2 log(t/2a) (40)

in a < t < T ∗. Contrary to the conclusion, assume that u is global. Then by
Theorem 3.2 it holds that

F1,ε(t) = (ε/π)d/2

∫
Rd

u1(x, t)e−ε|x|2dx ≤ A1ε
(α1+δ1)/2

for any t ≥ 0 and ε > 0. Thus, choosing ε = (4t)−1, we obtain

F1,1/4t(t) = S(t)u1(0, t) ≤ A1(4t)
−(α1+δ1)/2 = A1(4t)

−d/2.

This and (40) contradict to each other if T ∗ = ∞.
The proof of Theorem 1 is thus complete. �

Proof of Theorem 2 (i). If u1,0 ∈ Ia1 with a1 < α1 + δ1 < d, we have

F1,ε(0) = (ε/π)d/2

∫
Rd

u1,0(x)e−ε|x|2dx = π−d/2

∫
Rd

u1,0(ε
−1/2x)e−|x|2dx.

Then it follows that

ε−(α1+δ1)/2F1,ε(0) ≥ Cε−(α1+δi−a)/2π−d/2

∫
Rd

|x|−a1e−|x|2dx > A1

for sufficiently small ε > 0. If i ∈ N∗\{1}, we can obtain a similar estimate
for Fi,ε. Thus Fε(t) blows up in a finite time by Theorem 3.2.

Proof of Theorem 3. We then have for any i ∈ N∗,

Fi,ε ≥ C(ε/π)d/2

∫
Rd

e−(ε+ν0)|x|2dx = C

(
ε

ε + ν0

)d/2

.

So, if we choose ε = 1 and C > (2π)d/2 maxi∈N∗{Ai}(1+ν0)
d/2, the condition

of Theorem 3.2 is also satisfied in this case. �
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4 Proof of global existence

In this section we require maxi∈n∗{αi + δi} < d, and treat the existence of
global solutions of (1), and we show Theorem 2 (ii).

First note that condition (9) can be replaced by ui,0 ∈ I âi (i ∈ N∗) since
we have Iai ⊂ I âi (i ∈ N∗). Then, to establish Theorem 2 (ii), we have only
to consider the special case âi = ai (i ∈ N∗). As is easily seen, in this case
condition (11) is equivalent to

piai+1,d − ai > 2 + σi (i ∈ N∗), (41)

where aj,d = min{aj, d}.
Using η defined in (14), we define the Banach spaces Eη and X as

Eη =

{
u; ‖u‖Eη ≡

N∑
i=1

(|‖ui/ηai |‖∞) < ∞
}

,

and

X =

{
v; |‖v/ηaN

|‖∞ < ∞
}

,

where

|‖w|‖∞ = sup
(x,t)∈Rd×(0,∞)

|w(x, t)|.

(17) is reduced to

uN(t) = V (t)(u0, uN), (42)

where V (t) is made by iteration and

V (t)(u0, v) = S(t)uN,0 +

∫ t

0

S(t − s1)|x|σN

(
S(s1)u1,0

+

∫ s1

0

S(s1 − s2)|x|σ1

{
. . . |x|σN−2

[
S(sN−1)uN−1,0

+

∫ sN−1

0

S(sN−1 − sN)vpN−1(sN)dsN

]pN−2

. . .

}p1

ds2

)pN

ds1.

Here, if V is a strict contraction, its fixed point yields a solution of (1).
Moreover, using that (a + b)p ≤ 2p−1(ap + bp) for a > 0, b > 0, p ≥ 1,

V (t)(u0, v) ≤ T (t)(u0) + Γ(t)(v),
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where

T (t)(u0) = S(t)uN,0 + 2pN−1

∫ t

0

S(t− s1)|x|σN (S(s1)u1,0)
pNds

+ 2pN pNp1−2

∫ t

0

S(t− s1)|x|σN

×
(∫ s1

0

S(s1 − s2)|x|σ1 {S(s2)u2,0}p1 dr

)pN

ds + . . .

+ 2pN+pN p1+...+pN p1...pN−2−N+1

∫ t

0

S(t − s1)|x|σN

[∫ s1

0

S(s1 − s2)|x|σ1

{
. . . |x|σN−3

(∫ sN−2

0

S(sN−2 − sN−1)|x|σN−2

× [S(sN−1)uN−1,0]
pN−2dsN−1

)σN−3

. . .

}p1

ds2

]pN

ds1,

and

Γ(t)(v) = 2pN+pN p1+...+pN p1...pN−2−N+1

×
∫ t

0

S(t − s1)|x|σN

(∫ s1

0

S(s1 − s2)|x|σ1

{
. . . |x|σN−2

{∫ sN−1

0

S(sN−1 − sN)|x|σN−1vpN−1(sN )dsN

}pN−2

. . .

}p1

ds2

)pN

ds1.

Lemma 4.1.
(i) Let u0 satisfy (9). Then T (·)(u0) ∈ X and

|‖T (·)(u0)/ηaN
(·)|‖∞

≤ C
(
‖uN,0‖∞,aN

+ ‖u1,0‖pN∞,a1
+ ‖u2,0‖pN p1∞,a2

+ . . . + ‖uN−1,0‖pN p1...pN−2∞,aN−1

)
.

(ii) Γ maps X into itself and

|‖Γ(v)/ηaN
|‖∞ ≤ C|‖v/ηaN

|‖p1p2p3...pN∞ .

Proof. (i) (cd. [6, Lemma 4.3].) By (14) and (15) in Lemma 2.2, we
obtain T (t)(u0) = I1 + I2 + . . . + IN , where

I1 ≤ ‖uN0‖∞,aN
ηaN

(t),

I2 ≤ 2pN−1

∫ t

0

S(t− s)|x|σN (ηa1‖u1,0‖∞,a1)
pNds ≤ C‖u1,0‖pN∞,a1

ηaN
(t),
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and by same argument, we have

I3 ≤ C‖u2,0‖p1pN∞,a1
ηaN

(t),

...

IN ≤ C‖uN−1,0‖pN p1...pN−2∞,aN−1
ηaN

(t).

(ii) By (14) and (15)

Γ(v) ≤C|‖v/ηaN
|‖p1p2...pN∞

∫ t

0

S(t − s1)|x|σ2

(∫ s1

0

S(s1 − s2)|x|σ3

{
. . . |x|σN

{∫ sN−1

0

S(sN−1 − sN)|x|σ1ηaN
(sN )p1dsN

}pN

. . .

}p3

ds2

)p2

ds1

≤C|‖v/ηaN
|‖p1p2...pN∞

∫ t

0

ηa1(s)pNds ≤ C|‖v/ηaN
|‖p1p2...pN∞ ηaN

.

Proof of Theorem 2 (ii). Let

C
(
‖uN,0‖∞,aN

+ ‖u1,0‖pN∞,a1
+ ‖u2,0‖pNp1∞,a2

+ . . . + ‖uN−1,0‖pN p1...pN−2∞,aN−1

)
≤ m,

‖ui‖∞,ai ≤ m (i ∈ N∗), Bm = {v ∈ X : |‖v/ηa3|‖∞ ≤ 2m} and P = {u ∈
X; u ≥ 0}. Here the constant C is the one appeared in Lemma 4.1. Then we
shall show that V (u0, v) is a strict contraction of Bm ∩P into itself provided
m is small enough.

It is trivial that V maps P into P . We shall show that V maps Bm → Bm.
If m is small enough, then

V (t)(u0, v)/ηaN
≤ m + C(2m)p1p2...pN ≤ 2m.

This proves that V maps Bm → Bm.
Now, we show that V (u0, v) is a strict contraction on Bm ∩ P . Using

|ap−bp| ≤ p(a+b)p−1|a−b| for a > 0, b > 0 and p ≥ 1, with v = max{v1, v2},
we can estimate as follows.

|V (t)(u0, v1) − V (t)(u0, v2)|
≤ C

∫ t

0

S(t − s1) × J1 ×
∫ s1

0

S(s1 − s2) × J2 ×

. . . ×
∫ sN−2

0

S(sN−2 − sN−1) × JN−1 × JNdsN−1 . . . ds2ds1
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where

Jl(x, r) = 2|x|σl−1

(
S(r)ul,0(x) +

∫ r

0

S(r − sl+1)|x|σl

{
S(sl+2)ul+1,0

+

∫ sl+1

0

(x)S(sl+1 − sl+2) . . . |x|σN−2

[
S(sN−1)uN,0(x)

+

∫ sN−1

0

S(sN−1 − sN)|x|σN−1vpN−1(sN )dsN

]pN−2

. . . dsl+2

}pl

dsl+1

)pl−1−1

.

with l = 1, 2, . . . , N − 1, and

JN =

∫ sN−1

0

S(sN−1 − sN )|x|σN−1|vpN−1

1 (sN) − v
pN−1

2 (sN )|pN−1dsN .

Noting (a + b)p ≤ 2max{p−1,0}(ap + bp) for a > 0, b > 0 and p ≥ 0, we find[
S(sk−1)uk,0(x) +

∫ k−1

0

S(sk−1 − sk)|x|σk−1vpk−1dsk

]q

≤ C

{
[S(sk−1)uk,0(x)]q +

[∫ k−1

0

S(sk−1 − sk)|x|σk−1vpk−1dsk

]q
}

≤ C‖uk0‖q
∞,ak−1

ηq
ak−1

(sk−1)

×
(∫ sk−1

0

S(sk−1 − sk)|x|σk−1‖v‖pk−1∞,ak
ηpk−1

ak
(sk)dsk

)q

.

For some q > 0 and v ∈ Bm, by Lemma 2.2 (ii) and (41),[
S(sk−1)uk,0(x)+

∫ k−1

0

S(sk−1 − sk)|x|σk−1vpk−1dsk

]q

≤ C (mq + C(2m)pk−1q) ηq
ak−1

(sk−1).

Then, by this fact and using Lemma 2.2 (ii) and (41) some times, we have

Jl ≤ Cmpl−1−1|x|σl−1ηpl−1−1
al

(sl)

for l = 1, 2, . . . , N − 1, and

JN ≤ CmpN−1−1(|v1 − v2|/ηaN
)ηaN−1

.

Thus, we obtain for some C > 0.

‖V (t)(u0, v1) − V (t)(u0, v2)‖ηaN
≤ Cmp1+p2+...+pN−N‖v1 − v2‖ηaN

.
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Since pi ≥ 1 (i ∈ N∗) and p1p2 . . . pN > 1, V (t) is a strict contraction of
Bm ∩ P into itself provided m is small enough. Hence, there exists a unique
fixed point v = (uN) ∈ X which solves (42). We substitute v = uN into (17).
Then the vector u solves (17). Moreover, since uN ∈ Bm, we find

uN ≤ CS(t) < x >−aN .

By the same reason as in the proof of Lemma 4.3, we have

|uN−1(x, t)| ≤ ηaN−1
(x, t)

{‖uN−1,0‖∞,aN−1
+ C|‖uN/ηaN

|‖∞
}

,

and

|ul(x, t)| ≤ ηal
(x, t)

{‖ul,0‖∞,al
+ C|‖ul+1/ηal+1

|‖∞
}

,

for l = N − 2, N − 1, . . . , 2, 1. Then ui ∈ Bm(i ∈ N∗) and the proof of
Theorem 3 is completed. �
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