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Abstract: We obtain a limit theorem of a 1-dimensional sticky reflected random
walk Xλ

n with state space [0,∞). Xλ
n behaves like a normal random walk if it is away

from the origin. Once Xλ
n reaches to 0, it stays 0 for a while and is repelled to the

positive region. We consider a tightness of Xλ
n and a martingale problem for a

discontinuous function.

1 Introduction

Let µλ
W , λ ∈ (0, 1], be probability distributions on R, µλ

Z+, λ ∈ (0, 1], be probabil-
ity distributions on (0,∞), and pλ ∈ (0, 1], λ ∈ (0, 1]. We assume the following.
(A.1) There exist constants a > 0 and K > 0 such that

sup
λ∈(0,1]

∫
R

ea|x|µλ
W (dx) < ∞,∣∣∣∣∫

R

xµλ
W (dx)

∣∣∣∣ ≤ Kλ2,

∫
R

x4µλ
W (dx) +

∫ ∞

0

x4µλ
Z+(dx) ≤ Kλ4, λ ∈ (0, 1].

(A.2) There exist constants σ > 0,mZ+ > 0 and p > 0 such that

lim
λ→0

λ−2

∫
R

x2µλ
W (dx) = σ2, lim

λ→0
λ−1

∫ ∞

0

xµλ
Z+(dx) = mZ+, lim

λ→0
λ−1pλ = p.

For each λ ∈ (0, 1], let {W λ
n }∞n=1, {Zλ

n}∞n=1 be families of random variables defined
on (Ω,F ,P) satisfying the following conditions.
(1) W λ

n , Zλ
n , n = 1, 2, · · · , are independent,

(2) W λ
n , n = 1, 2, · · · , have the same probability law µλ

W ,
(3) Zλ

n , n = 1, 2, · · · , have the same probability law, Zλ
n ≥ 0 a.s.,

P(Zλ
n = 0) = 1 − pλ, and P(Zλ

n ∈ dx|Zλ
n > 0) = µλ

Z+(dx), n = 1, 2, · · · .
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Let mW (λ), vW (λ, p),mZ(λ), v(λ, p),mZ+(λ) and vZ+(λ, p), λ ∈ (0, 1], p ∈ (1,∞),
be given by the following.

mW (λ) =

∫
R

xµλ
W (dx), vW (λ, p) =

∫
R

|x − mW (λ)|pµλ
W (dx),

mZ(λ) = pλ

∫
(0,∞)

xµλ
Z+(dx), v(λ, p) =

∫
R

|x|pµλ
W (dx) ∨

∫
(0,∞)

|x|pµλ
Z+(dx),

mZ+(λ) =

∫
(0,∞)

xµλ
Z+(dx), and vZ+(λ, p) = pλ

∫
(0,∞)

|x|pµλ
Z+(dx).

Let Fn = Fλ
n = σ(W λ

m, Zλ
m; 0 ≤ m ≤ n). We define a family of random variables

{Xλ
n(x)}∞n=0 for each x ∈ [0,∞) and λ ∈ (0, 1], inductively by

Xλ
0 (x) = x

Xλ
n+1(x) =


(Xλ

n(x) + W λ
n+1) ∨ 0, Xλ

n(x) > 0,

Zλ
n+1, Xλ

n(x) = 0.

Then we see that {Xλ
n(x)}∞n=0 is a Markov process. Let

Sλ
n(x) = x +

n∑
k=1

W λ
k , λ ∈ (0, 1],

τ(x) = τλ(x) = inf{n ≥ 0;Xλ
n(x) = 0} = inf{n ≥ 0;Sλ

n(x) ≤ 0},
and

c(λ, η) = E
[
e−

√
2η
σ

W λ
1

]
.

We assume following furthermore.
(B.1) mW (λ) = 0.

(B.2) lim η→0 lim λ→0

∫ ∞

0

E
[
c(λ, η)−τ (x)

(−λ−1Sλ
τ (x)(x)

)]
µλ

Z+(dx)

= lim η→0 lim λ→0

∫ ∞

0

E
[
c(λ, η)−τ (x)

(−λ−1Sλ
τ (x)(x)

)]
µλ

Z+(dx) = β.

(B.3) lim
η→0

lim
λ→0

1

λ
√

η

∫ ∞

0

E

[
c(λ, η)−τ (x)

(
e−

√
2η
σ

Sλ
τ(x)

(x) − 1 +

√
2η

σ
Sλ

τ (x)(x)

)]
µλ

Z+(dx)

= 0.
Let us define stochastic processes {(X̃λ

t (x), S̃λ
t )}t∈[0,∞) by

X̃λ
t (x) = Xλ

[λ−2t](x) + (λ−2t − [λ−2t])(Xλ
[λ−2t]+1(x) − Xλ

[λ−2t](x)), (1)

2



S̃λ
t = Sλ

[λ−2t](0) + (λ−2t − [λ−2t])(Sλ
[λ−2t]+1(0) − Sλ

[λ−2t](0)), (2)

and Qλ be the probability measure induced by {(X̃λ
t (x), σ−1S̃λ

t )}t∈[0,∞) on
(C([0,∞);R2), B(C([0,∞);R2))).

Let {Wt}t∈[0,∞) be the Wiener process. Let Xt be a solution to the following
stochastic differential equation.

Xt = x0 + σ

∫ t

0

1(0,∞)(Xs)dWs + δ

∫ t

0

1{0}(Xs)ds,

and
Xt ≥ 0, t ≥ 0, a.s..

This Stochastic Differential Equation has a unique solution called 1-dimensional
sticky Brownian motion. (see Ikeda-Watanabe [4], p.222, Theorem 7.2.) Let Q be
the probability law of {(Xt,Wt)}t∈[0,∞) on (C([0,∞);R2), B(C([0,∞);R2))). Our
main theorem is the following.

Theorem 1 Qλconverges weakly to Q as λ ↓ 0.

The limit theorem of a discrete process to this sticky Brownian motion has been
studied Amir[1] and Harrison-Lemoine[6]. But both of them only consider special
cases.

In this paper, we show the tightness of the distribution of {Xλ
n(x)}∞n=0 in section 2.

In section 3, we consider the sojourn time of {Xλ
n(x)}∞n=0 at 0 which is important for

the proof of our main theorem. In section 6, we solve martingale problem and prove
our main theorem. In section 7, we show some examples and sufficient conditions of
the assumption of the main theorem.

2 Tightness of {Xλ
n(x)}

In this section, we only assume (A.1) and (A.2). Let {Mλ
n (x)}, {Y λ

n (x)}, {aλ
n(x)},

{Aλ
n(x)} be random variables given by

Mλ
n+1(x) =

n∑
k=0

1(0,∞)(X
λ
k (x))(W λ

k+1 − mW (λ)),

Y λ
n+1(x) =

n∑
k=0

1(0,∞)(X
λ
k (x))mW (λ),

aλ
n+1(x) = Xλ

n+1(x) − Xλ
n(x) − 1(0,∞)(X

λ
n(x))W λ

n+1, n = 0, 1, 2 · · · ,
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and

Aλ
n+1(x) =

n+1∑
k=1

aλ
k(x).

Then we see that Xλ
n(x) = x + Mλ

n (x) + (Y λ
n (x) + Aλ

n(x)).

Proposition 2 For any p ∈ (1,∞), there exists a constant Cp > 0 such that

E[|Xλ
n(x) − Xλ

m(x)|2p]

≤ Cp

{
(mW (λ))2p|n − m|2p + vW (λ, 2p)|n − m|p + v(λ, 2p)|n − m|} ,

n,m ∈ N, m ≤ n.

Proof . Step.1 First, we show the following claim.
Claim.

|Xλ
n(x)−Xλ

m(x)| ≤ 3 max
m≤l≤n

∣∣∣∣∣
l∑

k=m

(W λ
k − mW (λ))

∣∣∣∣∣+2(n−m)|mW (λ)|+2 max
m≤k≤n

|aλ
k(x)|.

Let us prove Claim. In the case min
m≤k≤n

Xλ
k (x) > 0, we have

|Xλ
n(x) − Xλ

m(x)| ≤
∣∣∣∣∣

n∑
k=m+1

(W λ
k − mW (λ))

∣∣∣∣∣+ (n − m)|mW (λ)|,

and so we have our assertion.

Suppose that min
m≤k≤n

Xλ
k (x) = 0. Let r1 = max{m ≤ k ≤ n;Xλ

k (x) = 0} and

r0 = min{m ≤ k ≤ n;Xλ
k (x) = 0}, we have

Xλ
n(x) − Xλ

r1
(x) = (Mλ

n(x) − Mλ
r1

(x)) + (Y λ
n (x) − Y λ

r1
) + aλ

r1+1,

Xλ
r0

(x) − Xλ
m(x) = (Mλ

r0
(x) − Mλ

m(x)) + (Y λ
r0
− Y λ

m(x)) + aλ
r0

,

and
Xλ

r1
− Xλ

r0
= 0.

Note that

|Mλ
r0
− Mλ

m(x)| =

∣∣∣∣∣
r0−1∑
k=m

(W λ
k+1 − mW (λ))

∣∣∣∣∣ ≤ max
m≤l≤n

∣∣∣∣∣
l∑

k=m

(W λ
k − mW (λ))

∣∣∣∣∣ ,
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|Mλ
n (x) − Mλ

r1
| ≤ max

m+1≤l≤n

∣∣∣∣∣
n∑

k=l

(W λ
k − mW (λ))

∣∣∣∣∣
≤ max

m+1≤l≤n

∣∣∣∣∣
n∑

k=m

(W λ
k − mW (λ)) −

l−1∑
k=m

(W λ
k − mW (λ))

∣∣∣∣∣ ≤ 2 max
m≤l≤n

∣∣∣∣∣
l∑

k=m

(W λ
k − mW (λ))

∣∣∣∣∣ ,
|(Y λ

n (x) − Y λ
r1

) + (Y λ
r0
− Y λ

m(x))| ≤
n∑

k=m

|mW (λ)| ≤ 2(n − m)|mW (λ)|,

and
|aλ

r1+1| + |aλ
r0
| ≤ 2 max

m≤k≤n
|aλ

k(x)|.
So we have our Claim.

Step.2 Note that

E

[(
max

m≤k≤n
|aλ

k(x)|
)2p
]
≤ E

[
n∑

k=m+1

(|W λ
k | ∨ |Zλ

k |
)2p

]
≤ |n − m|v(λ, 2p).

Using Claim, we have

E
[|Xλ

n(x) − Xλ
m(x)|2p

] 1
2p

≤ 3E

 max
m≤l≤n

∣∣∣∣∣
l∑

k=m

(W λ
k − mW (λ))

∣∣∣∣∣
2p


1
2p

+2(n−m)|mW (λ)|+2(n−m)
1
2p{v(λ, 2p)} 1

2p .

Since

l∑
k=m

(W λ
k −mW (λ)), l ≥ m, is a martingale, we see by Burkholder’s inequality

that there exists a constant Cp depending only on p such that

E

 max
m≤l≤n

∣∣∣∣∣
l∑

k=m

(W λ
k − mW (λ))

∣∣∣∣∣
2p
 1

2p

≤ CpE

[∣∣∣∣∣
n∑

k=m

(W λ
k − mW (λ))2

∣∣∣∣∣
p] 1

2p

≤ CpE

[
(n − m + 1)p−1

n∑
k=m

(W λ
k − mW (λ))2p

] 1
2p

≤ Cp(n − m + 1)
1
2 (vW (λ, 2p))

1
2p .

This completes the proof.
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Proposition 3 For any p ∈ [2,∞) there exists a constant Cp such that

E

[
max

0≤m<n≤2N ,n−m≤K
|Xλ

n(x) − Xλ
m(x)|2p

]
≤ Cp2

N{(mW (λ))2pK2p−1 + vW (λ, 2p)Kp−1 + v(λ, 2p)K}, N ∈ N, 1 ≤ K ≤ 2N .

Proof . We define nk′ ,mk′ , k′ = 1, 2, · · · , N ′ + 1, by

nk′ = max{k2N ′−k′+1; k ∈ N, k2N ′−k′+1 ≤ n},
and

mk′ = min{k2N ′−k′+1; k ∈ N, k2N ′−k′+1 ≥ m}
for n,m satisfying m ≤ n, n − m ≤ 2N ′+1, 0 ≤ N ′ ≤ N − 1. Then we have

|Xλ
n(x) − Xλ

m(x)|

≤
N ′∑

k′=1

|Xλ
nk′+1

(x) − Xλ
nk′

(x)| + |Xλ
n1

(x) − Xλ
m1

(x)| +
N ′∑

k′=1

|Xλ
mk′

(x) − Xλ
mk′+1

(x)|.

So we have

max
0≤m<n≤2N ,n−m≤2N′+1

|Xλ
n(x) − Xλ

m(x)| ≤ 2

N ′∑
l=0

max
1≤k≤2N−l

|Xλ
k2l(x) − Xλ

(k−1)2l(x)|.

Using Holder’s inequality and Proposition 2, we have

E

[
max

0≤m<n≤2N ,n−m≤2N′+1
|Xλ

n(x) − Xλ
m(x)|2p

]

≤ 22pE

{ N ′∑
l=0

2
l

4p−2

}2p−1{
N ′∑
l=0

2−
l
2 max

1≤k≤2N−l
|Xλ

k2l(x) − Xλ
(k−1)2l(x)|2p

}
≤ 4p

{
2

N′+1
4p−2 − 1

2
1

4p−2 − 1

}2p−1
N ′∑
l=0

2−
l
2
+N−lCp

{
(mW (λ))2p22pl + vW (λ, 2p)2pl + v(λ, 2p)22l

}

≤ 4p

{
2

N′+1
4p−2 − 1

2
1

4p−2 − 1

}2p−1

2NCp

{
(mW (λ))2p2(2p− 3

2)(N ′+1) − 1

22p− 3
2 − 1

+vW (λ, 2p)
2(p− 3

2)(N ′+1) − 1

2(p−3
2
) − 1

+ v(λ, 2p)
2

1
2
(N ′+1) − 1

2
1
2 − 1

}
.
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So there exists a constant C ′
p such that

E

[
max

0≤m<n≤2N ,n−m≤2N′+1
|Xλ

n(x) − Xλ
m(x)|2p

]

≤ C ′
p2

N
{

(mW (λ))2p(2N ′
)2p−1 + vW (λ, 2p)(2N ′

)p−1 + v(λ, 2p)2N ′
}

for any N,N ′ ∈ N satisfying 0 ≤ N ′ ≤ N. Therefore we have

E

[
max

0≤m<n≤2N ,n−m≤K
|Xλ

n(x) − Xλ
m(x)|2p

]
≤ C ′

p2
N{(mW (λ))2pK2p−1 + vW (λ, 2p)Kp−1 + v(λ, 2p)K},

for any constant K satisfying 2N ′ ≤ K ≤ 2N ′+1. This completes the proof.

We define (X̃λ
t , S̃λ

t ), t ∈ [0, T ], by Equations (1) and (2) . Then we have the
following.

Proposition 4 For any T > 0,

lim
ε→0

lim
λ→0

E

[
sup

0≤s<t≤T, t−s≤ε
|X̃λ

t − X̃λ
s |4
]

= 0, lim
λ→0

E

[
sup

0≤t≤T
|X̃λ

t |4
]

< ∞,

lim
ε→0

lim
λ→0

E

[
sup

0≤s<t≤T, t−s≤ε
|S̃λ

t − S̃λ
s |4
]

= 0, and lim
λ→0

E

[
sup

0≤t≤T
|S̃λ

t |4
]

< ∞.

Proof . We may assume that λ <
√

T . Let N be an integer satisfying 2N−1 ≤
λ−2T ≤ 2N − 1. If 0 ≤ s < t ≤ T, and t− s ≤ ε, then 0 ≤ [λ−2s] ≤ [λ−2t] + 1 ≤ 2N ,
and [λ−2t]+1− [λ−2s] ≤ λ−2(t−s)+2 ≤ 2NT−1ε+2. Let k = [λ−2s], and l = [λ−2t].
By Assumption (A.1) and Proposition 3, we see that there exist constants C2 and
K such that

E

[
sup

0≤s<t≤T, t−s≤ε
|X̃λ

t − X̃λ
s |4
]

≤ E

[
sup

0≤k≤l+1≤2N , l+1−k≤2N T−1ε+2

|Xλ
l (x) − Xλ

k (x)|4
]

≤ C22
N

{
K4

(
T

2N−1

)4

(2NT−1ε + 2)3 + K2

(
T

2N−1

)2

(2NT−1ε + 2)
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+K

(
T

2N−1

)2

(2NT−1ε + 2)

}
.

If λ → 0, then N → ∞. So we have

lim
λ→0

E

[
sup

0≤s<t≤T, t−s≤ε
|X̃λ

t − X̃λ
s |4
]
≤ C2T{K4ε3 + 2Kε}.

Therefore we have

lim
ε→0

lim
λ→0

E

[
sup

0≤s<t≤T, t−s≤ε
|X̃λ

t − X̃λ
s |4
]

= 0.

Furthermore, if t = 0 and ε = T , we have

lim
λ→0

E

[
sup

0≤s≤T
|X̃λ

s |4
]

< ∞.

By similar argument for {S̃λ
t }, we have our assertion.

We have the following by Proposition 4 and Billingsley [3], Theorem 7.3, p.82.

Corollary 5 {Qλn;n ≥ 0} is tight as probability measures on C([0,∞);R2), if
λn ↓ 0, n → ∞.

3 Sojourn time of {Xλ
n(x)} at 0

From this Section, we assume Assumption (B.1)-(B.3) throughout this paper. Our
main purpose in this section is to show the following Theorem.

Theorem 6 For any x > 0,

lim
η→0

lim
λ→0

λ2
√

2η E

[ ∞∑
n=0

c(λ, η)−n1{0}(Xλ
n(x))

]
=

σ

p(mZ+ + β)
.

We show some propositions before proving Theorem 6. Let a be the constant in

Assumption (A.1). Let c(λ, η) = E
[
e−

√
2η
σ

W λ
1

]
. Note that c(λ, η) ≥ 1 by Jensen’s

inequality. Since

∣∣∣∣ex − 1 − x − 1

2
x2

∣∣∣∣ ≤ 1

6
|x|3e|x|, we have the following.
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Proposition 7 For any η ∈
(

0,

√
2

8
σa

)
,

lim
λ→0

c(λ, η) − 1

λ2
= η and lim

λ→0
c(λ, η)λ−2

= eη.

Let τ(x) and σ(x) be stopping times given by

τ(x) = τλ(x) = inf{n ≥ 0;Xλ
n(x) = 0},

and
σ(x) = σλ(x) = inf{n > τ(x); Xλ

n(x) > 0}.
Then we have the following.

Proposition 8 For any λ ∈ (0, 1], η ∈
(

0,

√
2

8
σa

)
and x > 0,

E
[
c(λ, η)−τ (x)e

−
√

2η
σ

Sλ
τ(x)

(x)
, τ(x) < ∞

]
= e−

√
2η
σ

x.

Proof . We have

E
[
e−

√
2η
σ

Sλ
n+1(x)|Fn

]
= e−

√
2η
σ

Sλ
n(x)E

[
e−

√
2η
σ

W λ
1

]
= e−

√
2η
σ

Sλ
n(x)c(λ, η).

Let Mn = c(λ, η)−ne−
√

2η
σ

Sλ
n(x). Then Mn is a martingale, and so we have

E[Mn∧τ (x)] = e−
√

2η
σ

x.

By Fatou’s Lemma, we have

E
[
c(λ, η)−τ (x)e−

√
2η
σ Sλ

τ (x), τ(x) < ∞
]
≤ lim inf

n→∞
E[Mn∧τ (x)] ≤ e−

√
2η
σ

x ≤ 1.

On the other hand, we have

Mn∧τ (x) ≤ 1{τ (x)<∞}c(λ, η)−τ (x)e
−

√
2η
σ

Sλ
τ(x)

(x)
+ 1.

Therefore by bounded convergence therorem, we have

E
[
c(λ, η)−τ (x)e

−
√

2η
σ

Sλ
τ(x)

(x)
, τ(x) < ∞

]
= lim

n→∞
E[Mn∧τ (x)] = e−

√
2η
σ

x.
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Proposition 9 Suppose that {νλ,α}λ∈(0,1],α∈[0,1] is a family of distributions on [0,∞)satisfying

sup
λ∈(0,1]

sup
α∈[0,1]

∫ ∞

0

|x|2νλ,α(dx) < ∞. Then we have

lim
η→0

lim
λ→0

sup
α∈[0,1]

1√
η

∫ ∞

0

E[1 − c(λ, η)−τλ
1 (x)]νλ,α(dx) ≤ 2

σ
sup

λ∈(0,1]

sup
α∈[0,1]

∫ ∞

0

x νλ,α(dx).

Proof . By Proposition 7, there exists a constant λ1(η) ∈ (0, 1] for each η ∈(
0,

√
2

8
σa

)
such that 1 ≤ c(λ, η)λ−2 ≤ e2η, for any λ ∈ (0, λ1(η)]. We fix η for a

while. Let α(λ) be a constant satisfying∫
[0,∞)

E[1 − e−2ηλ2τλ
1 (x)]νλ,α(λ)(dx) ≥ sup

α∈[0,1]

∫
[0,∞)

E[1 − e−2ηλ2τλ
1 (x)]νλ,α(dx) − λ,

and let {λm} be a sequence such that λm ↓ 0, m → ∞, and

lim
m→∞

∫
[0,∞)

E[1−e−2ηλ2
mτλm

1 (x)]νλm,α(λm)(dx) = lim
λ→0

sup
α∈[0,1]

∫
[0,∞)

E[1−e−2ηλ2τλ
1 (x)]νλ,α(dx).

Let νm
η denote νλm,α(λm). Since sup

λ∈(0,1]

sup
α∈[0,1]

∫ ∞

0

|x|2νλ,α(dx) < ∞, there exists a

subsequence {λml
} of {λm} such that νml

η converges weakly to a probability measure
νη. Let ξλ,α, λ ∈ (0, 1], α ∈ [0, 1] be a random variable such that its distribution is

νλ,α and it is independent to {W λ
n }. Let S̃λ

t = ξλ,α+Sλ
[λ−2t]+(λ−2t− [λ−2t])W λ

[λ−2t]+1,
Px be the distribution of Brownian motion whose variance is σ and its initial value
is x and Ex denote the expectation under Px. Also, let τ(ε) = τ(ε, w) = inf{t ≥
0;w(t) ≤ −ε}, w ∈ C([0,∞);R). Then we see by invariance principle that for any
t ≥ 0 and ε > 0,

liml→∞

∫
[0,∞)

P
(
(λml

)2τ
λml
1 (x) ≤ t

)
νml

η (dx) ≥ liml→∞P

(
min
0≤s≤t

S̃
λml
s < −ε

2

)

≥
∫

[0,∞)

Px

(
min
0≤s≤t

w(s) < −ε

2

)
νη(dx) ≥

∫
[0,∞)

Px (τ(ε) ≤ t) νη(dx).

So we have

lim
λ→0

sup
α∈[0,T ]

1√
η

∫
[0,∞)

E[1 − c(λ, η)−τλ
1 (x)]νλ,α(dx)

≤ lim
l→∞

1√
η

∫
[0,∞)

E[1 − e−2η(λml
)2τ

λml
1 (x)]νml

η (dx)

10



= lim
l→∞

1√
η

{
1 −
∫

[0,∞)

∫
[0,∞)

2ηe−2ηtP
(
(λml

)2τλml
(η)(x) ≤ t

)
νml

η (dx) dt

}
≤ 1√

η

{
1 −
∫

[0,∞)

Ex[e−2ητ(ε)]νη(dx)

}
=

1√
η

∫
[0,∞)

(
1 − e−2

√
η(x+ε

σ )
)

νη(dx)

≤ 2

σ
sup

λ∈[0,1]

sup
α∈[0,T ]

∫
[0,∞)

(x + ε) νλ,α(dx),

for any ε > 0 and η ∈
(

0,

√
2

8
σa

)
. This implies our assertion.

Let h(λ, η) =

∞∑
n=0

c(λ, η)−npλ(1 − pλ)
n =

pλ

1 − c(λ, η)−1(1 − pλ)
. Then we have

the following by Proposition 7.

Proposition 10 lim
λ→0

λ(1 − h(λ, η))

1 − c(λ, η)−1
=

1

p
for any η ∈

(
0,

√
2

8
σa

)
.

Proposition 11

lim
η→0

lim
λ→0

1

λ
√

η

[
1 − h(λ, η)

∫ ∞

0

E[c(λ, η)−τ (x)]µλ
Z+(dx)

]
=

√
2(mZ+ + β)

σ
.

Proof . Note that 0 ≤ e−x − 1 + x ≤ 1

2
x2, x ≥ 0. Since lim

λ→0
λ−2vZ+(λ, 2) < ∞ by

Assumption (A.2), we have

lim
η→0

lim
λ→0

1

λ
√

η

∫ ∞

0

(
e−

√
2η
σ

x − 1 +

√
2η

σ
x

)
µλ

Z+(dx) = 0. (3)

By Proposition 8, we have

1

λ
√

η

[
1 −
∫ ∞

0

E[c(λ, η)−τ (x)]µλ
Z+(dx)

]

=
1

λ
√

η

∫ ∞

0

E

[
c(λ, η)−τ (x)

(
e−

√
2η
σ

Sλ
τ(x)

(x) − 1 +

√
2η

σ
Sλ

τ (x)(x)

)]
µλ

Z+(dx)

11



+

√
2

σ

{∫ ∞

0

E
[
c(λ, η)−τ (x)

(−λ−1Sλ
τ (x)(x)

)]
µλ

Z+(dx) + λ−1

∫ ∞

0

xµλ
Z+(dx)

}
− 1

λ
√

η

∫ ∞

0

(
e−

√
2η
σ

x − 1 +

√
2η

σ
x

)
µλ

Z+(dx).

By Assumptions (B.2), (B.3) and Equation (3), we have

lim
η→0

lim
λ→0

1

λ
√

η

[
1 −
∫ ∞

0

E[c(λ, η)−τ (x)]µλ
Z+(dx)

]
=

√
2(mZ+ + β)

σ
. (4)

On the other hand, we have

1

λ
√

η

[
1 − h(λ, η)

∫ ∞

0

E[c(λ, η)−τ (x)]µλ
Z+(dx)

]

=
1 − h(λ, η)

λ
√

η
+

1

λ
√

η
h(λ, η)

∫ ∞

0

E[1 − c(λ, η)−τ (x)]µλ
Z+(dx).

Since lim
η→0

lim
λ→0

1 − h(λ, η)

λ
√

η
= 0 by Propositions 7 and 10, we have our assertion from

Equation (4).

Now let us prove Theorem 6. By the Storong Markov Property of {Xλ
n(x)},

E
[
c(λ, η)−σ(x), Xλ

σ(x)(x) ∈ A
]

= E
[
c(λ, η)−τ (x)

]
h(λ, η)µλ

Z+(A).

So we have

E

[ ∞∑
n=0

c(λ, η)−n1{0}(Xλ
n(x))

]
=

1

1 − c(λ, η)−1
E
[
c(λ, η)−τ (x) − c(λ, η)−σ(x)

]

+E

[
c(λ, η)−σ(x)E

[ ∞∑
n=0

c(λ, η)−n1{0}(Xλ
n(y))

]∣∣∣∣
y=Xλ

σ(x)
(x)

]

= E
[
c(λ, η)−τ (x)

] { 1 − h(λ, η)

1 − c(λ, η)−1

+h(λ, η)

∫ ∞

0

E

[ ∞∑
n=0

c(λ, η)−n1{0}(Xλ
n(y))

]
µλ

Z+(dy)

}
. (5)

12



Integrating both sides by µλ
Z+(dy), we see that∫ ∞

0

E

[ ∞∑
n=0

c(λ, η)−n1(0)(X
λ
n(y))

]
µλ

Z+(dy)

=

∫ ∞

0

1 − h(λ, η)

1 − c(λ, η)−1

E
[
c(λ, η)−τ (y)

]
µλ

Z+(dy)

1 − h(λ, η)

∫ ∞

0

E
[
c(λ, η)−τ (y)

]
µλ

Z+(dy)

.

Sustituting this in Equation (5), we have

λ2√η E

[ ∞∑
n=0

c(λ, η)−n1{0}(Xλ
n(x))

]

= E[c(λ, η)−τ (x)]
λ(1 − h(λ, η))

1 − c(λ, η)−1

λ
√

η +

λ
√

η

∫ ∞

0

E[c(λ, η)−τ (x)]µλ
Z+(dx)

1 − h(λ, η)

∫ ∞

0

E[c(λ, η)−τ (x)]µλ
Z+(dx)

 .

Therefore we have our assertion by Propositions 9, 10 and 11.

4 Preparations for Martingale Problem

Proposition 12 There exists a constant C satisfying the following. For any ε > 0,
there exists a λε > 0 such that

E

[
N−1∑
n=1

λ21(0,ε)(X
λ
n(x))

]
≤ CεE

[|Xλ
N(x)|] , λ ∈ (0, λε], N ∈ N.

In paticular, we have

lim
ε→0

lim
λ→0

E

[λ−2t]∑
n=0

λ21(0,ε)(X
λ
n(x))

 = 0.

Proof . Step.1 First, we show the following.
Claim. There exists a constant C > 0 satisfying the following. For any ε ∈ (0, 1]
there exists a constant λε ∈ (0, 1] such that∫

[0,ε]

x2 µλ
W (dx) ≥ Cλ2, λ ∈ (0, λε].

13



By Assumption (A.2), there exists a constant λ0 ∈ (0, 1] such that{∫
R

x4µλ
W (dx)

} 1
3
{∫

R

|x|µλ
W (dx)

} 2
3

≥
∫

R

x2µλ
W (dx) ≥ σ2

2
λ2, λ ∈ (0, λ0].

Let K > 0 be a constant in Assumption (A.1) and let C =
1

2

(
σ2

2

) 3
2

K− 1
2 . Then we

have ∫
R

|x|µλ
W (dx) ≥ 2Cλ, λ ∈ (0, λ0].

Since

∫
[0,∞)

xµλ
W (dx) = −

∫
(−∞,0)

xµλ
W (dx) by Assumption (B.1), we have

∫
[0,∞)

xµλ
W (dx) ≥ Cλ.

So we have∫
[0,ε]

x2µλ
W (dx) ≥

(∫
[0,∞)

xµλ
W (dx)

)2

−
∫

[ε,∞)

x2µλ
W (dx)

≥ C2λ2 − 1

ε2

∫
[0,∞)

x4µλ
W (dx) ≥ C2λ2 − K

ε2
λ4, λ ∈ (0, λ0].

Letting λε = min

{
λ0,

1

2
CK− 1

2 ε

}
, we have our Claim.

Step.2 Let

f(x) =


x2, (0 ≤ x ≤ 2ε),
4εx − 4ε2, (x ≥ 2ε),
0, (x ≤ 0).

g(x, y) = f(x + y) − f(x) − f ′(x)y.

Then we have g(x, y) ≥ 0, also we have g(x, y) = y2, 0 ≤ x ≤ ε, 0 ≤ y ≤ ε.
Therefore we have

1{Xλ
n (x)>0}E

[
f(Xλ

n+1(x)) − f(Xλ
n(x))

∣∣∣∣Fn

]

≥ 1{Xλ
n (x)>0}E

[
f(Xλ

n(x) + W λ
n+1) − f(Xλ

n(x)) − f ′(Xλ
n(x))W λ

n+1

∣∣∣∣Fn

]
≥ 1(0,ε)(X

λ
n(x))

∫
R

g(Xλ
n(x), y)µλ

W (dy) ≥ 1(0,ε)(X
λ
n(x))

∫
[0,ε]

y2µλ
W (dy)
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≥ Cλ21(0,ε)(X
λ
n(x)), λ ∈ (0, λε].

Note that f(Xλ
n+1(x)) − f(Xλ

n(x)) = f(Zλ
n+1) ≥ 0, if Xλ

n(x) = 0. So we have

E

[
f(Xλ

n+1(x)) − f(Xλ
n(x))

∣∣∣∣Fn

]
≥ Cλ21(0,ε)(X

λ
n(x)), λ ∈ (0, λε].

Because 0 ≤ f(x) ≤ 4ε|x|, we have

E

[
N−1∑
n=0

λ21(0,ε)(X
λ
n(x))

]
≤ 1

C
E

[
N−1∑
n=0

f(Xλ
n+1(x)) − f(Xλ

n(x))

]

≤ 1

C
E
[
f(Xλ

N(x)) − f(x)
] ≤ 4

C
εE
[|Xλ

N(x)|] , λ ∈ (0, λε].

This shows the first assertion. Then Proposition 4 implies our second assertion.

Let τ(x, t) = inf{n > [λ−2t];Xλ
n(x) = 0}. Then we have the following.

Proposition 13 lim
λ→0

sup
s∈[0,t]

E
[
c(λ, η)−τ (0,s)aλ

τ (0,s)

]
= 0 for any t > 0.

Proof . If [(n − 1)λ−2] ≤ τ(0, s) < [nλ−2], then we have

c(λ, η)−τ (0,s)aτ (0,s) ≤ c(λ, η)−[(n−1)λ−2] max
0≤m≤[nλ−2]

|W λ
m|.

Let K be a constant in Assumption (A.1). Then we have

E

[
max

0≤m≤[λ−2n]
|W λ

m|
]
≤
E

[λ−2n]∑
m=0

|W λ
m|4


1
4

≤ (λ−2n + 1)
1
4 λK

1
4 .

So we have

sup
k∈[0,t]

E
[
c(λ, η)−τ (0,s)aλ

τ (0,s)

] ≤ ∞∑
n=1

c(λ, η)−[(n−1)λ−2](λ−2n + 1)
1
4λK

1
4 .

Therefore we have our assertion from Propsition 7.
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Proposition 14

lim
η→0

lim
λ→0

√
2ηE

[ ∞∑
n=0

c(λ, η)−n1(0,∞)(X
λ
n(x))1{0}(Xλ

n+1(x))aλ
n+1(x)

]
=

σβ

mZλ+ + β
.

Proof . Let

g(λ, η) =

∫
R

E

[ ∞∑
n=0

c(λ, η)−n(1(0,∞)(X
λ
n(y)))1(0)(X

λ
n+1(y))aλ

n+1(y)

]
µλ

Z+(dy).

By the Strong Markov Property of {Xλ
n(x)}, we have

E

[ ∞∑
n=0

c(λ, η)−n1(0,∞)(X
λ
n(x))1{0}(Xλ

n+1(x))aλ
n+1(x)

]

= E[c(λ, η)−τ (x)+1aλ
τ (x)(x)] + E

[
c(λ, η)−σ(x)E

[ ∞∑
n=0

c(λ, η)−n

×(1(0,∞)(X
λ
n(y)))1{0}(Xλ

n+1(y))aλ
n+1(y)

]∣∣∣∣
y=Xλ

σ(x)
(x)

]

= −E[c(λ, η)−τ (x)+1Sλ
τ (x)(x)] + E[c(λ, η)−τ (x)]h(λ, η)g(λ, η). (6)

Integrating both sides by µλ
Z+(dx), we have

g(λ, η) =

c(λ, η)

∫
R

E[c(λ, η)−τ (y)
(−Sλ

τ (y)

)
]µλ

Z+(dy)

1 − h(λ, η)

∫
R

E[c(λ, η)−τ (y)]µλ
Z+(dy)

.

Therefore, by Assumption (B.2) and Proposition 11, we have

lim
η→0

lim
λ→0

√
2ηg(λ, η) =

σβ

mZλ+ + β
. (7)

Furthermore, by Proposition 13, we have

lim
η→0

lim
λ→0

√
2ηE[c(λ, η)−τ (x)+1Sλ

τ (x)(x)] = 0. (8)

So we have our assertion from Equations (6), (7) and (8).

Remind that δ = p(mZ+ + β). Then we have the following.
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Proposition 15

lim
η→0

lim
λ→0

√
2ηE

[ ∞∑
n=0

c(λ, η)−n
{
Xλ

n+1(x) − Xλ
n(x) − δλ21{0}(Xλ

n(x))
}]

= 0.

Proof . Note that

E
[
1{0}(Xλ

n(x))1(0,∞)(X
λ
n+1(x))Zλ

n+1

]
= E
[
1{0}(Xλ

n(x))E[1(0,∞)(X
λ
n+1(x))Zλ

n+1|Fn]
]

= pλmZ(λ)E
[
1{0}(Xλ

n(x))
]
. (9)

Since

E

[ ∞∑
n=0

c(λ, η)−n(Xλ
n+1(x) − Xλ

n(x))

]

= E

[ ∞∑
n=0

c(λ, η)−n1{0}(Xλ
n(x))1(0,∞)(X

λ
n+1(x))Zλ

n+1

]

+E

[ ∞∑
n=0

c(λ, η)−n1(0,∞)(X
λ
n(x)){W λ

n+1 + 1{0}(Xλ
n+1(x))aλ

n+1(x)}
]

,

we have, by Equation (9), Theorem 6 and Proposition 14,

lim
η→0

lim
λ→0

√
2ηE

[ ∞∑
n=0

c(λ, η)−n(Xλ
n+1(x) − Xλ

n(x))

]
= σ.

So we have our assertion by Theorem 6.

Proposition 16

lim
η→0

lim
λ→0

sup
s∈[0,t]

∣∣∣∣∣ E
[

[λ−2s]∑
n=0

c(λ, η)−n
{
Xλ

n+1(0) − Xλ
n(0) − δλ21{0}(Xλ

n(0))
} ]∣∣∣∣∣= 0.

Proof . Let

g(λ, η) =
√

2ηE

[ ∞∑
n=0

c(λ, η)−n
{
Xλ

n+1(0) − Xλ
n(0)
}− δ

∞∑
n=0

c(λ, η)−nλ21{0}(Xλ
n(0))

]
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Then we have, by the strong Markov property,∣∣∣∣∣∣E
τ (0,s)−1∑

n=0

c(λ, η)−n{Xλ
n+1(0) − Xλ

n(0) − δλ21{0}(Xλ
n(0))}

∣∣∣∣∣∣
=

1√
2η

[
1 − E[c(λ, η)−τ (0,s)]

] |g(λ, η)|.

Let νλ,s be the distribution of Xλ
[λ−2s](0). Then we have

lim
η→0

lim
λ→0

sup
s∈[0,t]

1√
2η

[
1 − E[c(λ, η)−τ (0,s)]

]
= lim

η→0
lim
λ→0

sup
s∈[0,t]

1√
2η

[
1 − c(λ, η)−[λ−2s]

∫
R

E
[
c(λ, η)−τλ

1 (x)
]
νλ,s(dx)

]

≤
√

2

σ
sup

λ∈(0,1]

sup
s∈[0,t]

E
[
|Xλ

[λ−2s](0)|
]

< ∞,

by Propositions 7 and 9. Because lim
η→0

lim
λ→0

|g(λ, η)| = 0 by Proposition 15, we have

lim
η→0

lim
λ→0

sup
s∈[0,t]

∣∣∣∣∣∣E
τ (0,s)−1∑

n=0

c(λ, η)−n{Xλ
n+1(0) − Xλ

n(0) − δλ21{0}(Xλ
n(0))}

∣∣∣∣∣∣ = 0.

(10)

Let Mn =

n∑
k=[λ−2s]+2

c(λ, η)−k+1W λ
k , n ≥ [λ−2s] + 1. Then Mn is a square-integrable

martingale by Proposition 7 and Assumption (A.1). So, by Proposition 13, we have

lim
λ→0

sup
s∈[0,t]

∣∣∣∣∣∣E
 τ (0,s)−1∑

n=[λ−2s]+1

c(λ, η)−n{Xλ
n+1(0) − Xλ

n(0) − δλ21{0}(Xλ
n(0))}

∣∣∣∣∣∣
= lim

λ→0
sup

s∈[0,t]

E
[
Mτ (0,s) + c(λ, η)−τ (0,s)+1aλ

τ (0,s)

]
= 0.

Therefore we have our assertion by this equation and Equation (10).

Corollary 17

lim
η→0

lim
λ→0

sup
s∈[0,t]

∣∣∣∣∣∣E
[λ−2s]∑

n=0

{
Xλ

n+1(0) − Xλ
n(0) − δλ21{0}(Xλ

n+1(0))
}∣∣∣∣∣∣ = 0.
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Proof . Since

sup
s∈[0,t]

∣∣∣∣∣∣E
[λ−2s]∑

n=0

(1 − c(λ, η)−n){Xλ
n+1(0) − Xλ

n(0) − δλ21{0}(Xλ
n+1(0))}

∣∣∣∣∣∣
≤ sup

s∈[0,t]

{
(1 − c(λ, η)−[λ−2s])E

[
|Xλ

[λ−2s]+1(0)|
]

+E

[λ−2s]∑
n=1

(
c(λ, η)−n − c(λ, η)n+1

) |Xλ
n(0)|

 } +(t + 1)(1 − c(λ, η)−[λ−2t])),

Then we have our assertion by Propositions 2, 4, 7 and 16.

Proposition 18 Let {Gλ
n} be an Fλ

n−measurable random variable satisfying
sup

λ∈(0,1]

sup
n,ω

|Gλ
n(ω)| < ∞, and let g ∈ C3

b(R
2;R) such that g(x, y) = 0,

(x, y) ∈ [0, ε] × R, for some constant ε > 0. Then we have

lim
λ→0

E

[{
[λ−2t]∑

n=[λ−2s]

{
g(Xλ

n+1(x), Sλ
n+1(x)) − g(Xλ

n(x), Sλ
n(x))

−σ2

2
λ2

(
∂2

∂x2
+ 2

∂2

∂x∂y
+

∂2

∂y2

)
g(Xλ

n(x), Sλ
n(x))

} }
Gλ

[λ−2s]

]
= 0.

Proof . Let M > 0 be a constant satisfying sup
λ∈(0,1]

sup
n,ω

|Gλ
n(ω)| ≤ M, and

sup
(x,y)∈R2

max
0≤l+m≤3

∣∣∣∣ ∂l+m

∂xl∂ym
g(x, y)

∣∣∣∣ ≤ M . We define Iλ, Iλ
k , k = 1, 2, · · · , 5 as follows.

Iλ = E

[{
[λ−2t]∑

n=[λ−2s]

{
g(Xλ

n+1(x), Sλ
n+1(x)) − g(Xλ

n(x), Sλ
n(x))

−σ2

2
λ2

(
∂2

∂x2
+ 2

∂2

∂x∂y
+

∂2

∂y2

)
g(Xλ

n(x), Sλ
n(x))

} }
Gλ

[λ−2s]

]
,

Iλ
1 = E

[{
[λ−2t]∑

n=[λ−2s]

∂

∂x
g(Xλ

n(x), Sλ
n(x))(Xλ

n+1(x) − Xλ
n(x))

}
Gλ

[λ−2s]

]
,
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Iλ
2 = E

[{
[λ−2t]∑

n=[λ−2s]

∂

∂y
g(Xλ

n(x), Sλ
n(x))(Sλ

n+1(x) − Sλ
n(x))

}
Gλ

[λ−2s]

]
,

Iλ
3 =

1

2
E

[{
[λ−2t]∑

n=[λ−2s]

∂2

∂x2
g(Xλ

n(x), Sλ
n(x))

{
(Xλ

n+1(x)−Xλ
n(x))2 − σ2λ2

} }
Gλ

[λ−2s]

]
,

Iλ
4 =

1

2
E

[{
[λ−2t]∑

n=[λ−2s]

∂2

∂y2
g(Xλ

n(x), Sλ
n(x))

{
(Sλ

n+1(x) − Sλ
n(x))2 − σ2λ2

} }
Gλ

[λ−2s]

]
,

and

Iλ
5 = E

[{
[λ−2t]∑

n=[λ−2s]

∂2

∂x∂y
g(Xλ

n(x), Sλ
n(x))

{
(Xλ

n+1(x) − Xλ
n(x))(Sλ

n+1(x) − Sλ
n(x))

−σ2λ2

} }
Gλ

[λ−2s]

]
.

First we will show lim
λ→0

Iλ
k = 0, k = 1, 2, 3, 4, 5. It is obvious that Iλ

2 = 0 and

lim
λ→0

|Iλ
4 | = 0. Since

∂

∂x
g(x, y) = 0, (x, y) ∈ [0, ε] ×R, we have

|Iλ
1 | ≤ M 2E

 [λ−2t]∑
n=[λ−2s]

1(ε,∞)(X
λ
n(x))1{0}(Xλ

n+1(x))aλ
n+1(x)



≤ M 2

[λ−2t]∑
n=[λ−2s]

E[|W λ
n+1|; W λ

n+1 < −ε] ≤ M 2

[λ−2t]∑
n=[λ−2s]

E

[
1

ε3
|W λ

n+1|4
]

So we have lim
λ→0

|Iλ
1 | = 0, by Assumption (A.1). Similarly we have

lim
λ→0

|Iλ
3 | = 0, lim

λ→0
|Iλ

5 | = 0.

Next we will show lim
λ→0

∣∣∣∣∣Iλ −
5∑

k=1

Iλ
k

∣∣∣∣∣ = 0. Since sup
(x,y)∈R2

max
l+m=3

∣∣∣∣ ∂3g

∂xl∂ym
(x, y)

∣∣∣∣ ≤ M,

we have for any (x1, y1), (x2, y2) ∈ R2,∣∣∣∣∣ g(x1, y1)−g(x2, y2)− ∂

∂x
g(x1, y1)(x1−x2)− ∂

∂y
g(x1, y1)(y1−y2)
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−1

2

∂2

∂x2
g(x1, y1)(x1 − x2)

2 − 1

2

∂2

∂y2
g(x1, y1)(y1 − y2)

2

− ∂2

∂x∂y
g(x1, y1)(x1 − x2)(y1 − y2)

∣∣∣∣∣≤ 4

3
M{|x1 − x2|3 + |y1 − y2|3}.

Since |Xλ
n+1(x) − Xλ

n(x)| ≤ |W λ
n+1| ∨ |Zλ

n+1|, we have∣∣∣∣∣Iλ −
5∑

k=1

Iλ
k

∣∣∣∣∣ ≤ 8

3
M 2

[λ−2t]∑
n=[λ−2s]

E[|W λ
n+1|3 ∨ |Zλ

n+1|3] ≤ 3M2(t − s + 1)λ{λ−4v(λ, 4)} 3
4 .

So we have lim
λ→0

∣∣∣∣∣Iλ −
5∑

k=1

Iλ
k

∣∣∣∣∣ = 0. This implies our assertion.

Corollary 19 Let {Gλ
n} be an Fλ

n−measurable random variable satisfying
sup

λ∈(0,1]

sup
n,ω

|Gλ
n(ω)| < ∞, and g ∈ C3

b satisfy g(k)(0) = 0, k = 0, 1, 2. Then we have

lim
λ→0

E


[λ−2t]∑

n=[λ−2s]

{
g(Xλ

n+1(x)) − g(Xλ
n(x)) − σ2

2
λ2g′′(Xλ

n(x))

}Gλ
[λ−2s]

 = 0.

Proof . Let M > 0 be a constant satisfying sup
λ∈(0,1]

sup
n,ω

|Gλ
n(ω)| ≤ M, and |g(k)| ≤

M, k = 0, 1, 2, 3, and ϕ ∈ C∞ be a non-decreasing function such that

ϕ(x) =


0, x ∈

(
−∞,

1

2

]
,

1, x ∈ [1,∞).

Then there exists a constant C ≥ 1 such that |ϕ(k)(x)| ≤ C, k = 1, 2, 3.
Let ϕε(x) = ϕ(ε−1x), and gε(x) = ϕε(x)g(x), for any ε ∈ (0, 1]. Then gε(x) = g(x)

for x ∈ [ε,∞), and g(k)(x) = 0, k = 0, 1, 2, 3, for x ∈
[
0,

ε

2

]
. For x ∈ [0, ε],

we have |g′′(x)| =

∣∣∣∣∫ x

0

g′′′(y)dy

∣∣∣∣ ≤ Mε, |g′(x)| ≤ Mε2, and |g(x)| ≤ Mε3. Since

|ϕ(k)
ε (x)| ≤ C

εk
, k = 0, 1, 2, 3, we have |g′

ε(x)| ≤ 2MCε2, |g′′
ε (x)| ≤ 4MCε, and

|g′′′
ε (x)| ≤ 8MC.
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Let

Iλ(ε) = E


[λ−2t]∑

n=[λ−2s]

{
gε(X

λ
n+1(x)) − gε(X

λ
n(x)) − σ2

2
λ2g′′

ε (Xλ
n(x))

}Gλ
[λ−2s]

 .

Then we have lim
λ→0

|Iλ(ε)| = 0, by Proposition 18. Let hε(x) = (1 − ϕε(x))g(x), and

Jλ(ε) = E


[λ−2t]∑

n=[λ−2s]

{
hε(X

λ
n+1(x)) − hε(X

λ
n(x)) − σ2

2
λ2h′′

ε(X
λ
n(x))

}Gλ
[λ−2s]

 .

Since hε(x) = h′′
ε(x) = 0, |h′′

ε(x)| ≤ 4MCε, and |hε(x)| ≤ Mε3 for x = 0, x ∈ [ε,∞),
we have

Jλ(ε) ≤ 2Mε3 + 4M2C
σ2

2
ε(t − s + 1).

Therefore we have lim
ε→0

lim
λ→0

Jλ(ε) = 0. This completes the proof.

5 Proof of Theorem 1

Fix x0 ≥ 0, and let

X̃λ
t = Xλ

[λ−2t](x0) + (λ−2t − [λ−2t])(Xλ
[λ−2t]+1(x0) − Xλ

[λ−2t](x0)),

S̃λ
t = Sλ

[λ−2t](x0) + (λ−2t − [λ−2t])(Sλ
[λ−2t]+1(x0) − Sλ

[λ−2t](x0)).

Let Qλ be the distribution of (X̃λ
t , σ−1S̃λ

t ). Suppose that {λm}∞m=1 is a subsequence
such that λm ↓ 0,m → ∞, and Qλm converges weakly to a disutribution Q on
(C([0,∞);R2). Let EQ denote the expectation under Q. Let

Xt = Xt(w) = ω1(t), Wt = Wt(w) = w2(t), w = (w1, w2) ∈ C([0,∞);R2),

and
Gt = σ(Xs(w), Ws(w); 0 ≤ s ≤ t).

For f ∈ C3(R), let

M
[f ]
t = f(Xt) − f(X0) − σ2

2

∫ t

0

(1 − 1{0}(Xu))f
′′(Xu)du − δ

∫ t

0

1{0}(Xu)f
′(Xu)du.

By Proposition 4, we have the following.
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Proposition 20 Let g ∈ C1
b(R;R), and G ∈ Cb(R

2n;R). For any 0 ≤ s < t < ∞,
and the partition 0 ≤ s1 < s2 < · · · < sn ≤ s, we have

EQ

[∫ t

s

g(Xu)du G((w(s1), · · · , w(sn))

]

= lim
m→∞

EQλm

 [λ−2
m t]∑

n=[λ−2
m s]

λ2
mg(Xλ2

mn)G((w(s1), · · · , w(sn))

 .

Proposition 21 If f(x) = x, then M [f ] is a Gt−martingale.

Proof . Let G ∈ Cb(R
2n;R), such that there exists a constant M > 0 satisfy-

ing sup
x∈R2n

|G(x)| ≤ M, and let ϕ(x) be a smooth generalized monotone decreasing

function satisfying following.

ϕ(x) =


1, 0 ≤ x ≤ 1

2
,

0, x ≥ 1.

0 ≤ ϕ(x) ≤ 1, sup
x∈R

|ϕ′(x)| ≤ 4.

We define ϕε(x) = ϕ (ε−1x) , for ε ∈ (0, 1]. Since f ′(x) = 1, and f ′′(x) = 0, we have

M
[f ]
t − M

[f ]
s = Xt − Xs − δ

∫ t

s

1{0}(Xu)du

= Xt − Xs − δ

∫ t

s

ϕε(Xu)du + δ

∫ t

0

(
ϕε(Xu) − 1{0}(Xu)

)
du.

For any partition 0 ≤ s1 < s2 < · · · < sn ≤ s, we have

EQ

[{
Xt − Xs − δ

∫ t

s

ϕε(Xu)du

}
G((w(s1), · · · , w(sn))

]

= lim
m→∞

EQλm

[{
[λ−2

m t]∑
n=[λ−2

m s]

{Xλ2
m(n+1) − Xλ2

mn − δλ2
m1{0}(Xλ2

mn)}
}
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−δλ2
m

[λ−2
m t]∑

n=[λ−2
m s]

(
ϕε(Xλ2

mn) − 1{0}(Xλ2
mn)
) }

G((w(s1), · · · , w(sn))

]
,

by Propositions 2 and 20. By Proposition 12, we have

lim
ε→0

lim
m→∞

EQλm


[λ−2

m t]∑
n=[λ−2

m s]

λ2
m

(
ϕε(Xλ2

mn) − 1{0}(Xλ2
mn)
)G((w(s1), · · · , w(sn))



≤ lim
ε→0

lim
m→∞

ME

 [λ−2
m t]∑

n=[λ−2
m s]

λ2
m1(0,ε)(X̃

λm
n )

 = 0.

So we have by Corollary 17

lim
ε→0

EQ

[{
Xt − Xs − δ

∫ t

s

ϕε(Xu)du

}
G((w(s1), · · · , w(sn))

]
= 0.

On the other hand, since ϕε(x)−1{0}(x) → 0, and |ϕε(x)| ≤ 1, we have by Bounded
Convergence Theorem,

lim
ε→0

∣∣∣∣EQ

[{∫ t

0

(
1{0}(Xs) − ϕε(Xs)

)
ds

}
G((w(s1), · · · , w(sn))

]∣∣∣∣ = 0.

This completes the proof.

Proposition 22 If f(x) ∈ C3
b satisfies f(0) = f ′(0) = 0, then M [f ] is Gt−martingale.

Proof . Let G ∈ Cb(R
2n;R), and let M > 0 be a constant satisfying sup

x∈R2n

|G(x)| ≤
M, sup

x∈R
|f (k)(x)| ≤ M, k = 0, 1, 2, 3. Also let ε ∈ (0, 1], a = 2ε−2(f ′′′(ε)ε − f ′′(ε))

and b = ε−1(2f ′′(ε) − f ′′′(ε)ε). Let

hε(x) =


ax + b, x ∈ [0, ε],

f ′′′(x), x ≥ ε,

and

fε(x) =

∫ x

0

∫ y

0

∫ z

0

hε(w)dwdzdy.
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Then fε ∈ C3
b , and fε(0) = f ′

ε(0) = f ′′
ε (0) = 0, for any ε ∈ (0, 1]. For any partition

0 ≤ s1 < s2 < · · · < sn ≤ s, we have

EQ
[{

M
[fε]
t − M [fε]

s

}
G(w(s1), · · · , w(sn))

]
= lim

m→∞
EQλm

[{
fε(Xt) − fε(Xs) − σ

2

∫ t

s

f ′′
ε (Xu)du

}
G(w(s1), · · · , w(sn))

]

= lim
m→∞

EQλm

[ 
[λ2

mt]∑
n=[λ2

ms]

{
fε(Xλ2

m(n+1)) − fε(Xλ2
mn) − σ

2
λ2

mf ′′
ε (Xλ2

mn)
}

G(w(s1), · · · , w(sn))

]
,

by Proposition 20. So M [fε] is a Gt−martingale by Corollary 19.

Since f ′′
ε (ε) =

∫ ε

0

hε(w)dw =
1

2
aε2 +bε = f ′′(ε), and f ′′′(x) = f ′′′

ε (x), x ∈ [ε,∞),

we have
f ′′(x) = f ′′

ε (x), x ∈ [ε,∞).

So we have sup
x∈[0,ε]

|f ′′(x)−f ′′
ε (x)| ≤ M +

1

2
|a|ε2 + |b|ε ≤ 6M. Since f ′(0) = f ′

ε(0) = 0,

we have
sup
x∈R

|f ′(x) − f ′
ε(x)| ≤ 6Mε.

Therefore ∣∣∣EQ
[{

(M
[f ]
t − M [f ]

s ) − (M
[fε]
t − M [fε]

s )
}

G(w(s1), · · · , w(sn))
]∣∣∣

=

∣∣∣∣∣ EQ

[{
(f(Xt) − fε(Xt)) − (f(Xs) − fε(Xs))

−σ

2

∫ t

s

1(0,∞)(Xu)(f
′′(Xu) − f ′′

ε (Xu))du

}
G(w(s1), · · · , w(sn))

]∣∣∣∣∣
≤ 6M2εEQ [|Xt| + |Xs|] + 3M2σEQ

[∫ t

s

1(0,ε)(Xu)du

]
.

Since we have EQ [|Xt| + |Xs|] < ∞ by Proposition 4, we have our assertion by
taking ε → 0.

The following is an easy consequence of Propositions 4 and 22.
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Corollary 23 If f(x) ∈ C3 satisfies f(0) = f ′(0) = 0, and max{|f(x)|, |f ′′(x)|} ≤
C(1 + |x|2), then M [f ] is a Gt−martingale.

Let g(x) = f(x) − f(0) − f ′(0)x, for f(x) ∈ C3
b , then we have g(0) = g′(0) =

0, max{|g(x)|, |g′′(x)|} ≤ C(1 + |x|2), and f(x) = f(0) + f ′(0)x + g(x). So we have
the following by Propositions 21 and 23.

Proposition 24 For any f(x) ∈ C3
b , M [f ] is a Gt−martingale.

By Ikeda-Wtanabe [4], p.222, Theorems 7.1 and 7.2, we see that Mt = Xt−x0−
δ

∫ t

0

1{0}(Xs)ds is a Gt-martingale and

Mt =

∫ t

0

1(0,∞)(Xs)dMs, 〈M〉t = σ2

∫ t

0

1(0,∞)(Xs)ds. (11)

By Propositions 18 and 20, we have the following.

Proposition 25 If f(x, y) ∈ C3
b(R

2;R) satisfies f(x, y) = 0, (x, y) ∈ [0, ε] × R,

then f(Xt,Wt) − σ2

2

∫ t

0

(
∂2

∂x2
+ 2

∂2

∂x∂y
+

∂2

∂y2

)
f(Xs,Ws)ds is a Gt−martingale.

Also, we have the following.

Proposition 26

Mt = σ

∫ t

0

1(0,∞)(Xs)dWs.

Proof . Let Nt = Mt − σ

∫ t

0

1(0,∞)(Xs)dWs. Then by Equation (11), we have

〈N〉t =

〈∫ ·

0

1(0,∞)(Xs)(dMs − σWs)

〉
t
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=

∫ t

0

1(0,∞)(Xs)(d〈M〉s − 2σd〈M,W 〉s + σ2d〈W 〉s)

= 2σ

∫ t

0

1(0,∞)(Xs)(σds − d〈M,W 〉s).

Let g ∈ C3
b(R

2;R) such that g(x, y) = 0, |x| < ε, for some ε > 0. Then

g(Xt, St) − g(x, 0) − σ2

2

∫ t

0

(
∂2

∂x2
+ 2

∂2

∂x∂y
+

∂2

∂y2

)
g(Xs,Ws)ds

is a martingale by Proposition 18. On the other hand,

g(Xt, St) − g(x, 0) − 1

2

∫ t

0

∂2

∂x2
g(Xs,Ws)d〈M〉s +

∫ t

0

∂2

∂x∂y
g(Xs,Ws)d〈M,W 〉s

+
1

2

∫ t

0

∂2

∂y2
g(Xs,Ws)d〈W 〉s

is a local martingale by Ito’s formula. Since d〈M〉t = σ21(0,∞)(Xt)dt by Equation
(11) and d〈W 〉t = dt,

A
[g]
t =

∫ t

0

∂2

∂x∂y
g(Xs,Ws)(σds − d〈M,W 〉s),

is a martingale. Furthermore the total variation of {A[g]
t }t≥0 is bounded. So we have

A
[g]
t = 0. Let h ∈ C3

b(R
2;R) such that

h(x, y) =


xy, x ∈ [2n−1, n], y ∈ [−n,n],

0, x ∈ [0, n−1].

Then we have∫ t

0

1(2n−1,n)(Xs)1(−n,n)(Ws)(σds−d〈M,W 〉s) =

∫ t

0

1(2n−1,n)(Xs)1(−n,n)(Ws)dA[h]
s = 0.

Letting n → ∞, we have∫ t

0

1(0,∞)(Xs)(σds − d〈M,W 〉s) = 0.

Therefore we have Nt = 0. This implies our assertion.

{Wt}t≥0 is a Brownian Motion under Q. By Proposition 26, {Xt} satisfies

Xt = x0 + σ

∫ t

0

1(0,∞)(Xs)dWs + δ

∫ t

0

1{0}(Xs)ds,
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and
Xt ≥ 0, t ≥ 0, a.s.

Suppose that {λm}m∈N is a sequence such that λm ↓ 0 and Qλm converges weakly.
Since the uniqueness of the strong solution of this Stochastic Differential Equation
is guaranteed by Ikeda-Wtanabe [4], p.222, Theorems 7.1 and 7.2, Qλ converges
weakly to Q, as λ ↓ 0, by Corollary 5. This implies Theorem 1.

6 Example

In this section, we give some examples satisfying Assumptions (A.1)-(A.2) and (B.1)-
(B.3), and we calculate δ.

Example 1 Let µW be a probability distribution on R, µZ+ be a probability distribu-
tion on (0,∞). We assume that Wn, Zn, n = 1, 2, 3, · · · , are independent, {Wn}∞n=0

have the same distribution µW , and {Zn}∞n=0 have the same distribution µZ+. If
W λ

n = λWn, Zλ
n = λZn, and pλ = pλ. Then we have

δ = p

∫
(0,∞)

{
x + E[(−S1

τ1(x)(x))]
}

µZ+(dx).

Example 2 We assume that constants γ > 0, C > 0 satisfy C < γ, and that

P(W λ
n < −x) = Ce−γxdx, x > 0.

Then we have
δ = p(mZ+ + γ−1),

because we have lim
η→0

lim
λ→0

E[c(λ, η)−τλ
1 (x)(−λ−1Sλ

τλ
1 (x)

(x))] = γ−1 by the following equa-

tion ∫ −y

−∞
(−x − y)µλ

W (dx)∫ −y

−∞
µλ

W (dx)

=

∫ 0

−∞
(−x)µλ

W (dx)∫ 0

−∞
µλ

W (dx)

=
1

γ
, y > 0.

Example 3 Suppose that P(λ−1W λ
n ∈ Z) = 1, and P(W λ

n = −λ|W λ
n < 0) = 1.

Since λ−1Sλ
τλ
1 (x)

= −|[−x]| + x, we see that

δ = p

∫
[0,∞)

|[−x]|µλ
Z+(dx).
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