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Abstract

The universal character is a polynomial attached to a pair of partitions and is a generalization
of the Schur polynomial. In this paper, we introduce an integrable system ofq-difference
lattice equations satisfied by the universal character, and call it thelatticeq-UC hierarchy. We
regard it as generalizing bothq-KP andq-UC hierarchies. Suitable similarity and periodic
reductions of the hierarchy yield theq-difference Painlev́e equations of typesA(1)

2g+1 (g ≥ 1),

D(1)
5 , andE(1)

6 . As its consequence, a class of algebraic solutions of theq-Painlev́e equations is
rapidly obtained by means of the universal character. In particular, we demonstrate explicitly
the reduction procedure for the case of typeE(1)

6 , via the framework ofτ-functions based on
the geometry of certain rational surfaces.
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1 Introduction

The present article is a sequel to our previous papers [Tsu04c, TM04] and is aimed to clarify the
underlying relationship between the universal character andq-difference Painlev́e equations with
affine Weyl groups, by means of the viewpoint of infinite integrable systems.

The universal characterS[λ,µ](x, y), defined by K. Koike [Koi89], is a polynomial in (x, y) =
(x1, x2, . . . , y1, y2, . . .) attached to a pair of partitionsλ andµ, which naturally generalizes the Schur
polynomialSλ(x). The universal character describes the irreducible rational character of the gen-
eral linear group, while the Schur polynomial, as is well-known, does the irreducible polynomial
character of the group; see [Koi89], for details.

The algebraic theory of the KP hierarchy of nonlinear partial-differential equations is probably
the most beautiful one in the field of classical integrable systems. It was discovered by M. Sato that
the totality of solutions of the KP hierarchy forms an infinite-dimensional Grassmann manifold;
in particular, the set of homogeneous polynomial solutions coincides with the whole set of Schur
polynomials; seee.g.[MJD00, Sat81]. We say that the KP hierarchy is an infinite integrable system
which characterizes the Schur polynomials. On the other hand, an extension of the KP hierarchy,
called theUC hierarchy, was proposed by the author [Tsu04a]; it is an infinite integrable system
characterizing the universal characters as its homogeneous polynomial solutions (see the table
below).

Character polynomials versus Infinite integrable systems
Schur polynomialSλ(x) KP hierarchy

∩ ∩
Universal characterS[λ,µ](x, y) UC hierarchy

In this paper, we first introduce a new kind of integrable system ofq-difference equations on
two-dimensional lattice, called thelattice q-UC hierarchy(see Definition 2.1). It is considered
as generalizing bothq-KP andq-UC hierarchies, which are theq-analogues of the KP and UC
hierarchies defined by K. Kajiwaraet al. [KNY02] and the auther [Tsu04c], respectively (see
Remark 2.4). Next, we show that suitable similarity and periodic reductions of the latticeq-UC
hierarchy yield theq-Painlev́e equations with affine Weyl group symmetries. Let us refer each of
q-Painlev́e equations by the Dynkin diagram of associated root system; for example, theq-Painlev́e
VI equation is represented byD(1)

5 ; see [JS96, Sak01]. Then, our result is stated as follows:

Theorem 1.1. Theq-Painlevé equations of typesA(1)
2g+1 (g ≥ 1), D(1)

5 , andE(1)
6 can be obtained as

certain similarity reductions of the latticeq-UC hierarchy with the periodic conditions of order
(g+ 1,g+ 1), (2,2), and(3,3), respectively.

We shall demonstrate the proof of the above theorem in detail, particularly for the case of type
E(1)

6 ; the other cases are briefly studied in Appendix.
Recall that theq-Painlev́e equation of typeA(1)

N−1 is a further generalization ofq-Painlev́e IV
and V equations which correspond to the casesN = 3 and 4, respectively; see [KNY01, Mas03].
As shown in [KNY02], it can also be obtained as a similarity reduction of theq-KP hierarchy with
N-periodicity. With this fact in mind, we summarize, in the following table, how theq-Painlev́e
equations relate to the similarity reductions ofq-KP or latticeq-UC hierarchies with periodic
conditions:
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q-Painlev́e equation A(1)
2g A(1)

2g+1 D(1)
5 E(1)

6

q-KP hierarchy 2g+ 1 2g+ 2 – –
Latticeq-UC hierarchy – (g+ 1,g+ 1) (2,2) (3, 3)

The universal characters are homogeneous solutions of the latticeq-UC hierarchy (see Propo-
sition 2.2). Hence we have immediately from Theorem 1.1 a class of algebraic solutions of the
q-Painlev́e equations in terms of the universal character.

Corollary 1.2. Theq-Painlevé equations of typesA(1)
2g+1 (g ≥ 1), D(1)

5 , and E(1)
6 admit a class of

algebraic solutions expressed in terms of the universal characters attached to pairs of(g+ 1)-, 2-,
and3-core partitions, respectively.

Remark1.3. (i) In [KNY02], rational solutions of theq-Painlev́e equations of typeA(1)
N−1 were

constructed by means of the Schur polynomial attached to anN-core partition, via the similarity
reduction of theq-KP hierarchy.
(ii) We investigated certain similarity reductions of theq-UC hierarchy and already obtained the
same class of solutions as above for the casesA(1)

2g+1 andD(1)
5 ; see [Tsu04c] and [TM04]. Also, for

A(1)
3 (theq-Painlev́e V equation), the rational solutions were firstly found by T. Masuda [Mas03]

without concerning any relationship to the infinite integrable systems.

In Section 2, we introduce the latticeq-UC hierarchy, which is an integrable system ofq-
difference lattice equations satisfied by the universal characters (Definition 2.1 and Proposition 2.2).
In Section 3, we obtain a birational representation of affine Weyl group of typeE(1)

6 defined over the
field of τ-functions, starting from a certain configuration of nine points in the complex projective
plane (Theorem 3.2). In Section 4, we then define theq-Painlev́e equation of typeE(1)

6 (q-P(E6))
by means of the translation part of the affine Weyl group (Definition 4.2). Section 5 concerns the
system of bilinear equations satisfied byτ-functions (Proposition 5.2). In Section 6, we show that
the bilinear form ofq-P(E6) coincides with a similarity reduction of the latticeq-UC hierarchy.
Consequently, in Section 7, we have a class of algebraic solutions ofq-P(E6) in terms of the uni-
versal character (Theorem 7.2). Section 8 is devoted to the proof of Proposition 2.2. We briefly
sum up in Appendix results on the reductions to theq-Painlev́e equations of typesA(1)

2g+1 andD(1)
5 .

Note. Throughout this paper, we shall use the following convention ofq-shifted factrials:

(a; q)∞ =
∞∏

i=0

(1− aqi), (a; p,q)∞ =
∞∏

i, j=0

(1− apiqj),

and also (a1, . . . , ar ; q)∞ = (a1; q)∞ · · · (ar ; q)∞.
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2 Universal characters and latticeq-UC hierarchy

2.1 Universal characters

For a pair of sequences of integersλ = (λ1, λ2, . . . , λl) andµ = (µ1, µ2, . . . , µl′), the universal
characterS[λ,µ](x, y) is a polynomial in (x, y) = (x1, x2, . . . , y1, y2, . . .) defined by the determinant
formula oftwistedJacobi–Trudi type (see [Koi89]):

S[λ,µ](x, y) = det

(
pµl′−i+1+i− j(y), 1 ≤ i ≤ l′

pλi−l′−i+ j(x), l′ + 1 ≤ i ≤ l + l′

)

1≤i, j≤l+l′
, (2.1)

wherepn is a polynomial defined by the generating function:

∑

k∈Z
pk(x)zk = exp


∞∑

n=1

xnz
n

 . (2.2)

Schur polynomialSλ(x) (see [Mac95]) is regarded as a special case of the universal character:

Sλ(x) = det
(
pλi−i+ j(x)

)
= S[λ,∅](x, y).

If we count the degree of variables as degxn = n and degyn = −n, then the universal character
S[λ,µ](x, y) is a weighted homogeneous polynomial of degree|λ| − |µ|, where|λ| = λ1 + · · · + λl.
Namely, we have

S[λ,µ](cx1, c
2x2, . . . , c

−1y1, c
−2y2, . . .) = c|λ|−|µ|S[λ,µ](x1, x2, . . . , y1, y2, . . .), (2.3)

for any nonzero constantc.

2.2 Lattice q-UC hierarchy

Let I ⊂ Z>0 andJ ⊂ Z<0 be finite indexing sets andti (i ∈ I ∪ J) the independent variables. Let
Ti = Ti;q be theq-shift operator defined by

Ti;q(ti) =

{
qti (i ∈ I ),
q−1ti (i ∈ J),

andTi;q(t j) = t j (i , j). We use also the notation:Ti1Ti2 · · ·Tin = Ti1i2...in, for the sake of brevity.

Definition 2.1. The following system ofq-difference equations for unknownsσm,n(t) (m,n ∈ Z) is
called thelatticeq-UC hierarchy:

tiTi(σm,n+1)T j(σm+1,n) − t jT j(σm,n+1)Ti(σm+1,n) = (ti − t j)Ti j (σm,n)σm+1,n+1, (2.4)

wherei, j ∈ I ∪ J.

Let us consider the change of variables:

xn =

∑
i∈I tni − qn ∑

j∈J tnj
n(1− qn)

, yn =

∑
i∈I t−n

i − q−n ∑
j∈J t−n

j

n(1− q−n)
, (2.5)

then define the symmetric functions[λ,µ] = s[λ,µ](t) in ti (i ∈ I ∪ J) by

s[λ,µ](t) = S[λ,µ](x, y). (2.6)

The universal characters solve the latticeq-UC hierarchy in the following sense.

4



Proposition 2.2. We have

tiTi(s[λ,(k′,µ)])T j(s[(k,λ),µ]) − t jT j(s[λ,(k′,µ)])Ti(s[(k,λ),µ])

= (ti − t j)Ti j (s[λ,µ])s[(k,λ),(k′,µ)] , (2.7)

for any integersk, k′ and sequences of integersλ = (λ1, . . . , λl), µ = (µ1, . . . , µl′).

The proof of the proposition above will be given in Section 8.

Remark2.3. Define the functionshn = hn(t) andHn = Hn(t) by

hn(t) = pn(x), Hn(t) = pn(y),

under (2.5). We note also the following expression by the generating functions:

∞∑

k=0

hk(t)zk =
∏

i∈I , j∈J

(qtjz; q)∞
(tiz; q)∞

,

∞∑

k=0

Hk(t)zk =
∏

i∈I , j∈J

(q−1t−1
j z; q−1)∞

(t−1
i z; q−1)∞

. (2.8)

Hence, functions[λ,µ](t) can be expressed as

s[λ,µ](t) = det

(
Hµl′−i+1+i− j(t), 1 ≤ i ≤ l′

hλi−l′−i+ j(t), l′ + 1 ≤ i ≤ l + l′

)

1≤i, j≤l+l′
. (2.9)

Remark2.4. (i) One can easily deduce from (2.4) the following equation:

(ti − t j)Ti j (σm,n)Tk(σm+1,n) + (t j − tk)T jk(σm,n)Ti(σm+1,n)

+ (tk − ti)Tik(σm,n)T j(σm+1,n) = 0, (2.10)

wherei, j, k ∈ I ∪ J, which is exactly the bilinear equation of theq-UC hierarchy; see [Tsu04c].
(ii) If σm,n(t) does not depend onn, that is,σm,n+1 = σm,n for all m andn, then (2.4) is reduced to
theq-KP hierarchy; see [KNY02].

3 Point configuration, Weyl group andτ-functions

Consider the configuration of nine points in the complex projective planeP2, which are divided
into three triples of colinear points. Let [x : y : z] be the homogeneous coordinate ofP2. We can
normalize, without loss of generality, the nine pointspi (1 ≤ i ≤ 9) under consideration as follows:

p1 = [0 : −1 : a3], p2 = [0 : −1 : a3a6
3], p3 = [0 : −1 : a3a6

3a0
3],

p4 = [a3 : 0 : −1], p5 = [a2
3a3 : 0 : −1], p6 = [a1

3a2
3a3 : 0 : −1],

p7 = [−1 : a3 : 0], p8 = [−1 : a3a4
3 : 0], p9 = [−1 : a3a4

3a5
3 : 0],

(3.1)

whereai ∈ C× are parameters such thata0a1a2
2a3

3a4
2a5a6

2 = q.
Let ψ : X = Xa → P2 be the blowing-up at nine pointspi (1 ≤ i ≤ 9). Letei = ψ

−1(pi) be the
exceptional divisor andh the divisor class corresponding to a hyperplane. We thus have the Picard
lattice:

Pic(X) = Zh⊕ Ze1 ⊕ · · · ⊕ Ze9,
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of rational surfaceX, equipped with the intersection form (| ) defined by (h|h) = 1, (ei |ej) = −δi, j,
and (h|ej) = 0. The anti-canonical divisor−KX is uniquely decomposed into prime divisors:

−KX = 3h−
∑

1≤i≤9

ei = D1 + D2 + D3,

whereD1 = h−e1−e2−e3, D2 = h−e4−e5−e6, andD3 = h−e7−e8−e9. Consider the orthogonal
complement:

(−KX)⊥
def
= {v ∈ Pic(X) | (v|Di) = 0 for i = 1, 2,3},

then one can verify that (i) (−KX)⊥ is generated by the vectorsαi j = ei − ej (where bothi and j
belong to the same indexing set{1,2,3}, {4,5,6}, or {7, 8,9}) andαi jk = h− ei − ej − ek (i ≤ 3 <
j ≤ 6 < k); (ii) hence, (−KX)⊥ is isomorphic to the root lattice of typeE(1)

6 ; see [DO88, Sak01].
For instance, we have

Q := (−KX)⊥ = Zα0 ⊕ · · · ⊕ Zα6,

where we choose a root basisB = {α0, . . . , α6} defined by

α0 = α23, α1 = α56, α2 = α45, α3 = α147, α4 = α78, α5 = α89, α6 = α12.

Note that the 72 roots ofE6 are represented byαi j (18 vectors) and±αi jk (54 vectors). The Dynkin
diagram ofB is of typeE(1)

6 and looks as follows (see [Kac90]):

g
3

g
2

g
1

g
4

g
5

g6

g0

Define the action of the reflection corresponding to a rootα ∈ Q by

rα(v) = v+ (v|α)α, v ∈ Pic(X).

We prepare the notations,r i j := rαi j , r i jk := rαi jk , andsi := rαi (i = 0, . . . ,6), for convenience. The
action of the diagram automorphismιi (i = 1,2) is defined by

ι1(e{1,2,3,7,8,9}) = e{7,8,9,1,2,3,}, ι2(e{1,2,3,4,5,6}) = e{4,5,6,1,2,3,}.

We thus obtain the linear action of the (extended) affine Weyl group̃W(E(1)
6 ) = 〈s0, . . . , s6, ι1, ι2〉 on

Pic(X). In parallel, we fix the action of̃W(E(1)
6 ) on themultiplicativeroot variablesa = (a0, . . . ,a6)

as follows:
si(aj) = aja

−Ci j

i ,

ι1(a{0,1,2,3,4,5,6}) = a{5,1,2,3,6,0,4}−1, ι2(a{0,1,2,3,4,5,6}) = a{1,0,6,3,4,5,2}−1,
(3.2)

whereC = (Ci j )i, j being the Cartan matrix of typeE(1)
6 .

Next, we extend this realization of̃W(E(1)
6 ) to birational transformations. To this end, we

shall introduce the notion ofτ-functions;cf. [KMNOY03]. Consider the fieldL = K(τ1, . . . , τ9)
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of rational functions in indeterminantsτi (1 ≤ i ≤ 9) with the coefficient field K = C(a1/3) =
C(a0

1/3, . . . ,a6
1/3). Take a sub-latticeM =

⋃
i=1,2,3 Mi of Pic(X), where

Mi =
{
v ∈ Pic(X)

∣∣∣ (v|v) = (v|Di) = −1, (v|D j) = 0 ( j , i)
}
.

Definition 3.1. A functionτ : M → L is said to be aτ-functioniff it satisfies the conditions:
(i) τ(w.v) = w.τ(v) for anyv ∈ M andw ∈ W̃(E(1)

6 ); (ii) τ(ei) = τi (1 ≤ i ≤ 9).

Such functions and the action of̃W(E(1)
6 ) on them are explicitly determined in the following

way. Denote byLi j the line passing throughpi andpj. Let Fi j = Fi j (x, y, z) ∈ Q(a)[x, y, z] be the
uniquedefining polynomial ofLi j such that the product of the coefficients ofx, y andz equals 1;
for instance, we have

L14 = {F14 = a3
−1x+ a3y+ z= 0},

L47 = {F47 = x+ a3
−1y+ a3z= 0},

L17 = {F17 = a3x+ y+ a3
−1z= 0}.

Set (
x

c123
,

y
c456

,
z

c789

)
= (τ1τ2τ3, τ4τ5τ6, τ7τ8τ9), (3.3)

with
c123 = a1

1
3 a2

2
3 a4
− 2

3 a5
− 1

3 , c456 = a5
1
3 a4

2
3 a6
− 2

3 a0
− 1

3 , c789 = a0
1
3 a6

2
3 a2
− 2

3 a1
− 1

3 ,

and suppose that
Fi j (x, y, z) = τ(ei)τ(ej)τ(h− ei − ej). (3.4)

By r i jk(ek) = h− ei − ej, one can immediately compute the action ofr i jk from (3.3) and (3.4). Each
action ofr i j and diagram automorphismιi is realized as just a permutation ofτi ’s. Summarizing
above, we now arrive at the following theorem.

Theorem 3.2. Define the birational transformationssi (0 ≤ i ≤ 6) and ι j ( j = 1,2) on L =
C(a1/3)(τ1, . . . , τ9) by

s1(τ{5,6}) = τ{6,5}, s2(τ{4,5}) = τ{5,4}, s4(τ{7,8}) = τ{8,7}, s5(τ{8,9}) = τ{9,8},
s6(τ{1,2}) = τ{2,1}, s0(τ{2,3}) = τ{3,2}, ι1(τ{1,2,3}) = τ{7,8,9}, ι2(τ{1,2,3}) = τ{4,5,6},
s3(τ1) =

(
c123τ1τ2τ3 + a3

−1c456τ4τ5τ6 + a3c789τ7τ8τ9

)
/(τ4τ7),

s3(τ4) =
(
a3c123τ1τ2τ3 + c456τ4τ5τ6 + a3

−1c789τ7τ8τ9

)
/(τ1τ7),

s3(τ7) =
(
a3
−1c123τ1τ2τ3 + a3c456τ4τ5τ6 + c789τ7τ8τ9

)
/(τ1τ4).

(3.5)

Then(3.5)with (3.2)provide a realization of̃W(E(1)
6 ) = 〈s0, . . . , s6, ι1, ι2〉.

4 Discrete Painlev́e equation

By virtue of Theorem 3.2 given in the preceding section, we have also birational action ofW̃(E(1)
6 )

on the inhomogeneous coordinate:

[ f : g : 1] =

[
x

c123
:

y
c456

:
z

c789

]
= [τ1τ2τ3 : τ4τ5τ6 : τ7τ8τ9] . (4.1)
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Corollary 4.1. Let

s3( f ) = f
c123f + a3

−1c456g+ a3c789

a3
−1c123f + a3c456g+ c789

,

s3(g) = g
a3c123f + c456g+ a3

−1c789

a3
−1c123f + a3c456g+ c789

,

ι1( f ) =
1
f
, ι1(g) =

g
f
, ι2( f ) = g, ι2(g) = f .

(4.2)

Then(4.2)with (3.2) realizesW̃(E(1)
6 ) on the function fieldC(a1/3; f ,g) = C(a1/3)( f ,g).

This representation is essentially equivalent to that given in [Sak01]. The birational action
arising from the translation part of affine Weyl group can be regrded as a discrete dynamical system
and is called adiscrete Painlevé equation; cf. [NY98]. Consider an element

ℓ = r258r369r258r147

= (s2s4s6s0s1s5s3s2s4s6s3)
2 ∈W(E(1)

6 ), (4.3)

acting on the parametersa = (a0, . . . , a6) as theirq-shifts:

ℓ(a) = a = (a0,a1,q
−1a2,q

2a3,q
−1a4,a5,q

−1a6). (4.4)

We define rational functionsF(a; f ,g), G(a; f ,g) ∈ C(a1/3; f ,g) by

ℓ( f ) = F(a; f ,g), ℓ(g) = G(a; f ,g). (4.5)

Definition 4.2. The system of functional equations:

f (a) = F(a; f (a),g(a)), g(a) = G(a; f (a),g(a)), (4.6)

for unknownsf = f (a) andg = g(a) is called theq-Painlevé equation of typeE(1)
6 .

We shall often denote (4.6) shortly byq-P(E6).

Remark4.3. We have the following inclusion relation of affine Weyl groups:W(E(1)
6 ) ⊃W(A(1)

5 ) ⊕
W(A(1)

1 ). For instance, the sets of vectorsB′ = {α158, α367, α248, α169, α257, α349} andB′′ = {α147, α258+

α369} realize the root bases of typesA(1)
5 andA(1)

1 , respectively. Moreover, they are mutually orthog-
onal. The transformationℓ, used to define theq-Painlev́e equation (4.6), is exactly the translation
in W(A(1)

1 ); that is,rα258+α369rα147 = (r258r369r258)r147 = ℓ.

5 Bilinear equations amongτ-functions

Intoroduce the transformationsℓ2 = r369r147r369r258 andℓ3 = r147r258r147r369, in parallel withℓ1 =

ℓ = r258r369r258r147. These act on the root variables as theirq-shifts:

ℓ1(a) = (a0, a1,q−1a2,q2a3,q−1a4,a5, q−1a6),
ℓ2(a) = (q−1a0,q−1a1,qa2,q−1a3,qa4,q−1a5,qa6),
ℓ3(a) = (qa0,qa1,a2,q−1a3,a4,qa5,a6).

(5.1)
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Note thatℓi ’s are mutually commutable andℓ1ℓ2ℓ3 = id. The action ofℓi on the auxiliary variables:

a = (a0a1a5)
1/3, b = (a2a4a6q)1/3, (5.2)

is described as follows:

ℓ1(a,b) = (a,q−1b), ℓ2(a, b) = (q−1a,qb), ℓ3(a,b) = (qa,b). (5.3)

Lemma 5.1. It holds that

τ3ℓ3(τ6) − a2bℓ3(τ3)τ6 =

(
a1

2a2

a0
2a6

)1/3 1− a6b3

a2b
τ7τ8. (5.4)

Proof. Thenormalizeddefining polynomials of linesL39 andL69 read (see Section 3)

F39(x, y, z) = a0a3a4
2a5

2a6x+
a0a6y
a4a5

+
z

a0
2a3a4a5a6

2
,

F69(x, y, z) =
a4a5x
a1a2

+
y

a1a2a3a4
2a5

2
+ a1

2a2
2a3a4a5z,

respectively. Eliminatingx andy, we get

F39− a0a1a2a3a4a5a6F69 =
1− (a0a1a2a3a4a5a6)3

a0
2a3a4a5a6

2
z. (5.5)

Recall thatz = c789τ7τ8τ9 andFi j = τiτ jτ(h − ei − ej); see (3.3) and (3.4). By virtue ofℓ3(e6) =
h− e3 − e9 andℓ3(e3) = h− e6 − e9, we thus obtain (5.4) from (5.5). �

Now, we shall rename theτ-functions as follows:

U{1,2,3} =
τ{1,4,7}

N(a,b)
, V{1,2,3} =

τ{2,5,8}

N(q1/3a, q−2/3b)
, W{1,2,3} =

τ{3,6,9}

N(q−1/3a,q−1/3b)
, (5.6)

where the normalization factorN(a,b) is defined by

N(a,b) =

(
−aq

b
,−ab2q,− q

a2b
; q,q

)

∞

(
b3q3

a3
,

q3

a3b6
,a6b3q3; q3,q3

)

∞(
b2q2

a2
,

q2

a2b4
,a4b2q2; q2,q2

)

∞

. (5.7)

Equation (5.4) in Lemma 5.1 is then rewritten into

1
a

W1ℓ3(W2) − abℓ3(W1)W2 =

(
a1

2a2

a0
2a6

)1/3 (
1
a
− ab

)
U3V3, (5.8)

by straightforward computation. As seen below, all the other bilinear equations forUi, Vi, andWi

can also be derived from (5.8) by suitable symmetries ofW̃(E(1)
6 ). Applying r13r46r79 to (5.8) and

viewing thatℓ1 = r13r46r79ℓ3r13r46r79, we thus obtain

abU1ℓ1(U2) −
q
b
ℓ1(U1)U2 =

(
a0a6

2

a1a2
2

)1/3 (
ab− q

b

)
V3W3. (5.9)

9



Moreover, let us consider an elementπ = s0s1s5ι1ι2 ∈ W̃(E(1)
6 ) of order six whose action is given

as follows:

π : (a0,a1,a2,a3,a4,a5, a6; τ{1,2,3,4,5,6,7,8,9}) 7→
(

1
a5
,

1
a0
,a0a6,a3, a1a2,

1
a1
,a4a5; τ{7,9,8,1,3,2,4,6,5}

)
.

Hence we see that

π : (a,b; Ui ,Vi ,Wi) 7→
(
1
a
,ab; Ui−1,Wi−1,Vi−1

)
, (5.10)

and also that the commutation relations,πℓ1 = ℓ1π, πℓ2 = ℓ3π, πℓ3 = ℓ2π, hold. Note thatπ realizes
the rotational diagram automorphism ofA(1)

5 , considered in Remark 4.3. Applyingπ to (5.8) and
(5.9), we get the following proposition.

Proposition 5.2. The following bilinear equations among theτ-functionsUi, Vi andWi hold:

abUiℓ1(Ui+1) −
q
b
ℓ1(Ui)Ui+1 = γi

(
ab− q

b

)
Vi+2Wi+2, (5.11a)

1
b

Viℓ2(Vi+1) −
1
a
ℓ2(Vi)Vi+1 = δi

(
1
b
− 1

a

)
Wi+2Ui+2, (5.11b)

1
a

Wiℓ3(Wi+1) − abℓ3(Wi)Wi+1 = ϵi

(
1
a
− ab

)
Ui+2Vi+2, (5.11c)

for i ∈ Z/3Z. Hereγi andδi are the parameters defined by

γ1 =

(
a0a6

2

a1a2
2

)1/3

, γ2 =

(
a1a2

2

a4
2a5

)1/3

, γ3 =

(
a4

2a5

a0a6
2

)1/3

,

δ1 =

(
a0a2

a1a6

)1/3

, δ2 =

(
a1a4

a2a5

)1/3

, δ3 =

(
a5a6

a0a4

)1/3

,

ϵ1 =

(
a1

2a2

a0
2a6

)1/3

, ϵ2 =

(
a4a5

2

a1
2a2

)1/3

, ϵ3 =

(
a0

2a6

a4a5
2

)1/3

.

(5.12)

We call system (5.11) thebilinear form of theq-Painlevé equation of typeE(1)
6 . Conversely, we

can verify that, for any functionsUi ,Vi ,Wi (i ∈ Z/3Z) satisfying (5.11), the pair of variables (f ,g)
defined by

f =
U1V1W1

U3V3W3
, g =

U2V2W2

U3V3W3
,

certainly solves theq-Painlev́e equation (4.6); here we recall (4.1) and (5.6).

Remark5.3. (i) Consider the case wherea0 = a1 = a5 anda2 = a4 = a6. Then, the functions
τ1 = τ4 = τ7 = N(a,b), τ2 = τ5 = τ8 = N(q1/3a,q−2/3b), andτ3 = τ6 = τ9 = N(q−1/3a, q−1/3b),
provide the fixed solution with respect to the action ofπ2 = ι2ι1, the diagram rotation ofE(1)

6 of
order three.
(ii) We have also another type of bilinear equations among sixτ-functions connected withπ:

(a− b)Wiℓ
−1
1 (Vi+1) +

(
b− 1

ab

)
ℓ3(Wi)ℓ2(Vi+1) +

(
1
ab
− a

)
ℓ−1

1 (Wi)Vi+1 = 0, (5.13a)
(
1
a
− ab

)
Viℓ
−1
1 (Wi+1) +

(
ab− 1

b

)
ℓ2(Vi)ℓ3(Wi+1) +

(
1
b
− 1

a

)
ℓ−1

1 (Vi)Wi+1 = 0. (5.13b)

This system can be viewed as a similarlity reduction of theq-UC hierarchy (see (2.10)), in fact;cf.
[Tsu04c, TM04].
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6 Similarity reduction of lattice q-UC hierarchy to q-P(E6)

We shall explain how the bilinear form ofq-P(E6), (5.11), arises naturally from the latticeq-UC
hierarchy, through certain periodic and similarity reductions. LetI = {1,2,3} andJ = ∅; consider
the latticeq-UC hierarchy:

tiTi(σm,n+1)T j(σm+1,n) − t jT j(σm,n+1)Ti(σm+1,n) = (ti − t j)Ti j (σm,n)σm+1,n+1. (6.1)

We impose the (3,3)-periodic condition:

σm,n = σm+3,n = σm,n+3, (6.2)

and the similarity condition:

σm,n(ct1, ct2, ct3) = cdm,nσm,n(t1, t2, t3), (6.3)

for anyc ∈ C×. Heredm,n are constant parameters such thatdm,n + dm+1,n+1 = dm+1,n + dm,n+1. Then,
we introduce the functions̃σm,n(a,b) in two variables defined bỹσm,n(a,b) = σm,n(t1, t2, t3) under
the substitution (t1, t2, t3) = (a−1,b−1,ab). We thus have the following lemma.

Lemma 6.1. Let

Ui(a,b) = σ̃i,−i(a,b),

Vi(a,b) = σ̃i+1,−i+1(q
1/3a,q−2/3b), (6.4)

Wi(a,b) = σ̃i+2,−i+2(q
−1/3a,q−1/3b),

for i ∈ Z/3Z. Then these functions satisfy the bilinear form ofq-P(E6), (5.11), with the parameters:

γi = q(di,−i+2−di+1,−i )/3, δi = q(di+1,−i−di+2,−i+1)/3, ϵi = q(di+2,−i+1−di,−i+2)/3. (6.5)

Proof. Being attentive to the action ofℓi ’s on variablesa andb (see (5.3)), one can deduce the
bilinear form ofq-P(E6) straightforwardly from the latticeq-UC hierarchy (6.1) by the similarity
condition (6.3) together with the periodicity (6.2).

For instance, we shall start from (6.1) with (m,n) = (r + 1,−r) and (i, j) = (1,2):

t1σr+1,−r+1(qt1, t2, t3)σr+2,−r(t1,qt2, t3) − t2σr+1,−r+1(t1,qt2, t3)σr+2,−r(qt1, t2, t3)

= (t1 − t2)σr+1,−r(qt1, qt2, t3)σr+2,−r+1(t1, t2, t3).

By using the homogeneity (6.3), we have

q(dr+1,−r+1+dr+2,−r )/3t1σr+1,−r+1(q
2/3t1,q

−1/3t2, q
−1/3t3)σr+2,−r(q

−1/3t1,q
2/3t2,q

−1/3t3)

− q(dr+1,−r+1+dr+2,−r )/3t2σr+1,−r+1(q
−1/3t1,q

2/3t2,q
−1/3t3)σr+2,−r(q

2/3t1,q
−1/3t2,q

−1/3t3)

= q2dr+1,−r/3(t1 − t2)σr+1,−r(q
1/3t1,q

1/3t2, q
−2/3t3)σr+2,−r+1(t1, t2, t3).

Putting (t1, t2, t3) = (a−1,b−1,ab), therefore we obtain

1
a
σ̃r+1,−r+1(q

−2/3a,q1/3b)σ̃r+2,−r(q
1/3a,q−2/3b)

− 1
b
σ̃r+1,−r+1(q

1/3a,q−2/3b)σ̃r+2,−r(q
−2/3a, q1/3b)

= q(dr+1,−r−dr+2,−r+1)/3

(
1
a
− 1

b

)
σ̃r+1,−r(q

−1/3a,q−1/3b)σ̃r+2,−r+1(a,b),

which turns out to coincide with (5.11b) in view of the action ofℓ2. In the same way, we can derive
also (5.11a) and (5.11c). The proof is now complete. �
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7 Algebraic solutions of q-Painlevé equation in terms of the
universal character

As seen in the preceding section, theq-Painlev́e equation of typeE(1)
6 is in fact equivalent to a

similarity reduction of the (periodic) latticeq-UC hierarchy. On the other hand, we have already
known that the latticeq-UC hierarchy admits the universal characters as its homogeneous solutions;
see Proposition 2.2. Consequently, we obtain in particular a class of algebraic solutions of theq-
Painlev́e equation in terms of the universal character.

In order to state our main result precisely, we first recall the notion ofN-core partitions; seee.g.
[Nou04]. A subsetM ⊂ Z is said to be aMaya diagramif m ∈ M (m≪ 0) andm < M (m≫ 0).
Each Maya diagramM = {. . . ,m3,m2,m1} corresponds to a unique partitionλ = (λ1, λ2, . . .) such
thatmi −mi+1 = λi − λi+1 + 1. For a sequence of integersn = (n1, n2, . . . ,nN) ∈ ZN, let us consider
the Maya diagram:

M(n) = (NZ<n1 + 1)∪ (NZ<n2 + 2)∪ · · · ∪ (NZ<nN + N),

and denote byλ(n) the corresponding partition. Note thatλ(n) = λ(n+ 1), where1 = (1,1, . . . , 1).
We call a partition of the formλ(n) an N-core partition. It is well-known that a partitionλ is
N-core if and only ifλ has no hook with length of a multiple ofN. We have a cyclic chain of the
universal characters attached toN-core partitions; see [Tsu04b, Lemma 2.2].

Lemma 7.1. It holds that
S[(

ki , λ(n(i−1))
)
, µ

] = ±S[λ(n(i)), µ] , (7.1)

for arbitrary n = (n1, n2, . . . ,nN) ∈ ZN and partitionµ. Here n(i) = n + (

i︷  ︸︸  ︷
1, . . . ,1,

N−i︷  ︸︸  ︷
0, . . . , 0) and

ki = Nni − |n| with |n| = n1 + n2 + · · · + nN.

Finally, by virtue of Proposition 2.2 and Lemmas 6.1 and 7.1, we are led to the following
expression of algebraic solutions by means of the universal character attached to a pair of three-
core partitions. Define a rational functionR[λ,µ] = R[λ,µ](a,b) by (recall (2.1) or (2.9)):

R[λ,µ](a,b) = S[λ,µ](x, y) = s[λ,µ](t), (7.2)

under the substitution:

xn =
a−n + b−n + (ab)n

n(1− qn)
, yn =

an + bn + (ab)−n

n(1− q−n)
, (n = 1,2, . . .), (7.3)

or (t1, t2, t3) = (a−1, b−1,ab) with I = {1,2,3} andJ = ∅.

Theorem 7.2.For anym= (m1,m2,m3), n = (n1, n2,n3) ∈ Z3, let

Ui(a,b) = R[λ(m(i)), λ(n(−i))](a,b),

Vi(a,b) = R[λ(m(i+1)), λ(n(−i+1))](q
1/3a, q−2/3b), (7.4)

Wi(a,b) = R[λ(m(i+2)), λ(n(−i+2))](q
−1/3a, q−1/3b).
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(i) These functions solve the system of bilinear equations(5.11)with the parameters:

γi = qn−i−mi+1+
|m|−|n|

3 , δi = qn−i+1−mi+2+
|m|−|n|

3 , ϵi = qn−i+2−mi+
|m|−|n|

3 . (7.5)

(ii) Consequently, the pair of functions

f =
U1V1W1

U3V3W3
, g =

U2V2W2

U3V3W3
, (7.6)

gives an algebraic solution of theq-Painlevé equation of typeE(1)
6 , (4.6), when

a1 = aq
|m|+|n|

3 −m1−n3, a5 = aq
|m|+|n|

3 −m2−n2, a0 = aq
|m|+|n|

3 −m3−n1,

a2 = bq
|m|+|n|−1

3 −m3−n2, a4 = bq
|m|+|n|−1

3 −m1−n1, a6 = bq
|m|+|n|−1

3 −m2−n3.
(7.7)

Example7.3. Let us consider the special polynomial:

P[λ,µ](a,b; q) = (ab)|λ|+|µ|q−|ν|
∏

(i, j)∈λ

(
1− qh(i, j)

) ∏

(k,l)∈µ

(
qh(k,l) − 1

)
R[λ,µ](a,b),

associated with the algebraic solutions. Here we denote byh(i, j) thehook-length, that is,h(i, j) =
λi + λ

′
j − i − j + 1 (see [Mac95]); we letν = (ν1, ν2, . . .) be a sequence of integers defined by

νi = max{0, µ′i − λi}. It is interesting thatP[λ,µ](a,b; q) forms a polynomial whose coefficients are
all positive integers. A few examples of the special polynomials are given below:

λ µ P[λ,µ](a, b; q)
∅ ∅ 1

(1) ∅ a+ b+ a2b2

(2) ∅ a2 + b2 + a4b4 + (1+ q)ab(1+ a2b+ ab2)
(1,1) ∅ q(a2 + b2 + a4b4) + (1+ q)ab(1+ a2b+ ab2)
∅ (1) 1+ a2b+ ab2

∅ (2) q(1+ a4b2 + a2b4) + (1+ q)ab(a+ b+ a2b2)
(1) (1) (1+ q+ q2)a2b2 + qab(a2 + b2) + q(a+ b)(1+ a3b3)
(1) (2) (1+ q+ 2q2 + q3)a2b2(1+ a2b+ ab2) + q(1+ q)ab(a2 + b2 + a4b4)

+q2(a+ b+ a2b2(a3 + b3) + a4b4(a2 + b2))

8 Verification of Proposition 2.2

Take an (l + l′ + 2)× (l + l′ + 2) matrix of the form:

X = (Xa,b)1≤a,b≤l+l′+2

=

(
−t−1

i T j(Hµl′−a+1+a−1) −t−1
j Ti(Hµl′−a+1+a−1) Ti j (Hµl′−a+1+a−b+2)

T j(hλa−l′−2−a+2) Ti(hλa−l′−2−a+2) Ti j (hλa−l′−2−a+b)

) }
l′ + 1}
l + 1

. (8.1)

︸                   ︷︷                   ︸
1

︸                   ︷︷                   ︸
1

︸                ︷︷                ︸
l+l′

Let D = detX and denote byD[i1, i2, . . . ; j1, j2, . . .] its minor determinant removing rows{ia} and
columns{ ja}. We putλ0 = k andµ0 = k′.
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Lemma 8.1. It holds that

(ti − t j)s[(k,λ),(k′,µ)](t) = (tit j)
l′+1D, (8.2a)

Ti j (s[λ,µ](t)) = D[l′ + 1, l′ + 2; 1,2], (8.2b)

Ti(s[(k,λ),µ](t)) = (−t j)
l′D[l′ + 1; 1], (8.2c)

T j(s[λ,(k′,µ)](t)) = (−ti)
l′+1D[l′ + 2; 2], (8.2d)

T j(s[(k,λ),µ](t)) = (−ti)
l′D[l′ + 1; 2], (8.2e)

Ti(s[λ,(k′,µ)](t)) = (−t j)
l′+1D[l′ + 2; 1]. (8.2f)

Proof. Let us prove only (8.2a) in the following; the others (8.2b)–(8.2f) can be verified in a
similar manner. It is easy to see that

Ti(hn) = hn − tihn−1, (8.3a)

Ti(Hn) = Hn − t−1
i Hn−1. (8.3b)

We shall apply elemantary transformations successively to the row vector(hn,hn+1, . . . ,hn+r−1)
of sizer = l + l′ + 2 . First we add theb-th column multiplied by (−ti) to the (b+ 1)-th column for
1 ≤ b ≤ r − 1, we then obtain by (8.3a),

(hn,Ti(hn+1),Ti(hn+2), . . . ,Ti(hn+r−1)) .

Secondly adding theb-th column multiplied by (−t j) to the (b+1)-th column for 2≤ b ≤ r −1, we
get (

hn,Ti(hn+1),Ti j (hn+2), . . . ,Ti j (hn+r−1)
)
.

Add the second column multiplied by (ti − t j)−1 to the first column, we finally obtain the vector:

(
(ti − t j)

−1T j(hn+1),Ti(hn+1),Ti j (hn+2), . . . ,Ti j (hn+r−1)
)
.

By the same procedure as above, the low vector(Hn,Hn−1, . . . ,Hn−r+1) is also converted to
(
−(ti − t j)

−1t jT j(Hn),−tiTi(Hn), tit jTi j (Hn), . . . , tit jTi j (Hn−r+3)
)
,

via (8.3b).
Therefore, remenbering (2.9), we arrive at the expression: (ti − t j)s[(k,λ),(k′,µ)](t) = (tit j)l′+1D. �

Proof of Proposition 2.2.By applying Jacobi’s identity:

DD[l′ + 1, l′ + 2; 1,2] = D[l′ + 1; 1]D[l′ + 2; 2]− D[l′ + 1; 2]D[l′ + 2; 1],

then (2.7) follows immediately from Lemma 8.1. �
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A Reductions toq-Painlevé equations of typesA(1)
2g+1 and D(1)

5

Recall that theq-Painlev́e equations of typesA(1)
2g+1 and D(1)

5 can be derived as reductions from
theq-UC hierarchy; see [Tsu04c] and [TM04], respectively. Accordingly, it is obvious that they
can be derived also from the latticeq-UC hierarchy, as the latter hierarchy includes the former
one; see Remark 2.4 (i). We verify that the equations of typesA(1)

2g+1 andD(1)
5 are, in fact, similarity

reductions of the latticeq-UC hierarchy together with periodic conditions of order (g+1,g+1) and
(2, 2), respectively. In this appendix, we shall demonstrate how to obtain theq-Painlev́e equation
only for the case of typeD(1)

5 ; the other case is simpler, so it may be left to the reader; see [Tsu04c].
Let I = {1,2} and J = {−1,−2}. Suppose thatσm,n = σm,n(t) is a solution of the lattice

q-UC hierarchy (2.4), satisfying the periodic condition:σm,n = σm+2,n = σm,n+2 and the simi-
larity condition: σm,n(ct) = cdm,nσm,n(t). Heredm,n are constants balanced asdm,n + dm+1,n+1 =

dm+1,n + dm,n+1. Now let us introduce the functionρm,n(α, β; x) in x, equipped with constant pa-
rametersα andβ, defined byρm,n(α, β; x) = σm,n(t) under the substitutiont = (t1, t2, t−1, t−2) =
(α, α−1,−q−1βx,−q−1β−1x). Let

Φ
(−)
i (x) = ρi,i(α, β; x), Φ

(+)
i (x) = ρi,i(q1/2α,q1/2β; x),

Ψ
(−)
i (x) = ρi,i+1(α,q1/2β; q1/2x), Ψ

(+)
i (x) = ρi,i+1(q1/2α, β; q1/2x),

(A.1)

for i ∈ Z/2Z. As similar to the case ofE(1)
6 (see Section 6), we therfore obtain from (2.4), together

with the above constraints, the following system of bilinear equations:

α±1q(di,i−di,i+1)/2Φ
(±)
i (x)Φ(∓)

i+1(x) + β±1xq(di+1,i−di,i )/2Φ
(∓)
i (x)Φ(±)

i+1(x)

=
(
α±1 + β±1x

)
Ψ

(±)
i (q−1x)Ψ(∓)

i+1(x), (A.2a)

α±1q(di,i+1−di,i )/2Ψ
(±)
i (x)Ψ(∓)

i+1(x) +
(
q1/2β

)∓1 (
q1/2x

)
q(di+1,i−di,i )/2Ψ

(∓)
i (x)Ψ(±)

i+1(x)

=
(
α±1 + (q1/2β)∓1q1/2x

)
Φ

(±)
i (x)Φ(∓)

i+1(qx), (A.2b)

wherei ∈ Z/2Z. Take the variables

f (x) =
Φ

(+)
1 (x)Φ(−)

2 (x)

Φ
(−)
1 (x)Φ(+)

2 (x)
, g(x) =

Ψ
(+)
1 (x)Ψ(−)

2 (x)

Ψ
(−)
1 (x)Ψ(+)

2 (x)
; (A.3)

setγ = q(d1,1−d1,2)/2 andδ = q(d2,1−d1,1)/2. Hence, it follows from (A.2) that

f f =
(g+ α−1β−1γδx)(g+ αβγ−1δ−1qx)
(xg+ αβγδ)(qxg+ α−1β−1γ−1δ−1)

, (A.4a)

gg =
( f + α−1βγ−1δx)( f + αβ−1γδ−1x)
(x f + αβ−1γ−1δ)(x f + α−1βγδ−1)

, (A.4b)

where the symbolsf andg stand forf (qx) andg(q−1x), respectively. This system is equivalent to

theq-Painlev́e equation of typeD(1)
5 , known as theq-Painlev́e VI equation; see [JS96].
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