
UTMS 2004–35 November 15, 2004

The distribution of firm size

by

Na Zhang

�
UNIVERSITY OF TOKYO

GRADUATE SCHOOL OF MATHEMATICAL SCIENCES

KOMABA, TOKYO, JAPAN



The Distribution of Firm Size

Na Zhang

Graduate School of Mathematical Sciences, The University of Tokyo
3-8-1 Komaba, Meguro-ku, Tokyo, 153-8914, Japan

November 15, 2004

Abstract

In this paper, we studies the distribution of firm size by using a model based on Sato’s
paper in 1970, and proved the static distribution of firm size satisfies Pareto distribution
in its upper tail.

1 Introduction

Studies on empirical size distributions have a long history and attracted many scien-

tists’ interest in the past years, since these distributions were frequently used to describe so-

ciological, biological and economic phenomena (e.g.[4]). These empirical size distributions

include (1) distributions of incomes by size, (2) distributions of words in prose samples by

their frequency of occurrence, (3) distributions of scientists by number of papers published,

(4) distributions of cities by population, (5) distributions of biological gene by number of

species, and (6) distributions of firms by size.

More than one hundred years ago, Pareto[2] reported that personal income distribution

follows a power law with a universal exponent 1.5 approximately. Due to Pareto’s contri-

butions to this field, the distributions with the form off (i) =
abi

ik
are called Pareto distri-

bution, wherea, b andk are constants. In 1924, Yule[5] constructed a probability model
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with f (i) = cB(i,ρ + 1) as its limiting distribution, in order to explain the distributions of

biological genera by numbers of species, whereB is the Beta function andc is a constant.

This distribution is called Yule distribution. Actually, Yule distribution can be approximated

in its upper tail by Pareto distribution. In 1955, Simon[4] constructed a stochastic model to

describe the distribution of words by their frequency of occurrence and obtained Yule distri-

bution as the stationary solution of the stochastic process. In his model, he supposed that the

probability of absolute growth of a variable is proportional to its size, and relative growth or

the growth rate is stochastically independent of size. It is called the law of Proportional Ef-

fect. In 1970, Sato[3] studied the size distributions which follow the law of nonproportional

effect. Sato derived steady-state distributions for a few specific forms of the size-growth

relation.

In the present paper, Sato’s model is introduced and been used to describe the growth of

firms size-growth. The empirical results are proved by using a strict mathematical method.

2 Stochastic Model and Main Result

Let (Ω,F ,P;{Fn}∞
n=1) be a filtered probability space. Letα ∈ (0,1), a∈ (0,

1
1−α

)

andb =
1−a

α
. Note thata+ b > 0. Let Nn, Sn,i , i = 1, 2, . . . , Nn, beFn−measurable

random variables, for eachn = 1, 2, . . . , satisfying the following assumptions.

(A-1) P(Nn+1 = Nn,Sn+1,i = Sn,i +1,Sn+1, j = Sn, j , j 6= i|Fn) = (1−α)
aSn,i +b

∑Nn
k=1(aSn,k +b)

,

i = 1,2, . . . ,Nn.

(A-2) P(Nn+1 = Nn +1,Sn+1, Nn+1 = 1,Sn+1,m = Sn,m,m= 1,2, . . . ,Nn|Fn) = α.

(A-3) N1 = 1,S1,1 = 1.

This model can be used to explain a system of developing firms, as described in Figure 1.
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Figure 1. The schematic of size increase in developing firms.
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At time 1, there is only one firm with size 1. LetNn, n = 1, 2, . . . , denote the total number

of firms at timen, andSn,i be the size of thei-th firm at timen, 1≤ i ≤ Nn. For alln, Nn and

Sn,i satisfy the above assumptions. Actually the above assumptions indicate the following.

When the total size of the firms increases1, the size ofi-th firm increase1 at timen+1, with

probability(1−α)(aSn,i +b)/(
Nn

∑
k=1

aSn,k +b), and a new firm is created with size of1 with

probabilityα .

Let fn,k be the number of the firms with size ofk at timen, that is, fn,k is the cardinal

number of the set{i; Sn,i = k, i = 1,2, . . . ,Nn}. fn,k = 0 whenk > n. Our main result is the

following,

Theorem 1 Let ck, k = 1, 2, · · · , be defined by

ck =
α

1+(a+b)(1−α)
B(k+ b

a,1+ γ)

B(1+ b
a,1+ γ)

,

whereB(x,y) is the Beta function,γ = 1
a(1−α) . Then,n−

1
2+ε( fn,k−nck)→ 0, almost surely,

asn→ ∞, for anyε > 0 andk≥ 1.

In particular
fn,k

n
→ ck, almost surely, asn→ ∞, for anyk≥ 1.
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Remark 2 (1) The limit distribution of firm sizes satisfies Yule distribution, i.e.ck(k+ b
a)1+γ

converges to a constant ask→ ∞, hereγ =
1

a(1−α)
is called the Pareto coefficient.

(2) Whena = 1, b = 0, Sato’s model is simplified into Simon’s model. In this case, the

probability that the size ofi-th firm increases1 at timen+1 is (1−α)Sn,i/n, when the total

size of the firms increases1. Alsock =
α

2−α
B(k,1+

1
1−α

), and the Pareto coefficient is

1
1−α

.

3 Some Analysis About the Model

Let us make some preparations.

Lemma 3 For anyn≥ 1 andk≥ 1, we have the following.

(1) P( fn+1,k+1 = fn,k+1 +1, fn+1,k = fn,k−1, fn+1, j = fn, j , j 6= k,Nn+1 = Nn|Fn)

=
fn,k(ak+b)(1−α)

an+bNn
.

(2) P( fn+1,1 = fn,1 +1, fn+1,k = fn,k,k = 2, . . .n,Nn+1 = Nn +1|Fn) = α .

Proof. By Assumption 1, we have

P( fn+1,k+1 = fn,k+1 +1, fn+1,k = fn,k−1, fn+1, j = fn, j j 6= q, Nn+1 = Nn|Fn)

=P({∃i, Sn,i = k, Sn+1,i = Sn,i +1}|Fn) = E( fn,k1{Sn,i=k, Sn+1,i=Sn,i+1, Nn+1=Nn}|Fn)

= fn,kP(Sn,i = k, Sn+1,i = Sn,i +1, Nn+1 = Nn|Fn) =
(ak+b)(1−α)

an+bNn
fn,k.

So we have the assertion (1).

The assertion (2) follows from (A-2).

¤

Proposition 4 Suppose thatXn, n = 1,2, · · · , are random variables which satisfy

E[ max
1≤k≤n

|Xk|2]≤Cnδ , n = 1, 2, · · · , (1)
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for some constantsC > 0 andδ > 0. Thenn−
δ
2−εXn→ 0 a.s. for anyε > 0.

Proof. For anyl ∈ N, we have

E[ max
2l≤k≤2l+1

( |Xk|
k

δ
2+ε

)2

]≤ 2−l( δ
2+ε)E[ max

2l≤k≤2l+1
X2

k ]≤C2δ−2lε .

So we have

E[
∞

∑
l=1

max
2l≤k≤2l+1

( |Xk|
k

δ
2+ε

)2

]≤C
∞

∑
l=1

2δ−2lε < ∞,

which implies that max
2l≤k≤2l+1

|Xk|
k

δ
2+ε

→ 0 a.s., asl → ∞ .

This completes the proof.

¤

Using this proposition, we get the evaluation aboutNn, n = 1, 2, · · · .

Lemma 5
1

n
1
2+ε

|Nn−nα| → 0, a.s. as n→ ∞, for any ε > 0.

Proof. Notice thatNn satisfies

P(Nn+1 = Nn +1|Fn) = α,

P(Nn+1 = Nn|Fn) = 1−α.

Therefore we have,

E[ max
1≤k≤n

(Nk−kα)2]≤ 4E[(Nn−nα)2] = 4[n(α−α2)+2α2−3α +1].

By Proposition 4, we have our assertion.

¤
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4 Proof of The Main Result

Forn, k≥1, letXn,k = fn,k−nck, dn,k = Xn,k−E[Xn,k|Fn−1],Cn,k =





(ak+b)(1−α)
an+bNn

, n≥ k,

0, n < k,

anduk =
(ak+b)(1−α)

a+bα
. Note thatfn,k = 0 for n≤ k−1, then by the Lemma 3, we have,

for anyk andn≥ 1

E[ fn+1,k|Fn] = fn,k +Cn,k−1 fn,k−1−Cn,k fn,k,k≥ 2 (2)

E[ fn+1,1|Fn] = fn,1 +α−Cn,1 fn,1. (3)

Following Equations (2) and (3), we have

E[Xn+1,k|Fn] = (1−Cn,k)Xn,k +Cn,k−1 fn,k−1−ck−Cn,knck. (4)

E[Xn+1,1|Fn] = (1−Cn,1)Xn,1 +α−nc1Cn,1−c1. (5)

For each integern≥ 1 andk≥ 1, we denoteγn,k = 1−Cn,k. Let εn,1 = α−nc1Cn,1−c1 and

εn,k = Cn,k−1 fn,k−1−ck−Cn,knck, k≥ 2. Then we have,Xn+1,k = dn+1,k + γn,kXn,k + εn,k.

We see that

(
n−1

∏
j=1

γ j,k)−1Xn,k = Mn,k +An,k,

whereMn,k =
n−1

∑
l=1

(
l

∏
j=1

γ j,k)−1dl+1,k is a martingale inn andAn,k =
n−1

∑
l=1

(
l

∏
j=1

γ j,k)−1εl ,k.

Lemma 6 Let c = min{a,a+ b}. Then for eachk≥ 1, there are constantsrk and sk such

that

(1) (
n

∏
j=1

γ j,k)−1≤ rk exp(
uk|b|

c

n

∑
j=1

1
j
|α− Nj

j
|)nuk, n≥ 1.

(2) (
n

∏
j=1

γ j,k)−1≥ sk exp(−uk|b|
c

n

∑
j=1

1
j
|α− Nj

j
|)nuk, n≥ 1.
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Proof. For eachk≥ 1, let ik = min{n≥ 1,
(ak+b)(1−α)

cn
< 1}∨k. Then we have

log((
n

∏
j=ik

γ j,k)−1) =−
n

∑
j=ik

log(γ j,k) =−
n

∑
j=ik

log(1−Cj,k) = I1 + I2, n > ik,

whereI1 =
n

∑
j=ik

Cj,k andI2 = ∑n
j=ik ∑∞

l=2
1
l
(Cj,k)l . Then we have

I1 =
n

∑
j=ik

1
j
uk +

n

∑
j=ik

(Cj,k− 1
j
uk)≤ uk(1+ logn)+

uk|b|
c

n

∑
j=ik

1
j
|α− Nj

j
|,

and

I2 =
∞

∑
m=2

1
m

n

∑
j=ik

1
j2

(
(ak+b)(1−α)

a+b
Nj
j

)2(Cj,k)m−2

≤
∞

∑
m=2

1
m

(
(ak+b)(1−α)

c
)2

(
(ak+b)(1−α)

ikc

)m−2 n

∑
j=ik

1
j2

≤
∞

∑
m=1

2i2k
m

(
(ak+b)(1−α)

ikc

)m

≤2i2k log

(
1− (ak+b)(1−α)

ikc

)
.

So we have

(
n

∏
j=ik

γ j,k)−1≤
(

1− (ak+b)(1−α)
ikc

)2i2k
exp(uk +

uk|b|
c

n

∑
j=ik

1
j
|α− Nj

j
|)nuk.

On the other hand,

log((
n

∏
j=ik

γ j,k)−1)≥ I1≥ uk logn−
ik

∑
j=1

1
j
uk− uk|b|

c

n

∑
j=ik

1
j
|α− Nj

j
|,

and so,

(
n

∏
j=ik

γ j,k)−1≥ exp(−
ik

∑
j=1

1
j
uk− uk|b|

c

n

∑
j=ik

1
j
|α− Nj

j
|)nuk.

Sinceα ≤ γn,k ≤ 1, then we have our assertion.

¤
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Next, we evaluate martingale{Mn,k}∞
n=1 and the remain part{An,k}∞

n=1. Let τ = τt be

the stopping time defined byτ = inf{n, |Nn−nα| ≥ tn
3
4}, t > 0. Then we have|Nτ∧n− (τ ∧

n)α | ≤ t(τ ∧n)
3
4 +1≤ (t +1)(τ ∧n)

3
4

Proposition 7 For eachk∈N andt > 0, there exist some constantC̃t,k such thatE[ max
1≤m≤n

(Mm∧τ,k)2]≤

C̃t,kn
2uk+1, n > 1.

Proof. Note that

|dn,k|= |Xn,k−Xn−1,k−E[Xn,k−Xn−1,k|Fn−1| ≤ 2(1+ck). (6)

Therefore we have,

E[ max
1≤m≤n

M2
m∧τ,k]≤ 4E[|Mn∧τ,k|2]≤ 8E[

(n−1)∧τ

∑
l=1

(
l

∏
j=1

γ j,k)−2d2
l+1,k]

≤ 32(1+ck)2
n−1

∑
l=1

r2
k exp(

2uk|b|
c

l

∑
j=1

t +1

j
5
4

)l2uk. (7)

So lettingC̃t,k = 32(1+ck)2r2
k exp(

2uk|b|
c

∞

∑
j=1

t +1

j
5
4

), we have the assertion.

¤

Proposition 8 There exist some constantsĈt,k, for eachk∈ N andt > 0,

such thatE[|An∧τ,k|2]≤ Ĉt,kn
2uk+1, n > 1.

Proof. We prove this proposition by induction ink.

Step 1. We consider the case thatk = 1. Notice that

|εn,1|= |α−c1− (a+b)(1−α)
a+bNn

n

c1|= |(a+b)(1−α)
a+bα

c1− (a+b)(1−α)
a+bNn

n

c1|

≤ (a+b)(1−α)|b|c1

c2 |Nn−nα
n

|. (8)
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By the definition ofAn,k and Lemma 5 we have

E[|An∧τ,1|2]≤ nE

[
(n−1)∧τ

∑
l=1

(
l

∏
j=1

γ j,1)−2|εl ,1|2
]

≤ n
n−1

∑
l=1

{
r2
1 exp(

2u1|b|
c

l

∑
j=1

t

j
5
4

)l2u1
(u1|b|c1)2

c2 E[
(Nl − lα)2

l2
]

}

≤ 4r2
1 exp(

2u1|b|
c

∞

∑
j=1

t +1

j
5
4

)
(u1|b|c1)2

c2 n
n−1

∑
l=1

{(α−α2)l2u1−1 +(2α2−3α +1)l2u1−2}.

LettingĈt,1 = 8r2
1
(u1|b|c1)2

c2 exp(
2u1|b|

c
∑∞

j=1
t +1

j
5
4

), then we have our assertion fork = 1.

Step 2. Suppose that our assertion is valid fork. Because(
n−1

∏
j=1

γ j,k)−1Xn,k = Mn,k +An,k, by

the assumption fork and Proposition 7, we haveE[ max
1≤m≤n

(
(m−1)∧τ

∏
j=1

γ j,k)−2X2
m∧τ,k] ≤ 2(C̃t,k +

Ĉt,k)n2uk+1, n≥ 1. Note that

|εn,k+1|= |Cn,k fn,k−ck +1−Cn,k+1nck+1|

≤ |Cn,k( fn,k−nck)|+ |nCn,k−uk|ck + |nCn,k+1−uk+1|ck+1

≤ (ak+b)(1−α)
c

|Xn,k

n
|+ b

c
(ukck +uk+1ck+1)|α− Nn

n
|. (9)

If n≤ τ,

(
n

∏
j=1

γ j,k+1)−1Xn,k = (γn,k+1)−1(
n−1

∏
j=1

γ j,k+1)−1Xn,k

= γ−1
n,k+1

(∏n−1
j=1 γ j,k+1)−1

(∏n−1
j=1 γ j,k)−1

max
1≤m≤n

(
m−1

∏
j=1

γ j,k)−1Xm,k

≤ α−1 rk+1

sk
exp(

|b|(uk+1 +uk)
c

n−1

∑
j=1

t +1

j
5
4

)(n−1)uk+1−uk max
1≤m≤n

(
m−1

∏
j=1

γ j,k)−1Xm,k.
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By Lemma 6, we have

E[(An∧τ,k+1)2]≤ E[n
(n−1)∧τ

∑
h=1

(
h

∏
j=1

γ j,k+1)−2ε2
h,k+1] = n

n−1

∑
h=1

E[(
h

∏
j=1

γ j,k+1)−2ε2
h,k+1, h≤ τ]

≤ 2n
(ak+b)2(1−α)2

c2

n−1

∑
h=1

E[(
h

∏
j=1

γ j,k+1)−2
X2

h,k

h2 , h≤ τ]

+2n(
b
c
(ukck +uk+1ck+1))2

n−1

∑
h=1

E[(
h

∏
j=1

γ j,k+1)−2(Nh−hα)2

h2 ,h≤ τ]

≤ 2n
(ak+b)2(1−α)2

c2

n−1

∑
h=1

α−2 r2
k+1

s2
k

exp(
2|b|(uk+1 +uk)

c

n−1

∑
j=1

t +1

j
5
4

)h2uk+1−2uk−2

E[ max
1≤m≤h

(
m−1

∏
j=1

γ j,k)−1Xm,k,h≤ τ]

+4n(
b
c
(ukck +uk+1ck+1))2r2

k+1

n−1

∑
h=1

exp(
2uk+1|b|

c

h

∑
j=1

t +1

j
5
4

)h2uk+1−1

≤ 2n
(ak+b)2(1−α)2

c2

n−1

∑
h=1

2(C̃t,k +Ĉt,k)h2uk+1−1r2
k+1

s2
k

exp(
2|b|(uk+1 +uk)

c

h

∑
j=1

t +1

j
5
4

)

+4n(
b
c
(ukck +uk+1ck+1))2r2

k+1exp(
2uk+1|b|

c

∞

∑
j=1

t +1

j
5
4

)h2uk+1.

So there exists a constantĈt,k+1 such thatE[(An∧τ,k+1)2] ≤ Ĉt,k+1n2uk+1+1. This com-

pletes our assertion.

¤

Now let us prove Theorem 1. By Propositions 7 and 8 we haveE[ max
1≤m≤n

(
m∧τ−1

∏
j=1

γ j,k)−2X2
m∧τ,k]≤

2(C̃t,k +Ĉt,k)n2uk+1, n≥ 1. By assertion (2) inLemma 6, we have for everyω ∈ {τ = ∞}

(
m

∏
j=1

γ j,k)−2 ≥ s2
k exp(−2uk|b|

c

m

∑
j=1

t

j
5
4

)m2uk. Let v = s2
k exp(−2uk|b|

c
∑∞

j=1
t

j
5
4

). So we

see that

E[ max
1≤m≤n

vm2uk1{τ=∞}(Xm∧τ,k)2]≤ E[ max
1≤m≤n

(
m

∏
j=1

γ j,k)−2X2
m,k,τ = ∞]

≤ 2(C̃t,k +Ĉt,k)(1− (ak+b)(1−α)
c

)−2n2uk+1.
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According to the Proposition 4 we get that
Xn,k1{τ=∞}

n
1
2+ε

converges to 0 almost surely.

Notice thatP(τt = ∞)→ 1, ast → ∞. So
Xn,k

n
1
2+ε

converges to0 almost surely.
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