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Abstract

We give a natural definition of the Morrey spaces for Radon mea-
sures which may be non-doubling but satisfy the growth condition. In
these spaces we investigate the behavior of the maximal operator, the
fractional integral operator, the singular integral operator and their
vector-valued extensions.

1 Introduction

For 1 ≤ q ≤ p < ∞ the (classical) Morrey spaces are defined as

Mp
q(R

d) :=
{

f ∈ Lq
loc(R

d) : ‖f |Mp
q(R

d)‖ < ∞
}

,

where the norm ‖f |Mp
q(Rd)‖ is given by

‖f |Mp
q(R

d)‖ := sup
x∈Rd, l>0

|B(x, l)| 1p− 1
q

(∫
B(x,l)

|f |q dy

) 1
q

.

Here, B(x, l) is a closed ball with its center x and radius l as usual and
|B(x, l)| denotes its volume. The Morrey spaces describe local regularity
more precisely than the Lebesgue spaces Lp(Rd) (c.f. [6]). A Radon measure
µ on Rd is said to be doubling if there exists some constant C such that
µ(B(x, 2l)) ≤ C µ(B(x, l)) for all x ∈ supp(µ) and l > 0. In most results of
classical Carderón-Zygmund theory the doubling condition on µ seems to be
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an essential assumption (c.f. [3], [9]). However recently it has been shown
that many results in this theory also hold without the doubling assumption,
as is found in [7], [10] and many other literatures. In this paper we shall
define the Morrey spaces with non-doubling Radon measures and investigate
the properties of them. Throughout this paper µ will be a (positive) Radon
measure on Rd satisfying the growth condition

µ(B(x, l)) ≤ c0 ln for all x ∈ supp(µ) and l > 0, (1)

where c0 and n, 0 < n ≤ d, are some fixed numbers.
Firstly, let us give notations and definitions. By ”cube” we mean a closed

cube whose edges are parallel to the coordinate axes. Its side length will
be denoted by �(Q) and its center by z(Q). The set of all cubes Q ⊂ Rd

satisfying µ(Q) > 0 will be denoted by Q(µ). For c > 0, cQ will denote a
cube concentric to Q with its sidelength c �(Q).

Let k > 1 and 1 ≤ q ≤ p < ∞. We define a Morrey space Mp
q(k, µ) as

Mp
q(k, µ) :=

{
f ∈ Lq

loc(µ) : ‖f |Mp
q(k, µ)‖ < ∞} ,

where the norm ‖f |Mp
q(k, µ)‖ is given by

‖f |Mp
q(k, µ)‖ := sup

Q∈Q(µ)
µ(k Q)

1
p
− 1

q

(∫
Q
|f |q dµ

) 1
q

. (2)

Clearly, we see that Mp
q(k, µ) ⊃ Lp(µ) and by using Hölder’s inequality to

(2) we have that ‖f |Mp
q1

(k, µ)‖ ≥ ‖f |Mp
q2

(k, µ)‖ for all p ≥ q1 ≥ q2 ≥ 1.
This tells us that the following inclusion holds:

Lp(µ) = Mp
p(k, µ) ⊂ Mp

q1
(k, µ) ⊂ Mp

q2
(k, µ).

As is easily seen, the space Mp
q(k, µ) is a Banach space with its norm.

The parameter k > 1 appearing in the definition does not affect the
definition of the space. More precisely, we have the following proposition,
which will be a key to our arguments throughout this paper.

Proposition 1.1. Let k1, k2 > 1. Then we have Mp
q(k1, µ) ≈ Mp

q(k2, µ) in
the sense of the equivalent norms.

Proof. Let k1 ≤ k2. Then the inclusion Mp
q(k1, µ) ⊂ Mp

q(k2, µ) is
trivial by the definition of the norms. Let us show the reverse inclusion. Let
f ∈ Mp

q(k2, µ) and Q ∈ Q(µ). Then we have to estimate

µ(k1Q)
1
p
− 1

q

(∫
Q
|f |q dµ

) 1
q

.
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Simple geometric observation shows that there exist some cubes Q1, Q2, . . .,
QN with the same sidelength such that

Q ⊂
N⋃

i=1

Qi, k2Qi ⊂ k1Q (i = 1, 2, . . . , N) and N ≤ C

(
k2 − 1
k1 − 1

)d

.

Using this covering, we easily obtain

µ(k1Q)
1
p
− 1

q

(∫
Q
|f |q dµ

) 1
q

≤
N∑

i=1

µ(k1Q)
1
p
− 1

q

(∫
Qi

|f |q dµ

) 1
q

≤
∑

Qi∈Q(µ)

µ(k2Qi)
1
p
− 1

q

(∫
Qi

|f |q dµ

) 1
q

≤ N‖f |Mp
q(k2, µ)‖.

In view of this proposition we sometimes omit parameter k in Mp
q(k, µ).

The boundedness of fractional integral operators on the (classical) Mor-
rey spaces Mp

q(Rd) was studied by Adams ([1]), Chiarenza and Frasca ([2])
etc. Chiarenza and Frasca showed that the Hardy-Littlewood maximal op-
erator is bounded on the Morrey spaces ([2, Theorem 1]). By establishing a
pointwise estimate of fractional integrals involved with the Hardy-Littlewood
maximal function, they showed the boundedness of fractional integral oper-
ators on the Morrey spaces ([2, Theorem 2]). Boundedness of the singular
integral is also proved there ([2, Theorem 3]). In this paper we shall recover
these results in the setting of non-doubling measures. Moreover, we shall
prove the vector-valued maximal inequality.

Main theorems are stated in each section. Section 2 is devoted to the
study of the maximal operators, including a Fefferman-Stein type inequality,
where we will see our definition of the space goes well. Section 3 and 4
contain fractional integral operators. Finally in Section 5 we investigate the
boundedness of the singular integral.

In what follows the letter C will be used for constants that may change
from one occurrence to another. A ∼ B is used to indicate that C−1A ≤
B ≤ C A for some C > 0 independent on (for example) the functions f .
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2 Maximal inequalities

In this section we shall investigate some maximal inequalities. In proving
the maximal inequalities we do not have to pose the growth condition on µ.
For κ > 1 and f ∈ L1

loc(µ) we use the following modified maximal operator:

Mκf(x) := sup
x∈Q∈Q(µ)

1
µ(κQ)

∫
Q
|f | dµ.

We use the next results of this operator in our theory.

Proposition 2.1 ([8],[10]). If κ > 1 and 1 < p ≤ ∞, then we have

‖Mκf |Lp(µ)‖ ≤ Cd,p,κ‖f |Lp(µ)‖.
We also have the inequality of Fefferman-Stein type.

Proposition 2.2 ([8]). If κ > 1, 1 < p < ∞ and 1 < q ≤ ∞, then we have
the vector-valued maximal inequality :∥∥∥∥∥∥∥


∑

j∈N

(Mκfj)q




1/q

|Lp(µ)

∥∥∥∥∥∥∥ ≤ Cd,p,q,κ

∥∥∥∥∥∥∥

∑

j∈N

|fj|q



1/q

|Lp(µ)

∥∥∥∥∥∥∥ .

In this section we shall extend these results to the Morrey spaces Mp
q(µ).

Theorem 2.1. If k, κ > 1 and 1 < q ≤ p < ∞, then we have

‖Mκf |Mp
q(k, µ)‖ ≤ Cd,p,q,κ,k‖f |Mp

q(k, µ)‖.
Proof. Fix Q0 ∈ Q(µ) and put L := �(Q0)/2. Let f1 := χ κ+7

κ−1
Q0

f and
f2 := f − f1. Then for all y ∈ Q0 we have

Mκf(y) ≤ Mκf1(y) + Mκf2(y). (3)

It follows from the definition of Mκ that

Mκf2(y) ≤ sup
y∈Q∈Q(µ), �(Q)≥8L/(κ−1)

1
µ(κQ)

∫
Q
|f | dµ.

Suppose that y ∈ Q0, y ∈ Q ∈ Q(µ) and �(Q) ≥ 8L/(κ − 1). Then simple

calculus yields Q0 ⊂ 1 + κ

2
Q. Thus, we obtain

Mκf2(y) ≤ sup
Q0⊂Q∈Q(µ)

1

µ
(

2κ
κ+1 Q

) ∫
Q
|f | dµ. (4)
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Proposition 2.1, (3), (4) and Hölder’s inequality yield

µ

(
2κ(κ + 7)

κ2 − 1
Q0

) 1
p
− 1

q
(∫

Q0

(Mκf)q dµ

) 1
q

≤ µ

(
2κ(κ + 7)

κ2 − 1
Q0

) 1
p
− 1

q
(∫

Rd

(Mκf1)q dµ

) 1
q

+µ(Q0)
1
p
− 1

q ·
(∫

Q0

(Mκf2)q dµ

) 1
q

≤ µ

(
2κ(κ + 7)

κ2 − 1
Q0

) 1
p
− 1

q
(∫

Rd

(Mκf1)q dµ

) 1
q

+µ(Q0)
1
p · sup

Q0⊂Q∈Q(µ)

1

µ
(

2κ
κ+1 Q

) ∫
Q
|f | dµ

≤ C µ

(
2κ(κ + 7)

κ2 − 1
Q0

) 1
p
− 1

q

(∫
κ+7
κ−1

Q0

|f |q dµ

) 1
q

+C ′ sup
Q0⊂Q∈Q(µ)

µ

(
2κ

κ + 1
Q

) 1
p
− 1

q
(∫

Q
|f |q dµ

) 1
q

≤ C‖f |Mp
q(2κ/(κ + 1), µ)‖.

Hence we have

‖Mκf |Mp
q(2κ(κ + 7)/(κ2 − 1), µ)‖ ≤ C‖f |Mp

q(2κ/(κ + 1), µ)‖.
Using Proposition 1.1, we obtain the theorem.

Furthermore we have the following vector-valued version.

Theorem 2.2. If k, κ > 1, 1 < q ≤ p < ∞ and 1 < r ≤ ∞, then we have∥∥∥∥∥∥∥

∑

j∈N

(Mκfj)r




1/r

|Mp
q(k, µ)

∥∥∥∥∥∥∥ ≤ Cd,p,q,r,κ,k

∥∥∥∥∥∥∥

∑

j∈N

|fj|r



1/r

|Mp
q(k, µ)

∥∥∥∥∥∥∥ .

To prove this theorem we need a covering lemma.

Lemma 2.1. For all ρ > 1 there exists an integer ν, depending only on ρ
and d, which satisfies the following condition:

Let {Qj}j∈J be a finite family of cubes in Rd. Suppose that all cubes
Qj contain a fixed point x. Then we can select a set J ′ ⊂ J , #J ′ ≤
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ν, such that any cube Qj can be covered by some ρQk, k ∈ J ′. Here,
we use #A to denote the cardinality of a set A. (We will see that ν ∼
max

{
1, 16d |log(ρ − 1)| (ρ − 1)−d

}
. )

Proof. Let 2L := maxj �(Qj). We shall choose a cube inductively.
First, choose a cube Qj1 so that �(Qj1) = 2L. Suppose that Qj1, . . . , Qjk−1

are selected. Consider the set

Jk := {j ∈ J : none of ρQjm , m = 1, . . . , k − 1, contains Qj}.

If Jk = ∅, then we do not select cubes any more. If Jk �= ∅, we choose a cube
Qjk

, jk ∈ Jk, so that Qjk
maximizes �(Qj) with j ∈ Jk. We now proceed

this step and obtain a set J ′ := {j1, j2, . . .} ⊂ J .
Simple geometric observation shows that if k, k′ ∈ J ′, then we have

|z(Qk) − z(Qk′)| ≥ ρ − 1
2

max(�(Qk), �(Qk′)).

Recall that all Qj’s contain x. This shows that the number of Qk, k ∈ J ′,
such that 2m−1L < �(Qk) ≤ 2mL is less than or equal to max(1, 16d(ρ−1)−d)
for all m = −1,−2, . . .. Noticing that �(Qk) > (ρ − 1)L for all k ∈ J ′, we
obtain the lemma.

Proof of Theorem 2.2. Fix Q0 ∈ Q(µ) and put L := �(Q0)/2. Let
fj,1 := χ κ+7

κ−1
Q0

fj and fj,2 := fj − fj,1. Then, in the same way as in that of
the proof of Theorem 2.1, for y ∈ Q0 we have that

Mκfj(y) ≤ Mκfj,1(y) + Mκfj,2(y)

and that
Mκfj,2(y) ≤ sup

Q0⊂Q∈Q(µ)

1

µ
(

2κ
κ+1 Q

) ∫
Q
|fj | dµ.

Using Proposition 2.2 and the above estimates, we see that

µ

(
4κ

3κ + 1
· κ + 7
κ − 1

Q0

) 1
p
− 1

q
(∫

Q0

‖Mκfj | lr‖q dµ

) 1
q

≤ C µ

(
4κ

3κ + 1
· κ + 7
κ − 1

Q0

) 1
p
− 1

q
(∫

Rd

‖Mκfj,1 | lr‖q dµ

) 1
q

+C ′ µ(Q0)
1
p ·
∥∥∥∥∥∥ sup

Q0⊂Q∈Q(µ)

1

µ
(

2κ
κ+1 Q

) ∫
Q
|fj| dµ | lr

∥∥∥∥∥∥ .
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By Proposition 2.2, the first term of the right-hand side of the above
relation can be bounded by

∥∥‖fj | lr‖ |Mp
q(4κ/(3κ + 1), µ)

∥∥. So we shall
concentrate ourselves on estimating the second term.

Let {Qj}j∈N be a family of cubes satisfying Qj ⊃ Q0. Then by a simple
limitting argument it suffices to verify that for any N ∈ N

µ(Q0)
1
p ·

 N∑

j=1


 1

µ
(

2κ
κ+1 Qj

) ∫
Qj

|fj| dµ




r


1
r

≤ C
∥∥‖fj | lr‖ |Mp

q(4κ/(3κ + 1), µ)
∥∥ , (5)

where C is a constant independent on N . By duality argument (5) is reduced
to prove the following inequality:

µ(Q0)
1
p ·

N∑
j=1

aj


 1

µ
(

2κ
κ+1 Qj

) ∫
Qj

|fj| dµ




≤ C
∥∥‖fj | lr‖ |Mp

q(4κ/(3κ + 1), µ)
∥∥ (6)

for a non-negative sequence {aj} ∈ lr
′
with ‖aj | lr′‖ = 1. (r′ is a conjugate

exponent of r.)
To prove (6), we put for i = 1, 2, . . .

Ji :=
{

j ∈ N ∩ [1, N ] : 2i−1µ(Q0) ≤ µ

(
2κ

κ + 1
Qj

)
< 2iµ(Q0)

}
.

Then we have

µ(Q0)
1
p ·

N∑
j=1

aj


 1

µ
(

2κ
κ+1 Qj

) ∫
Qj

|fj| dµ




= µ(Q0)
1
p ·
∑

i

∑
j∈Ji

aj


 1

µ
(

2κ
κ+1 Qj

) ∫
Qj

|fj| dµ


 . (7)

We now use Lemma 2.1
for the family of the cubes {Qj}j∈Ji with ρ =

3κ + 1
2(κ + 1)

, to obtain an

integer ν and a set J ′
i ⊂ Ji, #J ′

i ≤ ν, satisfying that all cubes Qj, j ∈ Ji,
can be covered by some ρQk, k ∈ J ′

i . Using this observation, we can proceed
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further

µ(Q0)
1
p ·
∑
j∈Ji

aj


 1

µ
(

2κ
κ+1 Qj

) ∫
Qj

|fj | dµ




≤ µ(Q0)
1
p · 1

2i−1µ(Q0)
·
∑
j∈Ji

aj

∫
Qj

|fj| dµ

= 2µ(Q0)
1
p · 1

2iµ(Q0)
·
∑
k∈J ′

i

∑
j∈Ji: Qj⊂ρQk

aj

∫
Qj

|fj| dµ

≤ 2µ(Q0)
1
p ·
∑
k∈J ′

i

1

µ
(

2κ
κ+1 Qk

) ∫
ρ Qk


 ∑

j∈Ji: Qj⊂ρQk

aj |fj|

 dµ

≤ 2−(i−1)/p+1ν · (2i−1µ(Q0)
)1/p

·
(

1
µ( 2κ

κ+1ρ−1 ρQk)

)1
q (∫

ρQk

‖fj | lr‖q dµ

) 1
q

≤ 2−(i−1)/p+1ν
∥∥‖fj | lr‖ |Mp

q(4κ/(3κ + 1), µ)
∥∥ . (8)

From (7), (8) we arrived at the desired inequality (6) and obtain the theorem.

3 Boundedness of the fractional integral operator

In this section we investigate the fractional integral operator Iα defined
by Garćıa Cuerva and Eduardo Gatto.

Definition ([4]). For α with 0 < α < n, we define a fractional integral
operator as

Iαf(x) :=
∫
Rd

f(y)
|x − y|n−α

dµ(y),

where n is a constant in the growth condition of µ.

The following result is known due to Garcia and Eduardo [4].

Proposition 3.1 ([4]). Let 1 < p < n/α and 1/s = 1/p−α/n. Then Iα is
bounded from Lp(µ) to Ls(µ).

In this section we shall extend this result to the Morrey spaces Mp
q(µ).

As is the case with the classical one ([2, Theorem 2]), we have the following
theorem.
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Theorem 3.1. Suppose that the parameters satisfy

1 < q ≤ p < ∞, 1 < t ≤ s < ∞, t/s = q/p, 1/s = 1/p − α/n.

Then we have Iα is bounded from Mp
q(µ) to Mt

s(µ):

‖Iαf |Ms
t (k, µ)‖ ≤ Cp,q,s,t,α,k‖f |Mp

q(k, µ)‖, k > 1.

The proof of this theorem follows the argument in [2], except for certain
technical modifications. We first prove a pointwise estimate using the max-
imal operator, which immediately leads us to vector-valued improvement.

Lemma 3.1. If 1 < q ≤ p < ∞, 1 < p < n/α and 1/s = 1/p − α/n, then
we have a pointwise estimate

|Iαf(x)| ≤ Cp,q,α,s‖f |Mp
q(2, µ)‖1−p/s · (M2f(x))p/s.

Proof. We may assume that f is positive. Fix x ∈ Rd. We put for l > 0

fl(x) :=
1
ln

∫
B(x,l)

f dµ. (9)

For all y ∈ Rd, y �= x, we have an identity∫ ∞

0

χB(x,l)(y)
ln

lα−1 dl =
∫ ∞

|x−y|
lα−n−1 dl =

C

|x − y|n−α
.

This identity and Fubini’s theorem yield

Iαf(x) = C

∫
Rd

(∫ ∞

0

χB(x,l)(y)
ln

lα−1 dl

)
f(y) dµ(y)

= C

∫ ∞

0
fl(x)lα−1 dl. (10)

Take ε > 0 which will be determined later on. We separate the above

integral into I :=
∫ ε

0
fl(x)lα−1 dl and II :=

∫ ∞

ε
fl(x)lα−1 dl. By the growth

condition (1) noticing that fl(x) ≤ C M2f(x), we have

I ≤ C

∫ ε

0
M2f(x)lα−1 dl = C M2f(x) εα.

Let Q(x, l) be a cube whose center is x and sidelength is 2l. Then taking
into account of the growth condition, we see that(

c0

√
d · 2l

)n
p
−n

q ≤ µ(Q(x, 2l))
1
p
− 1

q .

9



Using this and Hölder’s inequality and the growth condition once more, we
have the following formula, which will be also used later,

fl(x) =
1
ln

∫
B(x,l)

f dµ

≤ µ(B(x, l))1−1/q

ln

(∫
B(x,l)

f q dµ

)1/q

≤ C l
−n

p l
n
p
−n

q

(∫
B(x,l)

f q dµ

) 1
q

≤ C l−
n
p µ(Q(x, 2l))

1
p
− 1

q

(∫
Q(x,l)

f q dµ

) 1
q

(11)

≤ C l−
n
p ‖f |Mp

q(2, µ)‖. (12)

Inserting this, II can be estimated by C ‖f |Mp
q(2, µ)q‖ ε−n/s.

Thus, we obtain

Iαf(x) ≤ C
(
M2f(x)εα + ‖f |Mp

q(2, µ)‖ε−n/s
)

.

Putting ε =
(‖f |Mp

q(2, µ)‖
M2f(x)

)p/n

, we obtain the desired estimate.

Using this lemma and Theorem 2.1, we can easily prove the theorem.

Corollary 3.1. If we assume further that 1 < r ≤ ∞, then we have

‖‖Iαfj | lr‖ |Ms
t (k, µ)‖ ≤ Cp,q,r,s,t,k‖‖fj | lr‖ |Mp

q(k, µ)‖.

4 Regularity of the fractional integral operator

In this section we investigate another type of the fractional integral oper-
ator Kα also defined by Garćıa-Cuerva and Eduardo Gatto.

Definition ([4]). Let n be a constant appearing in the growth condition.

(1) Let 0 < α < n and 0 < ε ≤ 1. A function kα : Rd × Rd → C is said
to be a fractional kernel of order α, if it satisfies that

|kα(x, y)| ≤ C

|x − y|n−α
for all x �= y

10



and that

|kα(x, y) − kα(x′, y)| ≤ C
|x − x′|ε

|x − y|n−α+ε
, if |x − y| ≥ 2|x′ − x|.

(2) We define an operator Kα for the kernel in (1):

Kαf(x) :=
∫
Rd

kα(x, y)f(y) dµ(y).

(3) A function space Lip(α) is always considered as a space modulo con-
stant. Its norm is given by

‖f |Lip(α)‖ := sup
x �=y

|f(x) − f(y)|
|x − y|α .

As is listed in [4], the typical example of the kernel kα with ε = 1 is

kα(x, y) =
1

|x − y|n−α
.

As for this fractional integral operator Kα, the following result is known.

Proposition 4.1 ([4]). Let kα be a fractional kernel with regularity ε. Sup-
pose that 0 < α − n/p < ε. Then, Kα is a bounded operator from Lp(µ) to
Lip(α − n/p).

In this section we shall extend this result to the Morrey spaces Mp
q(µ).

Theorem 4.1. Let kα be a fractional kernel with regularity ε. Suppose that
1 ≤ q ≤ p < ∞ and that 0 < α − n/p < ε. Then, Kα is a bounded operator
from Mp

q(k, µ) to Lip(α − n/p).

Proof. Let x �= y and r = |x − y|. Then we have by the definition

|Kαf(x) − Kαf(y)|
≤

∫
Rd

|kα(x, z) − kα(y, z)| |f(z)| dµ(z)

≤
∫

B(x,2r)
|kα(x, z)| |f(z)| dµ(z) +

∫
B(x,2r)

|kα(y, z)| |f(z)| dµ(z)

+
∫

B(x,2r)c

|kα(x, z) − kα(y, z)| |f(z)| dµ(z)

≤ C

∫
B(x,2r)

|f(z)|
|z − x|n−α

dµ(z) + C

∫
B(y,3r)

|f(z)|
|z − y|n−α

dµ(z)

+C ′ |x − y|ε
∫

B(x,2r)c

|f(z)|
|z − x|n−α+ε

dµ(z)

=: I + II + III. (13)
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It is the same as (9) that we put fl(x) =
1
ln

∫
B(x,l)

|f | dµ. Firstly, in the

same way as (10), we have that

∫
B(x,2r)

|f(z)|
|z − x|n−α

dµ(z) = C

∫ 2r

0
fl(x)lα−1 dl

and, using the formula (11), that

I ≤ C ‖f |Mp
q(2, µ)‖

∫ 2r

0
lα−n/p−1 dl = C ‖f |Mp

q(2, µ)‖ |x − y|α−n/p. (14)

Similarly, noting r = |x − y|, we see that

II ≤ C ‖f |Mp
q(2, µ)‖ |x − y|α−n/p. (15)

Lastly, it follows that∫
B(x,2r)c

|f(z)|
|z − x|n−α+ε

dµ(z) = C

∫ ∞

2r
fl(x) lα−ε−1 dl

and that

III ≤ C ‖f |Mp
q(2, µ)‖ |x − y|ε

∫ ∞

2r
lα−n/p−ε−1 dl

= C ‖f |Mp
q(2, µ)‖ |x − y|α−n/p. (16)

From (13) and (14)–(16) we obtain the theorem.

5 Boundedness of the singular integral operator

Finally, we investigate the boundedness of the singular integral operator
whose definition is listed in [7].

Definition. Let µ and n be as above. The singular integral operator T is
a bounded linear operator from L2(µ) to L2(µ) that satisfies the following:

There exists a function K that satisfies three properties listed below.

(1) There exists C > 0 such that |K(x, y)| ≤ C

|x − y|n .

12



(2) There exist ε > 0 and C > 0 such that

|K(x, y) − K(z, y)| + |K(y, x) − K(y, z)| ≤ C
|x − z|ε

|x − y|n+ε
,

if |x − y| ≥ 2|x − z|.
(3) If f is a bounded µ-measurable function with a bounded support, then

we have

Tf(x) =
∫
Rd

K(x, y)f(y) dµ(y) for all x /∈ supp(f).

As for this singular integral operator T , the following result is known
due to Nazarov, Treil and Volberg.

Proposition 5.1 ([7]). T is a bounded operator from Lp(µ) to itself, if
1 < p < ∞.

In this section we shall extend this result to the Morrey spaces Mp
q(µ).

Theorem 5.1. For k > 1, T is a bounded operator from Mp
q(k, µ) ∩ L2(µ)

to itself, if 1 < q ≤ p < ∞.

Proof. Fix B := B(x, r) ⊂ Rd, r > 0, and take f ∈ Mp
q(k, µ) ∩ L2(µ).

Decompose f according to 2B, that is, f = f1 + f2 where f1 = χ2Bf .
For y ∈ B we see by the definition that

|Tf2(y)| ≤
∫

(2B)c

|K(y, z)| |f(z)| dµ(z) ≤ C

∫
(2B)c

|f(z)|
|z − x|n dµ(z).

Recall again that fl(x) =
1
ln

∫
B(x,l)

|f | dµ. Then we have that

∫
(2B)c

|f(z)|
|z − x|n dµ(z) = C

∫ ∞

2r
fl(x)l−1 dl

and, using formula (11), that

|Tf2(y)| ≤ C ‖f |Mp
q(2, µ)‖

∫ ∞

2r
l−n/p−1 dl = C ‖f |Mp

q(2, µ)‖ r−n/p. (17)

13



Using Proposition 5.1 and (17), we obtain

µ(Q(x, 3r))
1
p
− 1

q

(∫
B
|Tf(y)|q dµ(y)

) 1
q

≤ µ(Q(x, 3r))
1
p
− 1

q

(∫
Rd

|Tf1(y)|q dµ(y)
) 1

q

+C µ(Q(x, 3r))
1
p
− 1

q µ(Q(x, r))
1
q r−n/p‖f |Mp

q(2, µ)‖

≤ C µ(Q(x, 3r))
1
p
− 1

q

(∫
Q(x,2r)

|f |q dµ

) 1
q

+C ′ µ(Q(x, r))
1
p r−n/p · ‖f |Mp

q(2, µ)‖
≤ C ‖f |Mp

q(k, µ)‖.
(In the last relation we use the growth condition.) Hence, we obtain the
theorem.

This theorem can be easily extended to vector-valued one.

Corollary 5.1. Suppose that k > 1, 1 < q ≤ p < ∞ and 1 < r < ∞. Then
we have ∥∥‖Tfj | lr‖ |Mp

q(k, µ)
∥∥ ≤ Cd,p,q,r,k,n

∥∥‖fj | lr‖ |Mp
q(k, µ)

∥∥ .

Proof. To prove this, we proceed as in the last theorem. We indicate
the necessary change.

For all j we decompose fj = fj,1 +fj,2 where fj,1 = χ2Bfj. The estimate
for fj,1 is quite the same, where we use the vector-valued version of Propo-
sition 5.1 proved in [5]. For the estimate of fj,2, we proceed in the same way
as (17) and have

|T (fj,2)(y)| ≤ C

∫
(2B)c

|fj(z)|
|z − x|n dµ(z).

It follows from Minkowski’s inequality that
∑

j∈N

|T (fj,2)(y)|r



1
r

≤ C

∫
(2B)c

(∑
j∈N |fj(z)|r

) 1
r

|z − x|n dµ(z).

The rest being the same, we omit the detail.
Remark. Once these type of the estimates are obtained, those of the maximal
operator of the truncated singular integral are easily obtained by Cotlar’s
inequality [7].
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tions.

2004–15 Shushi Harashita: Ekedahl-Oort strata contained in the supersingular locus.

2004–16 Mourad Choulli and Masahiro Yamamoto: Stable identification of a semilinear
term in a parabolic equation.

2004–17 J. Noguchi, J. Winkelmann and K. Yamanoi: The second main theorem for
holomorphic curves into semi-abelian varieties II.

2004–18 Yoshihiro Sawano and Hitoshi Tanaka: Morrey spaces for non-doubling mea-
sures.

The Graduate School of Mathematical Sciences was established in the University of
Tokyo in April, 1992. Formerly there were two departments of mathematics in the Uni-
versity of Tokyo: one in the Faculty of Science and the other in the College of Arts and
Sciences. All faculty members of these two departments have moved to the new gradu-
ate school, as well as several members of the Department of Pure and Applied Sciences
in the College of Arts and Sciences. In January, 1993, the preprint series of the former
two departments of mathematics were unified as the Preprint Series of the Graduate
School of Mathematical Sciences, The University of Tokyo. For the information about
the preprint series, please write to the preprint series office.

ADDRESS:
Graduate School of Mathematical Sciences, The University of Tokyo
3–8–1 Komaba Meguro-ku, Tokyo 153-8914, JAPAN
TEL +81-3-5465-7001 FAX +81-3-5465-7012


