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A Mechanical Model of Brownian Motion with

Uniform Motion Area

By Song Liang

Abstract. We consider a system of plural massive particles inter-
acting with an ideal gas, evolved according to non-random mechanical
principles, via interaction potentials. We first prove the weak conver-
gence of the (position, velocity)-process of the massive particles until
certain time, under a certain scaling limit, and give the precise expres-
sion of the limiting process, a diffusion process. In the second half,
we consider a special case which includes the case of “two same type
massive particles” as a concrete example, and prove the convergence
of the process of the massive particles until any time. The precise
description of the limit process, a combination of a “diffusion phase”
and a “uniform motion phase”, is also given.

1. Introduction

Brownian motion, first observed accidentally by Brown in 1827, is a

well-known physical phenomenon concerning the dynamics of a small par-

ticle put into a fluid in equilibrium, e.g., a grain of pollen in a glass of

water [14]. Its first physical explanation was given by Einstein: it is due to

the collisions of the particle with the numerous much lighter fluid atoms.

In more mathematical terms, the following rough explanation is well-used

nowadays: since the massive particle is collided by a big number of very

light water atoms, if we could assume that the interactions from each atom

at each time are independent, then by central limit theorem for the sum

of i.i.d. random variables, this will give in a suitable limit the Brownian

motion.

However, this “independent-interacting-atoms assumption” could not be

the case indeed, since the interactions affect not only the massive particle(s),
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but also the atoms. So even in a model where there is only one massive parti-

cle and only the interactions through collisions are considered, the possibility

of re-collisions makes it hopeless to get the mentioned independence of the

atoms. This becomes a more evident and significant drawback when there

are more than one massive particles, or when considering the model with

interactions caused by potentials. Indeed, the actual motion of the mas-

sive particles depends also on the past events, hence is not even a Markov

process.

So in order to study this phenomenon more precisely, one needs to con-

sider some model that consists with the mentioned dependence on the past.

In such a model, a finite number of massive particles interact with a gas of

infinitely many light particles, with the dynamics fully deterministic, Hamil-

tonian, as long as the initial condition is given. The only source of random-

ness is from the initial configuration of the light particles. The problem we

will be concerned with is to describe the motion of the massive particles in

the Brownian limit, where the mass m of the light particles goes to 0, while

the density and the velocities of them have order m−1/2.

This type of model, called a mechanical model of Brownian motion, was

first introduced and studied by Holley [8], for the case of only one massive

particle, with the whole system in dimension d = 1, and the interactions

given by collisions. This model was later extended by, e.g., Dürr-Goldstein-

Lebowitz [5], [6], [7], Calderoni-Dürr-Kusuoka [2], to the case of higher

dimensional spaces. Szász-Tóth [16] also considered some related problem.

But in all these papers, the numbers of massive objects consisted in their

models were all 1, and the interactions were collisions. [11] considered this

type of problem with plural massive particles and interactions given by

potentials under some conditions, especially, if we want a convergence until

any time, when there are two massive particles, they need to be “different

types” (the explanation of this terminology will be given later). Since this

paper is along the same line as [11], we will come back to some more detailed

description of [11] later.

There are a lot of papers related to our topic, in the sense of “deriving

Brownian motion from dynamics consisting the dependence on the past”

(or “re-collision” for the collisional interactions). For example, Chernov-

Dolgopyat [4] considered a model with only one heavy particle and one

light particle but with full re-collisions, Caprino-Marchioro-Pulvirenti [3]
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considered a model with the mean-field approximation from the beginning,

and with a different scaling. See also the references therein.

However, in the literature, to the best knowledge of the author, there

are not so many papers concerning with our problem of “deriving Brownian

motion from a Hamiltonian dynamics consisting of massive particle(s) with

infinitely many ideal gas light particles”, except the ones [8], [5], [6], [7],

[2], [11] quoted before. Especially, when there are more than one massive

particles, [11] is the only paper that we know. We notice that the Markov

approximation method used in [5] and [16], etc., is not available anymore

when there are more than one massive particles. We tackle this problem with

the help of martingale problem theory. This framework of proof was also

used in [2] and [11]. Precisely, we first prove the tightness of the considered

family of probabilities, and then prove that any cluster point of it must be

the unique probability that satisfies certain conditions.

Also, we remark that the model with interactions given by potentials,

which is discussed by this paper and [11], when compared with the hard core

model, although has the advantage that the system could be expressed by

ordinary differential equations (ODEs), has its own difficulty: the system is

strong non-Markovian, due to the extensions in time of the interactions. On

the contrary, for the hard core model, although still non-Markovian (caused

by the possibly re-collisions), each interaction happens in an instant. Also,

these two models have the following obvious difference: in the hard core

model, after each collision, the gas particle changes its velocity a lot –almost

reflecting in a certain direction–, since the masses of the light particles and

the massive particles are too different; whereas in our model, the interaction

is not strong to stop the light particle, and each light particle just “almost

passes through” (see Propositions 3.9). We also want to remark that, as

explained in Remark 1 of Section 2 below, for the case where there is only

one massive particle, our limit process coincides with the one for the hard

core model, which was given by [5]. (For the case where there are at least

two massive particles, we could not make the comparison since the limit

process for the hard core model is unknown).

In the rest of this section, we would like to give some heuristic expla-

nation to our model and results. Let us start with a careful look at [11].

[11] considered a deterministic system consisting of N massive particles and

infinitely many light particles evolving in Rd, with its Hamiltonian given by
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∑N
i=1 Mi|Vi|2 +

∑
(x,v) m|v|2 +

∑N
i=1

∑
(x,v) Ui(Xi−x), where Mi, Xi, Vi are

the mass, the position and the velocity of the i-th massive particles, respec-

tively; the summation with respect to (x, v) is for all of the light particles,

with x for the position and v for the velocity; and Ui are the potentials,

which are supposed to be C∞
0 (Rd). (See [11, (2.1)] for the corresponding

infinite system of ODEs, or (2.1) below for the ODEs of our paper, a modi-

fication of [11, (2.1)]). As same as in our present paper, the density and the

velocities of the light particles have order m−1/2, and the initial velocities

of all of the light particles are fast enough (precisely, ≥ Cm−1/2 for some

proper constant C). Heuristically, since the initial velocities of the light

particles are fast enough, the interactions with the massive particles are not

strong enough to “stop” them, so they will leave the interaction region very

quickly, and will never be seen by the massive particles again. In this sense,

the incoming light particles are always “almost” fresh. However, we would

like to emphasize that this does not mean that we have the independence

of the incoming light particles at different times, since the interactions are

given by potentials, hence last for a certain period of time. Again, our

system is non-Markovian.

One of the main ideas of [11] was the following: Since the initial velocities

of the light particles are very fast, as long as the massive particles are not too

fast (for example, are bounded by a constant), when describing the motion

of the light particles, we could use the approximation that the massive

particles are “frozen”. With the help of this “freezing” approximation, [11]

proved the following decomposition of Vi(t): let σn be the first time that

the speed of some massive particle is greater than n, then with a proper

function Ũ , called “new potential” by [11], we have that

MiVi(t ∧ σn) ≈ martingale + smooth part(1.1)

−m−1/2

∫ t∧σn

0
∇iŨ(X1(s), · · · , XN (s))ds.

(See [11, Lemma 3.5.1] for the detailed expression). Notice that this new

expression does not contain the motion of any light particles explicitly.

Heuristically, this could be understood as the macroscopically observable

interactions of the massive particles which are mediated by the light parti-

cles.

The heuristic meaning of the re-expression (1.1) is quite clear: The
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last term −m−1/2
∫ t∧σn
0 ∇iŨ(X1(s), · · · , XN (s))ds and the martingale term

are approximately the mean and the variance of the forces after “freezing-

approximation”, respectively, and the smooth term is given approximately

by the first order error of the approximation.

We have that ∇Ũ(X1, · · · , XN ) is equal to 0 as long as the “interaction

ranges” of each massive particles do not overlap, i.e., |Xi−Xj | > RUi +RUj

for any i, j ∈ {1, · · · , N} with i �= j, where RUi are given by Ui(x) = 0(|x| ≥
RUi). However, as soon as the interaction ranges of any pairs of the massive

particles overlap, we have that ∇Ũ(X1, · · · , XN ) �= 0, therefore, since the

coefficient m−1/2 diverges to infinity as m → 0, this last term in the new

expression (1.1) of Vi will give us an extremely strong force in the limit

m → 0, even if the overlap is very tiny.

It might not be so clear to the readers why does this phenomenon appear,

so we would like to explain it here with a few words. Notice that the

contribution to dVt
dt in [11, (2.1)] (respectively, dPtdt in (2.1) of this paper)

from each light particle is of order 1, and the total number of interacting

light particles at any time is of order m−1/2 in average, so it might be

thought in a glance that dVtdt (or dPtdt ) is always with order m−1/2 in average.

This is not the case until the overlap of the interacting ranges happens,

because of the cancellation of the effects from light particles in different

direction. However, as soon as the overlap happens, no matter how tiny

this overlap is, there will exist some light particles, with a total number of

order m−1/2 in mean, that interact with more than one massive particles

at the same time, so this balance will be destroyed, which results in a force

with order m−1/2 immediately.

So in order to find the motion of the massive particles in the limit m → 0,

we have to look more precisely at the new potential Ũ , given by the aver-

age of the force after freezing-approximation. Consider the simplest case

where there are exactly two massive particles with potentials U1 and U2

spherical-symmetric. (As will be explained later at the end of this section,

our method in the second half of this paper is valid for the case with only

two massive particles). It is trivial, since the system is invariant to parallel

shift, that Ũ(X1, X2) depends only on X1 − X2. With a little bit abuse

of notations, write it as Ũ(X1 −X2). Moreover, the spherical-symmetry of

the potentials Ui ensures the spherical-symmetry of Ũ (this is also heuristi-

cally clear, since all of the quantities are now independent of the directions),
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which means that the extremely strong force −m−1/2∇iŨ(X1, X2) in (1.1)

is parallel to X1−X2. (For the benefit of this property, see the limiting “re-

flecting diffusion” (for “different-type-case”) and “uniform motion phase”

(for “same-type-case”) described below).

If these two potentials are of “different types”, i.e., the signs of U1 and

U2 in some neighborhoods |x| ∈ (RUi − ε,RUi), with ε > 0 small enough,

are different (in words, one is positive and one is negative), then our new

potential Ũ will give us a reflecting force, which, after taking limit m → 0,

results in a reflecting diffusion process. This is discussed in [11, Section 6].

However, when these two potentials are of “same type”, i.e., in some

neighborhoods |x| ∈ (RUi − ε,RUi), with ε > 0 small enough, U1 and U2

have the same sign, then our new potential Ũ will give us an absorbing force,

which means that (if we consider the same dynamics as in [11]), after taking

limit m → 0, the velocities of the massive particles will become infinity, and

unfortunately, this situation with infinitely fast massive particles will last

for a period of time.

To avoid the difficulty of describing the limit process with infinitely fast

massive particles, we modify our model in the following way so that there

exists a constant c > 0 such that the speed of the massive particles could not

exceed c. In our new model, hinted by the relative efficacy, the Hamiltonian

is given by

N∑
i=1

√
M2
i c

4 + c2|Pi|2 +
∑
(x,v)

m|v|2 +
N∑
i=1

∑
(x,v)

Ui(Qi − x),(1.2)

here Pi is the momentum of the i-th massive particle, and Qi stands for the

position of it. For example, when c is equal to the speed of light, our model

is such that the massive particles evolve relativistically. We remark that the

energies of light particles in our model are not modified, so that their speeds

can go to infinity as m → 0. This setting is essential in our proof, so our

method does not adapt to the model with both the massive particles and

the light particles relativistic. However, we admit that we could not justify

the physical relevance of this setting with “relativistic massive particles

and non-relativistic light particles”. See (2.1) for the corresponding infinite

system of ODEs of our model.

In our present model, the velocities of the massive particles are bounded

and the velocities of the light particles go to infinity, so the “freezing-
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massive-particles-approximation” that we described before is still valid. By

following the same method as in [11], we can get a re-expression of Pi(t)

that is similar to (1.1) (See (3.4)). This, with the help of the mentioned

martingale problem theory, gives us that until the first time of overlap of

the potential ranges in any pair, the process of the states (i.e., positions and

momenta) of the massive particles converges to a (stopped) diffusion pro-

cess. See (2.4) for the generator L1 of the limit diffusion and see Theorem

2.1 for the statement of this result. As same as in the non-relativistic case,

the heuristic meanings of the coefficients in L1 are as follows: the diffusion

term is approximately the variance of the 0-order of our “freezing-massive-

particles approximation”, i.e., the variance of the quantity that substituted

the position of the light particles by the “freezing” approximations. (The

average of this 0-order is expressed approximately by the “new potential”

term −m−1/2∇Ũ , which is equal to 0 until overlap). Also, the drift term

corresponds to the first order of our approximation, or in other words, is a

result of the approximation error, which, by Taylor’s expression, consists a

derivative of the force.

Let us come back to our main purpose of this paper: consider the model

with two massive particles, with the new potential Ũ , given by the average

of force after approximation, resulting in an absorbing force right after the

overlapping. We want to know the limit motion after this overlapping. Let

us make some more observation before describing our main difficulty of this

part. As we explained, in the limit m → 0, the absorbing force −m−1/2∇iŨ
is extremely strong, so |Pi| becomes infinity in an instant, which means

that |Vi| = c. Indeed, since ∇iŨ is parallel to Q2 − Q1, we have that

the massive particles keep uniform motion in the area Ũ(Q1, Q2) < 0 with

Vi = ±c Q2−Q1

|Q2−Q1| . In summary, it is not difficult to be seen heuristically that

the limit process (if exists) should have two phases: one is diffusion phase

(for |Q2 − Q1| > RU1 + RU2), and the other is uniform motion phase (an

inner neighborhood of |Q2−Q1| = RU1 +RU2). Now we are able to describe

our problem: we have to determine the motion of the massive particles when

they reach the boundary |Q2 −Q1| = RU1 + RU2 from the uniform motion

phase: They could either stay in the uniform motion phase by reflecting or

re-enter the diffusion phase. Also, if they re-enter the diffusion phase, we

have to determine the new initial velocity. The answers to these questions

are not so easy. Indeed, as claimed, we have that |Pi| = ∞ (equivalently,
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|Vi| = c) in the uniform motion phase, and |Pi| < ∞ (equivalently, |Vi| < c)

in the diffusion phase, so Pi and Vi are not continuous, they lose all of their

informations at the instant that the massive particles entered the uniform

motion phase. Therefore, we have to find some method to tackle this loss

of information.

We solve this problem in the following way. This is also one of our

main ideas of this paper. Notice that by spherical symmetry (or the re-

formulation (3.4) of the system), the most difficult situation that the mo-

menta P1 and P2 become infinite, actually happens only in the ±(Q2 −Q1)-

direction, with same “size” and opposite directions. So the following quan-

tities should be kept finite, continuous and trackable for any time: (1) the

components Ri(t) of Pi(t) that are perpendicular to Q2(t) −Q1(t); (2) the

total momentum Y (t) (because of the cancellation of infinities), and (3) the

total energy H(t) (because the infinite of the total kinetic energy is cancelled

by the infinite value of the effective potential). (See (2.6) for the definitions

of these quantities, and see (2.11) for the precise expression of the generator

corresponding to these processes). We remark that these cancellations do

not depend on the precise shape of the “new” potential Ũ , in particular,

have no relation to the condition (T1) given in Section 2. On the other hand,

when the massive particles enter the diffusion phase from the uniform mo-

tion phase (which means that Ũ = 0 and (V2(t)−V1(t))·(Q2(t)−Q1(t)) > 0),

we have that (R1(t), R2(t), Y (t), H(t)) determines P1(t) and P2(t) uniquely.

The detailed calculation is given in Section 7. (See [12] for a similar problem

for SDE).

In short, the total energy and the total momentum balance, and together

with the finite parts of the momenta, suffice to resolve the behavior of the

massive particles at the boundary of the two phases. In this way, we are

able to “reserve information” during the period of uniform motion. Since

we have only two tractable quantities –the total energy H(t) and the total

momentum Y (t)– in order to determine the discontinuous part of the mo-

menta, our method is valid for the model with only two massive particles,

as claimed.

The rest of this paper is organized as follows. In Section 2, we give

the precise formulation of our model and result. In Section 3, we give the

re-expression of Pi(t) similar to (1.1), which is used essentially in the rest of

this paper (see Lemma 3.13). The main idea is the “freezing-approximation”
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that we explained. In Section 4, we give the proof of the convergence until

overlap (Theorem 2.1), with the help of Lemma 3.13. From Section 5 on, we

concentrate on the mentioned special case with two massive particles. We

prove in Section 5 the tightness of the considered distribution. In Section

6, we prove with the help of the results of Section 5, that several terms in

the re-expression are actually negligible. These calculations are necessary

for the precise expression of the limit process. In Section 7, we give the

precise formulation of determining (V1, V2) by (R1, R2, Y,H) when the mas-

sive particles arrive at the boundary of the two phases. In Section 8, we

give the proof of the convergence until any time in this special case (Theo-

rem 2.2). Finally, in Section 9, we proof that the examples of “same type”

potentials (U1, U2) given by Example 1 of Section 2 satisfy our assumption

(T1) described in the same section.

2. Description of the Model and Statement of the Result

Let us give the precise formulation of our model and result in this section.

We consider a dynamical system consists of N (N ∈ N) massive particles

with masses M1, · · · ,MN > 0, respectively, put into an environment of

infinitely many light particles with mass m > 0, (we will take the limit

m → 0 later on). Describe the initial condition of the environment by

ω̃ ∈ Conf(Rd × Rd). Here Conf(∗) stands for the set of all non-empty

closed subsets of ∗ which have not cluster point. Also, (x, v) ∈ ω̃ means

that there exists an environmental particle with position x and velocity

v at time 0. The distribution of ω̃ will be given later. As soon as the

initial condition of the system is given, our system is totally deterministic,

Hamiltonian, with the Hamilton given by (1.2). So we are assuming that

there is no interaction between any two environmental light particles, and

the interactions between the i-th massive particle and the light particles are

given by a potential function Ui ∈ C∞
0 (Rd), i = 1, · · · , N . For k = 1, · · · , N ,

let Q
(m)
k (t, ω̃), V

(m)
k (t, ω̃) and P

(m)
k (t, ω̃) denote the position, the velocity

and the momentum of the k-th massive particle at time t, respectively. So

our dynamical system is given by the following infinite system of ordinary
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differential equations:

d

dt
Q

(m)
k (t, ω̃) = V

(m)
k (t, ω̃) =

P
(m)
k (t, ω̃)

Mk

√
1 + M−2

k c−2|P (m)
k (t, ω̃)|2

,

d

dt
P

(m)
k (t, ω̃)

= −
∫
Rd×Rd

∇Uk(Q
(m)
k (t, ω̃) − x(m)(t, x, v, ω̃))µω̃(dx, dv),

(Q
(m)
k (0, ω̃), P

(m)
k (0, ω̃)) = (Qk,0, Pk,0), k = 1, · · · , N,

d

dt
x(m)(t, x, v, ω̃) = v(m)(t, x, v, ω̃),

m
d

dt
v(m)(t, x, v, ω̃) = −

N∑
i=1

∇Ui(x
(m)(t, x, v, ω̃) −Q

(m)
i (t, ω̃)),

(x(m)(0, x, v, ω̃), v(m)(0, x, v, ω̃)) = (x, v), (x, v) ∈ ω̃.

(2.1)

Here µω̃( · ) is the counting measure determined by ω̃: µω̃(A) = #(ω̃ ∩ A)

for any A ∈ B(Rd × Rd). (#( · ) thus denoting the number of points in the

argument). Here c is a constant. (If c is equal to the speed of light, then

our massive particles evolves relativistically).

The only randomness of our model comes from the distribution of the

environmental initial condition ω̃, which is given by the following. Let

ρ : R → [0,∞) be a continuous function such that ρ(s) → 0 rapidly as

s → ∞ (see conditions A1, A2 below for details). Let λ̃m be the non-atomic

Radon measure on Rd × Rd given by

λ̃m(dx, dv) = m
d−1
2 ρ

(m
2
|v|2 +

N∑
i=1

Ui(x−Qi,0)
)
dxdv,

and let κ̃m(dω̃) be the Poisson point process with the intensity measure λ̃m.

So κ̃m is a probability measure on Ω̃(= Conf(Rd × Rd)). We assume that

the distribution of ω̃ is given by κ̃m. (See, e.g., [9] for more details about

Poisson point processes).

Let RUi be constants such that Ui(x) = 0 if |x| ≥ RUi , and define the

constants C0 =
(
2
∑N
i=1 RUi‖∇Ui‖∞

)1/2
, e0 = 1

2(2C0 + 1)2 +
∑N
i=1 ‖Ui‖∞.

Assume that ρ : R → [0,∞) is a measurable function satisfying the follow-

ing.
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A1. ρ(s) = 0 if s ≤ e0,

A2. for any a > 0, there exists a ρ̃a : R → [0,∞) such that

sup
|b|≤a

ρ(s + b) ≤ ρ̃a(s), for any s ∈ R,

and ∫
Rd

(1 + |v|3)ρ̃a(
1

2
|v|2)dv < ∞.

The meaning of the assumption (A1) is that those environmental particles

with their initial momenta less than a certain value are ignored. Notice that

the velocities of the massive particles are bounded, so as claimed in Section

1, under this condition, (same as in the case with the massive particles

“frozen”, which we call the “classical case”), since the initial velocities of

the light particles are fast enough, the interactions are not strong enough

to “stop” the environmental particles, so they keep their velocities at a

certain level for all time, hence they will leave the valid region for interaction

very quickly (see Proposition 3.2 and Proposition 3.3 for the classical case,

and Propositions 3.9 and 3.10 for the “non-classical” case). This helps us

to keep the incoming light particles “almost fresh”. We notice that (A1)

could not be removed simply, since without this assumption, we would also

have to take into account those light particles with their velocities less than

m−1/2(2C0 + 1), the total number of which is not small, (indeed, the total

numbers of these “slow” light particles and the “fast” light particles, i.e.,

those with velocities greater than m−1/2(2C0 + 1), would have the same

order); moreover, the effect of each slow light particle is not small at all,

since it might stay in the valid region for interaction for a long time. (A2)

is a assumption with respect to the rapidness of the decreasing of ρ.

We are interested in the limit behavior of the massive particles when

m → 0.

Our first main result is with respect to the process stopped at σ0, defined

as

σ0(ω̃) = inf
{
t > 0; min

i�=j
{|Qi(t; ω̃) −Qj(t; ω̃)| − (RUi + RUj )} ≤ 0

}
,

the first time for which the distance between massive particles in some pair

is less than the sum of the radii of their potentials. Write *Q = (Q1, · · · , QN )
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and *P = (P1, · · · , PN ). We prove that the distribution of {( *Q(t∧σ0), *P (t∧
σ0))}t≥0 converges to some diffusion stopped at σ0 when m → 0.

In order to formulate our limit diffusion precisely, we need to prepare

several notations.

For any *Q = (Q1, · · · , QN ) ∈ RdN , let ϕ(t, x, v; *Q) = (ϕ0(t, x, v; *Q),

ϕ1(t, x, v; *Q)) denote the solution of the following system of standard dif-

ferential equations:

d

dt
ϕ0(t, x, v; *Q) = ϕ1(t, x, v; *Q)

d

dt
ϕ1(t, x, v; *Q) = −

N∑
i=1

∇Ui(ϕ
0(t, x, v; *Q) −Qi)

(ϕ0(0, x, v; *Q), ϕ1(0, x, v; *Q)) = (x, v).

(2.2)

Compare (2.2) with the second half of (2.1) with m = 1, one finds that

the only difference is that in (2.2), we have the massive particles fixed,

whereas in (2.1), the massive particles are also evolving. We will use

this ϕ(t, x0, v0; *Q) (with proper *Q) as an approximation of (x(t, x0, v0),

v(t, x0, v0)).

Let

E =
{
(x, v) ∈ Rd × (Rd \ {0}); x · v = 0

}
,

Ev =
{
x ∈ Rd;x · v = 0

}
, v ∈ Rd \ {0},

and let ν(dx, dv) be the measure on E given by ν(dx, dv) = |v|ν̃(dx; v)dv,

where ν̃(dx; v) is the Lebesgue measure on Ev. Define the ray representation

Ψ as follows:

Ψ : R × E → Rd × (Rd \ {0}),
(s, (x, v)) �→ Ψ(s, (x, v)) = (Ψ0(s, (x, v)),Ψ1(s, (x, v))) = (x− sv, v),

in other words, we decompose the position of each environmental particles

into two parts: one parallel to its velocity and the other orthogonal to its

velocity. We remark that in this new space R × E, v is still the velocity of

the light particle at time 0, while x is not the position of it anymore: now

x is only the component of its initial position that is perpendicular to the

velocity.
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Then we have that

ψ(t, x, v; *Q) := lim
s→∞

ϕ(t + s,Ψ(s, x, v); *Q)

is well-defined. Now we are ready to give the quadratic term of the limit

diffusion until σ0, which, as claimed in Section 1, corresponds to the variance

after applying our freezing approximation: Let Dk( *Q, x, v) = t
(
D1
k(
*Q, x, v),

· · · , Ddk( *Q, x, v)
)
, with

Dlk(
*Q, x, v) =

∫ ∞

−∞
∇lUk(Qk − ψ0(u, x, v; *Q))du,

k = 1, · · · , N, l = 1, · · · , d.

Also, for k1, k2 = 1, · · · , N , l1, l2 = 1, · · · , d, let

ak1l1;k2l2(
*Q) =

∫
E
Dl1k1(

*Q, x, v)Dl2k2(
*Q, x, v)ρ(

1

2
|v|2)ν(dx, dv).

Notice that the integrals above, although might look like infinite at a glance,

are actually finite.

We next give the definition of the drift term of the limit diffusion until

σ0. As claimed in Section 1, this corresponds to the error of our freezing

approximation. (See Lemma 3.12). For any (x, v) ∈ E, *Q, *V ∈ RdN and a ∈
R, let z(t;x, v, *Q, *V , a) ∈ Rd denote the solution of the following standard

differential equation.{
d2

dt2
Z(t) = −

∑N
i=1 ∇2Ui(ψ

0(t, x, v, *Q) −Qi)
(
Z(t) − (t + a)Vi

)
,

limt→−∞ Z(t) = limt→−∞ d
dtZ(t) = 0.

(2.3)

Then z(t;x, v, *Q, *V , a) is a linear function of *V . Let bik;jl : RdN → R be

the C∞-functions determined by the following:∫
E

(∫ ∞

−∞
∇2Ui(ψ

0(t, x, v, *Q) −Qi)z(t, x, v, *Q, *V ,−t)dt
)

× ρ(
1

2
|v|2)ν(dx, dv)

=
d∑
�=1

N∑
j=1

bi·;j�( *Q)V �j =: bi( *Q)*V ,
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or equivalently,
∫
E

( ∫∞
−∞

∑d
p=1 ∇k∇pUi(ψ0(t, x, v, *Q) − Qi)zp(t, x, v, *Q, *V ,

−t)dt
)
ρ(1

2 |v|2)ν(dx, dv) =
∑d
�=1

∑N
j=1 bik;j�(

*Q)V �j , k = 1, · · · , d, where zp

means the p-th element of the vector z for p = 1, · · · , d. By the same reason

as that for the quadratic term, the integral on the left hand side above is

finite.

Now we are in a position to give the definition of the generator L1 on

R2dN of the limit diffusion stopped at σ0:

L1 =
1

2

N∑
k1,k2=1

d∑
l1,l2=1

ak1l1,k2l2(
*Q)

∂2

∂P l1k1∂P
l2
k2

(2.4)

+
N∑

k1,k2=1

d∑
l1,l2=1

bk1l1,k2l2(
*Q)V l2k2

∂

∂P l1k1

+
N∑
k=1

d∑
i=1

V ik
∂

∂Qik
,

with Vk = Pk

Mk

√
1+M−2

k c−2|Pk|2
.

Remark 1. When N = 1, we have that L1 is independent of Q, so

our limit process coincides with that for the model with hard core (see [5]).

Indeed, if N = 1, (we omit the index 1 in this case), then we have by the

uniqueness of the solution of (2.2) that

ϕ(t, x−Q, v; 0) = ϕ(t, x, v;Q) −Q.

So

ψ0(t− (Q · v/|v|2), x− π⊥
v Q, v; 0)

= lim
s→∞

ϕ(t− (Q · v/|v|2) + s, x− π⊥
v Q− sv, v; 0)

= lim
s→∞

ϕ(t + s− (Q · v/|v|2), x−Q− (s− (Q · v/|v|2))v, v; 0)

= lim
s→∞

ϕ(t + s− (Q · v/|v|2), x− (s− (Q · v/|v|2))v, v;Q) −Q

= ψ0(t, x, v;Q) −Q.(2.5)

Here “·” stands for the inner product in Rd, and π⊥
v Q := Q− (Q · v|v|)

v
|v| is

the component of Q that is perpendicular to v. Therefore,

Dl(Q, x, v) =

∫
R
∇lU(−ψ0(u− (Q · v/|v|2), x− π⊥

v Q, v; 0))du
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= Dl(0, x− π⊥
v Q, v),

hence

al1;l2(Q) =

∫
E
Dl1(0, x− π⊥

v Q, v)Dl2(0, x− π⊥
v Q, v)ρ(

1

2
|v|2)ν(dx, dv)

= al1;l2(0).

Similarly, by (2.5) and the uniqueness of the solution of (2.3), we have that

z(t;x, v,Q, V, a) = z(t− (Q · v/|v|2);x− π⊥
v Q, v, 0, V, a + (Q, v/|v|2)),

hence

b(Q)V =

∫
E

(∫
R
∇2U(ψ0(t− (Q · v/|v|2), x− π⊥

v Q, v, 0))

× z(t− (Q · v/|v|2);x− π⊥
v Q, v, 0, V,−t + (Q · v/|v|2))dt

)
× ρ(

1

2
|v|2)ν(dx, dv)

= b(0)V.

This completes the proof of the fact that L1 is independent of Q when

N = 1.

Notice that when N ≥ 2, (we recall again that the limit process of the

model with hard core and N ≥ 2 is not known yet), this independence of Q

does not hold.

Theorem 2.1. Under our present setting, we have the following.

(1) Assume N = 1. Then as m → 0, the distribution of {(Q(m)
1 (t),

V
(m)
1 (t)), t ≥ 0} under κ̃m converges weakly to the diffusion process

with generator L1 in C([0,∞);R2d) equipped with the Skorohod met-

ric.

(2) Assume N ≥ 2. Then as m → 0, the distribution of {( *Q(m)(t ∧
σ0), *V

(m)(t∧σ0)), t ≥ 0} converges weakly to the diffusion with gener-

ator L1 stopped at σ0 in C([0,∞);R2dN ) equipped with the Skorohod

metric.
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As announced in Section 1, the second half of our paper is contributed to

the problem of convergence without stopping at σ0. Precisely, we consider

the case where there are two massive particles with the “new potential”

Ũ , given by the average of the freezing-approximated force, a spherical-

symmetric absorbing force. As discussed in Section 1, this includes the

model with the two massive particles the “same type”. Write the “new”

potential as Ũ(Q1, Q2) = U(|Q1 −Q2|), Q1, Q2 ∈ Rd. We prove that when

m → 0, the distribution of the process that describes the behavior of the

massive particles converges, and give the precise formulation of the limit

process.

From Section 5 on, we consider this special case with two massive parti-

cles, and assume that our spherical-symmetric “new potential” Ũ , given by

the average of the approximated force, satisfies the following condition.

(T1) There exists a constant r1 ∈ (0, RU1 + RU2) such that U(r1) = 0

and U(q) < 0 if q ∈ (r1, RU1 + RU2). Also, U ′(r1) < 0 and

limq→(RU1
+RU2

)−
U ′(q)
U(q) = −∞.

The essential part of (T1) is its first half, which implies that Ũ gives us

an absorbing force for a while after the valid ranges of the two massive

particles overlap, as we declared. Also, the condition U ′(r1) < 0 ensures

that the repulsive force around |Q1 −Q2| = r1 is strong enough so that in

the limit m → 0, the two massive particles could never enter the domain

|Q1 −Q2| < r1. The last part is a condition with respect to the behavior of

U near to RU1 + RU2 .

Before going further, let us give a class of examples that satisfy (T1).

Example 1. We consider the special case that U1 = U2, with the

common spherical-symmetric potential given by the following. Let a2 >

a1 > a0 > 0 be three positive numbers satisfying 2a1 = a0 + a2, and let

g0, g1 ∈ C∞
0 ([0,∞)) be two functions satisfying the following:

(1) x ≥ a2
1 ⇒ g0(x) = 0,

(2) x ∈ (a2
0, a

2
1) ⇒ g0(x) > 0, g′0(x) < 0,

(3) g1 ≤ 0 and suppg1 = (a2
1, a

2
2),

(4) limx→a22−
g′1(x)
g1(x) = −∞.
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Finally, for any λ > 0, let gλ(x) = g0(x) + λg1(x). Our function U1 = U2 is

given by U1(x) = U2(x) = gλ(|x|2). (So we have that RU1 = RU2 = a2
2).

Then (T1) is satisfied if λ > 0 is small enough. See Section 9 for the

proof.

We make the observation here that by definition, our common interac-

tion between the massive particles and the light particles are 0 → attractive

force → repulsive force when the distance of the particles decreases. Also,

notice that g0 is the “positive part” and λg1 is the “negative part” of our

potential U1 = U2. So taking λ small enough is equivalent to saying that

the attractive force between the massive particles and the environmental

particles are weak.

Write r2 := RU1 + RU2 , and let

B1 :=
{

(q1, q2) ∈ R2d
∣∣∣|q1 − q2| > r2

}
,

B2 :=
{

(q1, q2) ∈ R2d
∣∣∣|q1 − q2| ∈ (r1, r2)

}
.

As explained heuristically in Section 1, B1 is our “diffusion phase” and B2

is our “uniform motion phase”, and the most difficulty of this part is to find

the concrete formulation of the limit process when the massive particles

arrive at the boundary of these two phases from the uniform motion phase,

since the process Vk(t) lose its information at the instant that the massive

particles entered the uniform phase.

As suggested by the discussion in Section 1, we introduce the following

notations. For any a, b ∈ Rd with a �= 0, we use the notations πab and

π⊥
a b to denote the components of b that are parallel and perpendicular to

a, respectively: πab = (b · a|a|)
a
|a| , and π⊥

a b = b− (b · a|a|)
a
|a| . Define

Rk(t) = π⊥
Q2(t)−Q1(t)Pk(t), k = 1, 2,

H(t) =
2∑
k=1

Mkc
2
√

1 + M−2
k c−2|Pk(t)|2 + m−1/2Ũ(Q1(t), Q2(t)),

Y (t) = P1(t) + P2(t).(2.6)

Write

X := (Q1, Q2, V1, V2, R1, R2, Y,H).
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Then as will be shown later, in the limit m → 0, (1) (R1(t), R2(t), Y (t),

H(t)) is continuous with respect to t, (2) in the instant that the massive

particles reach the boundary from the uniform motion phase, (R1, R2, Y,H)

is sufficient to determine (V1, V2), and (3) the process {Xt}t≥0 is a diffusion

with jumps, the precise formulation of which can be written concretely. (See

Theorem 2.2 for the precise formulation of this limit stochastic process).

Let us first formulate how does (R1, R2, Y,H) determine (V1, V2) at the

boundary (see Theorem 2.2 for details). In order to state our result, let us

first prepare several more notations. Consider the following equation with

respect to x:
M1c

2
√

1 + M−2
1 c−2(|a1|2 + x2)

+M2c
2
√

1 + M−2
2 c−2(|a2|2 + (d− x)2) = b,

x

M1

√
1+M−2

1 c−2(|a1|2+x2)
− d−x
M2

√
1+M−2

2 c−2(|a2|2+(d−x)2)
< 0.

(2.7)

Here a1, a2, b, d ∈ R are constants. For any a1, a2, d ∈ R, let

b0(a1, a2, d) = inf
x∈R

(
M1c

2
√

1 + M−2
1 c−2(|a1|2 + x2)(2.8)

+ M2c
2
√

1 + M−2
2 c−2(|a2|2 + (d− x)2)

)
.

Then b0(a1, a2, d) ∈ (−∞,+∞), and for any b �= b0(a1, a2, d), we have that

(2.7) has a unique solution x(a1, a2, b, d) if and only if b > b0(a1, a2, d), (see

(7.1) for the precise expression of x(a1, a2, b, d)). For any *R = (R1, R2), *Q =

(Q1, Q2) ∈ R2d, Y ∈ Rd and H ∈ R, let

H0(R1, R2, Y,Q1, Q2) = b0(|R1|, |R2|, Y · Q2 −Q1

|Q2 −Q1|
),

P1(R1, R2, Y,H,Q1, Q2)

= R1 + x(|R1|, |R2|, H, Y · Q2 −Q1

|Q2 −Q1|
)
Q2 −Q1

|Q2 −Q1|
,

P2(R1, R2, Y,H,Q1, Q2) = Y − P1(R1, R2, Y,H,Q1, Q2).(2.9)

We use this to determine the bahavior of V1 and V2 at the boundary of the

two phases.

Next, in order to present our limit distrubition of the process {X(t); t ≥
0}, let us define a new generator. For k ∈ {1, 2}, let Dk, akj,kl and bk be as
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before. Let Id be the d× d identity matrix, and define

γVk ( *Q, *V , x, v) = M−1
k

√
1 − c−2|Vk|2

(
Id − c−2(tVkVk)

)
Dk( *Q, x, v).

The diffusion coefficients of our new generator is given by

αij( *Q, *V ) =

∫
E
γi( *Q, *V , x, v)γj( *Q, *V , x, v)ρ(

1

2
|v|2)ν(dx, dv),

where

γ( *Q, *V , x, v) =
(
γi( *Q, *V , x, v)

)7d+1

i=1

=



0

0

1{|Q1−Q2|>r2}γ
V
1 (x, v)

1{|Q1−Q2|>r2}γ
V
2 (x, v)

π⊥
Q2−Q1

(D1( *Q, x, v))

π⊥
Q2−Q1

(D2( *Q, x, v))

D1( *Q, x, v) + D2( *Q, x, v)

V1 ·D1( *Q, x, v) + V2 ·D2( *Q, x, v).


.

We next formulate the drift coefficients of our new generator. Define

Fijl as

Fijl(V ) =



δ{l �=i}2c
−2(1 − c−2|V |2)Vl

−3c−2(1 − c−2|V |2)2Vl
−3c−2(1 − c−2|V |2)Vl
+3c−4(1 − c−2|V |2)V 2

i Vl, if i = j,

3c−4(1 − c−2|V |2)ViVjVl
−c−2(1 − c−2|V |2)
×
(
δ{l=i}Vj + δ{l=j}Vi

)
, if i �= j.

(2.10)

Let

βVk ( *Q, *V ) = M−1
k

√
1 − c−2|Vk|2

(
Id − c−2(tVkVk)

)
bk( *Q)*V

+
1

2
M−2
k

( d∑
j,l=1

Fijl(Vk)akj,kl( *Q)
)d
i=1

,
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βRk ( *Q, *V , *R, Y ) = π⊥
Q2−Q1

(b1( *Q)*V )

− 1

|Q2 −Q1|2
2∑
j=1

(Vj · (Q2 −Q1))Rj + βR,extrak ,

βH( *Q, *V ) =

2∑
k=1

tVkbk( *Q)*V + βH,extra,

where βR,extrak = βR,extrak ( *Q, *V , *R, Y ) is given by

βR,extrak = − 1

|Q2 −Q1|2
2∑
j=1

M−1
j

√
1 − c−2|Vj |2|Rj |2(Q2 −Q1)

−
[(

Y · Q2 −Q1

|Q2 −Q1|
)(

Vkc ·
Q2 −Q1

|Q2 −Q1|
)
− Y · Vkc

] Q2 −Q1

|Q2 −Q1|2

+
1

|Q2 −Q1|2
(
Y · (Q2 −Q1)

)
M−1
kc

√
1 − c−2|Vkc |2Rkc ,

with kc given by kc = 2 if k = 1, and kc = 1 if k = 2; and βH,extra =

βH,extra( *Q, *V ) is given by

βH,extra = M−1
k

√
1 − c−2|Vk|2

d∑
i,j=1

(δij − c−2V ikV
j
k )aki,kj

}
.

The drift coefficients of our new generator is given by

β( *Q, *V , *R, Y ) = (βi( *Q, *V , *R, Y ))7d+1
i=1 =



V1

V2

1{|Q1−Q2|>r2}β
V
1 ( *Q, *V )

1{|Q1−Q2|>r2}β
V
2 ( *Q, *V )

βR1 ( *Q, *V , *R, Y )

βR2 ( *Q, *V , *R, Y )∑2
k=1 bk(

*Q)*V

βH( *Q, *V )


.

Our new generator is given by

L =
1

2

7d+1∑
i,j=1

αij( *Q, *V )∇i∇j +
7d+1∑
i=1

βi( *Q, *V , (*R, Y ))∇i,
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with

∇i =



∇Qi
1
, i = 1, · · · , d,

∇Qi−d
2

, i = d + 1, · · · , 2d,
∇V i−2d

1
, i = 2d + 1, · · · , 3d,

∇V i−3d
2

, i = 3d + 1, · · · , 4d,
∇Ri−4d

1
, i = 4d + 1, · · · , 5d,

∇Ri−5d
2

, i = 5d + 1, · · · , 6d,
∇Y i−6d , i = 6d + 1, · · · , 7d,
∇H , i = 7d + 1.

Finally, let D([0,∞);R2d) denote the Skorohod space, and let W̃ d :=

C([0,∞);R2d) × D([0,∞);R2d) × C([0,∞);R3d+1), with metric function

dist(·, ·) given by

dist(x, x̃) :=
∞∑
m=1

2−n
{

1 ∧
2∑
i=1

(
max
t∈[0,n]

|qi(t) − q̃i(t)|

+
(∫ n

0
|vi(t) − ṽi(t)|n

)1/n
+ max
t∈[0,n]

|ri(t) − r̃i(t)|
)

+ max
t∈[0,n]

|y(t) − ỹ(t)| + max
t∈[0,n]

|h(t) − h̃(t)|
}

for x = (q1, q2, v1, v2, r1, r2, y, h) and x̃ = (q̃1, q̃2, ṽ1, ṽ2, r̃1, r̃2, ỹ, h̃).

Now we are ready to state our second main result of the present paper.

Our second main result is the following.

Theorem 2.2. Assume that N = 2 and that (T1) is satisfied. Then

when m → 0, the distribution of {X(m)(t); t ∈ [0,∞)} converges to µ0 as

probabilities on W̃ d. Here µ0 is the unique probability on W̃ d that satisfies

the followings.

(µ1) µ0

(
Qk(0) = Qk,0, Vk(0) =

Pk,0

Mk

√
1+M−2

k c−2|Pk,0|2
, Rk(0) =

π⊥
Q2,0−Q1,0

Pk,0 for k ∈ {1, 2}, Y (0) = P1,0 + P2,0, H(0) =∑2
j=1 Mkc

2
√

1 + M−2
k c−2|Pj,0|2

)
= 1.

(µ2) µ0(|Q1(t) −Q2(t)| ≥ r1, |Vk(t)| ≤ 1 for k = 1, 2, t ∈ [0,∞)) = 1.
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(µ3) For any f ∈ C∞
0 (R7d+1) with supp(f) ⊂

(
(B1∪B2)×R5d+1

)
, we have

that
{
f( *Q(t), *V (t), *R(t), Y (t), H(t)) −

∫ t
0 Lf( *Q(s), *V (s), *R(s), Y (s),

H(s))ds; t ≥ 0
}

is a continuous martingale under µ0.

(µ4) We have µ0-almost surely the following: For any t ∈ [0,∞) and k ∈
{1, 2}, |Q1(t) − Q2(t)| ∈ (r1, r2) implies that Vk(t) = ±c Q2(t)−Q1(t)

|Q2(t)−Q1(t)|
and that Vk(t) = Vk(t−), also, |Q1(t)−Q2(t)| = r1 implies that V1(t) =

−V2(t) = −c Q2(t)−Q1(t)
|Q2(t)−Q1(t)| .

(µ5) We have µ0-almost surely that for t ∈ [0,∞) with |Q1(t)−Q2(t)| = r2,

(1) if
(
Q1(t)−Q2(t)

)
·
(
V1(t−)−V2(t−)

)
< 0, then V1(t) = −V2(t) =

c Q2(t)−Q1(t)
|Q2(t)−Q1(t)| ;

(2) if
(
Q1(t) − Q2(t)

)
·
(
V1(t−) − V2(t−)

)
> 0 and H(t) < H0(t),

then V1(t) = −V2(t) = c Q2(t)−Q1(t)
|Q2(t)−Q1(t)| ;

(3) if
(
Q1(t)−Q2(t)

)
·
(
V1(t−)−V2(t−)

)
> 0 and H(t) > H0(t), then

Vk(t) = Pk(t)

Mk

√
1+M−2

k c−2|Pk(t)|2
with Pk(t) = Pk(R1(t), R2(t), Y (t),

H(t), Q1(t), Q2(t)), k = 1, 2.

Here H0(t) = H0(R1(t), R2(t), Y (t), Q1(t), Q2(t)), with H0(·) and

Pk(·) given by (2.9).

We remark that the condition
(
Q1(t) −Q2(t)

)
·
(
V1(t−) − V2(t−)

)
> 0

in (2) of (µ5) is “almost” redundant: in the domain |Q1 − Q2| > r1, it is

possible that H(t) < H0(t) only if |Q1 −Q2| ≤ r2 (see the proof of Lemma

8.4 for the proof of this fact).

Remark 2. As claimed, our limit process can be understood as a com-

bination of two diffusions. One is described by L1 in the diffusion phase B1,

and the other phase occurs in B2: the two massive particles evolve in uniform

motion, while the “background evolving quantity” (R1, R2, Y,H) (which, as

claimed in Section 1, is always well-defined by the spherical symmetry, and

is necessary when determining the behavior of these two massive particles
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when they reach the boundary of the two phases), evolves as a diffusion

with generator L2 given by

L2f =
1

2

7d+1∑
i,j=4d+1

αUIij ∇i∇j +
7d+1∑
i=4d+1

βUIi ∇i,(2.11)

with

βUI = (βUIi )7d+1
i=4d+1

=


π⊥
Q2−Q1

(b1( *Q)*V ) − 1
|Q2−Q1|2

∑2
j=1(Vj · (Q2 −Q1))Rj

π⊥
Q2−Q1

(b2( *Q)*V ) − 1
|Q2−Q1|2

∑2
j=1(Vj · (Q2 −Q1))Rj∑2

k=1 bk(
*Q)*V∑2

k=1
tVkbk( *Q)*V ,

 ,

and αUIij ( *Q, *V ) = αij( *Q, *V ) for i, j = 3d + 1, · · · , 7d + 1.

Precisely, our limit process satisfies the following:

(1) the particles keep in the area |Q1(t) −Q2(t)| ≥ r1;

(2) when |Q1(t) − Q2(t)| > r2, (Q1(t), Q2(t),
M1√

1−c−2|V1(t)|2
V1,

M2√
1−c−2|V2(t)|2

V2) evolves according to the diffusion with generator

L1, and (R1(t), R2(t), Y (t), H(t)) is given by Rk(t) = Mk√
1−c−2|Vk(t)|2

×

π⊥
Q2(t)−Q1(t)Vk(t), Y (t) =

∑2
k=1

Mk√
1−c−2|Vk(t)|2

Vk and Ht =∑2
k=1 Mkc

2(1 − c−2|Vk(t)|2)−1/2.

(3) the two massive particles keep uniform motions in the area |Q1(t) −
Q2(t)| ∈ (r1, r2) with Vk(t) = ±c Q1(t)−Q2(t)

|Q1(t)−Q2(t)| and they reflect at

|Q1(t) −Q2(t)| = r1, and (R1(t), R2(t), Y (t), H(t)) is a diffusion with

generator L2,

(4) finally, the behavior of these two massive particles at the boundary

|Q1(t) − Q2(t)| = r2 of these two phases are determined as follows,

when the massive particles reach |Q1(t)−Q2(t)| = r2 from the diffusion

phase, they simply enter the uniform motion phase by taking V1(t) =

−V2(t) = c Q2(t)−Q1(t)
|Q2(t)−Q1(t)| ; when the massive particles reach |Q1(t) −

Q2(t)| = r2 from the uniform motion phase, they either keep in the
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uniform motion phase by reflecting or re-enter the diffusion phase,

depending on the value of (R1(t), R2(t), Y (t), H(t)) at that moment,

according to (µ5).

Indeed, suppose that a probability measure µ satisfies (µ1) ∼ (µ5). No-

tice that the term 1{|Q1(t)−Q2(t)|>r2} in β is not 0 only if |Q1(t)−Q2(t)| > r2,

and in this domain, we get by a simple calculation that under µ, the fol-

lowings hold: (1) |Vk(t)| < 1 for k ∈ {1, 2}, (2) Pk(t) := cMk√
c2−|Vk(t)|2

Vk(t)

is finite, and the distribution of (Q1(t), Q2(t), P1(t), P2(t)) is a solution of

the martingale problem L1, (3) (R1(t), R2(t), Y (t), H(t)) is actually com-

pletely determined by (Q1(t), Q2(t), P1(t), P2(t)): Rk(t) = π⊥
Q2(t)−Q1(t)Pk(t),

Y (t) = P1(t) + P2(t) and Ht =
∑2
k=1 Mkc

2
√

1 + M−2
k c−2|Pk(t)|2. Also,

when |Q1(t) − Q2(t)| ∈ (r1, r2), we have by (µ4) that |Vk(t)| = c and

V1(t) ‖ V2(t) ‖ (Q2(t) −Q1(t)), hence βR,extrak = βH,extra = 0, therefore,

β =


V1

V2

0

0

βUI

 , γ =


0

0

0

0

γUI

 .

In particular, in this domain, (*Q(t), *V (t)) is deterministic, and (R1(t), R2(t),

Y (t), H(t)) is a diffusion with generator L2.

The opposite is also true: if a probability satisfies all of the conditions

stated here, it also satisfies (µ1) ∼ (µ5).

Throughout this paper, C stands for positive constants that may be

different in different places.

Part I. General cases

3. Ray Representation and Decomposition of Pk(t)

The main aim of this section is to give the re-expression of Pk(t) as

claimed. (See Lemma 3.13). All of the results of this section are gotten by

exact the same method as in [11], so we omit the proof here. (See [13] for

the detailed proofs).
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3.1. Ray representation

Let Ω = Conf(R × E), let λ(ds, dx, dv) be the measure on Ω given by

λ(ds, dx, dv) = λm(ds, dx, dv)

= m−1ρ
(1

2
|v|2 +

N∑
i=1

Ui(x−m−1/2sv −Qi,0)
)
dsν(dx, dv),

and let κm(dω) = κλm(dω) be the Poisson point process on Conf(R × E)

with intensity function λm(ds, dx, dv). Then we can convert our problem

with respect to Conf(Rd×Rd) to a problem with respect to Conf(R×E).

Our ω ∈ Ω has distribution κm, and for each initial condition ω, we are con-

sidering the following system of infinite ODEs (we omit the superscription

(m) for the sake of simplicity):

d

dt
Qi(t, ω) =

Pi(t, ω)

Mi

√
1 + M−2

i c−2|Pi(t, ω)|2
,

d

dt
Pi(t, ω) = −

∫
R×E

∇Ui(Qi(t, ω) − x(t,Ψ(s, x,m− 1
2 v)))

×µω(ds, dx, dv),

(Qi(0, ω), Pi(0, ω)) = (Qi,0, Pi,0), i = 1, · · · , N,

d

dt
x(t, x, v, ω) = v(t, x, v, ω),

m
d

dt
v(t, x, v, ω) = −

N∑
i=1

∇Ui(x(t, x, v, ω) −Qi(t, ω)),

(x(0, x, v, ω), v(0, x, v, ω)) = (x, v), (x, v) ∈ Ψ(ω).

(3.1)

We also use the notation Vi(t) = Vi(t, ω) = Pi(t,ω)

Mi

√
1+M−2

i c−2|Pi(t,ω)|2
. We

remark that Pi = MVi√
1−c−2|Vi|2

.

3.2. Classical scattering

Let ϕ(t, x, v; *Q) = (ϕ0(t, x, v; *Q), ϕ1(t, x, v; *Q)) and ψ(t, x, v; *Q) be as

defined in Section 2. Notice that ϕ(t, x, v; *Q) is exactly the same as in

[11], so all of the results in [11, Chapter 3] with respect to ϕ(t, x, v; *Q) and

ψ(t, x, v; *Q) are valid in our case, too. In particular, we have the followings.



260 Song Liang

Lemma 3.1. For any (x, v) ∈ E and t ∈ R, we have that ψ(t, x, v; *Q) =

ϕ(t + s,Ψ(s, x, v); *Q) for any s ≥ max{RUi
+|Qi|;i=1,··· ,N}

|v| .

Proposition 3.2. Suppose that (x, v) ∈ E and |v| > 2C0. Then

ϕ1(t, x, v; *Q) · (|v|−1v) > C0, for any t ∈ R.

Proposition 3.3. For any (x, v) ∈ E with |v| > 2C0, we have that∣∣∣ψ0(t, x, v; *Q) −Qi

∣∣∣ > RUi , i = 1, · · · , N,

if t ≥ 2C−1
0 R( *Q) or t ≤ −C−1

0 R( *Q). Here R( *Q) := max{RUi + |Qi|; i =

1, · · · , N}.

Proposition 3.4. For any measurable f : R2d → [0,∞) such that at

least one of the integrals below is finite, we have∫
R2d

f(x, v)ρ(
1

2
|v|2 +

N∑
i=1

Ui(x−Qi))dxdv

=

∫
E

(∫ ∞

−∞
f(ψ(t, x, v; *Q))dt

)
ρ(

1

2
|v|2)ν(dx, dv).(3.2)

Lemma 3.5. For any A > 0 and t0 > 0, there exists a constant C̃

(depending on maxi=1,··· ,N RUi + A, t0, C0 and
∑N
i=1 ‖∇2Ui‖∞) such that∣∣∣ψ0(t, x, v; *Q1) − ψ0(t, x, v; *Q2)

∣∣∣ ≤ C̃‖ *Q1 − *Q2‖Rd ,

for any (x, v) ∈ E, |v| ≥ 2C0 + 1, |t| ≤ t0 and | *Q1|, | *Q2| ≤ A.

3.3. Basic lemmas for tightness

We prepare several basic facts for integrals with respect to tightness.

These will be used in the following sections.

Let us first recall some basic facts with respect to the Skorohod space

(D([0, T ];Rd), d0) and the tightness of the probability measures on it. (See

Billingsley [1] for more details).
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For any T > 0, D([0, T ];Rd) denotes the Skorohod space:

D([0, T ];Rd) =
{
w : [0, T ] → Rd; w(t) = w(t+) := lim

s↓t
w(s), t ∈ [0, T ),

and w(t−) := lim
s↑t

w(s) exists, t ∈ (0, T ]
}
,

with the metric d0 = d0
T given by

d0(w, w̃) = inf
λ∈Λ

{
‖λ‖0 ∨ ‖w − w̃ ◦ λ‖∞

}
for any w, w̃ ∈ D([0, T ];Rd), where

Λ =
{
λ : [0, T ] → [0, T ]; continuous, non-decreasing, λ(0) = 0, λ(T ) = T

}
,

‖w‖∞ = sup0≤t≤T |w(t)|, and ‖λ‖0 = sup0≤s<t≤T

∣∣∣ log λ(t)−λ(s)t−s

∣∣∣ for any λ ∈
Λ.

It is well-known that (D([0, T ];Rd), d0) is a complete metric space. Also,

C([0, T ];Rd) = {w : [0, T ] → Rd; continuous} is closed in (D([0, T ];Rd),

d0), and the Skorohod topology relativized to C([0, T ];Rd) coincides with

the uniform topology there. (See, e.g., [1]).

Our base for the proof of tightness is the following. We quote it here

from [11]. Let ℘(D([0, T ];Rd)) denote the space of all probabilities on

D([0, T ];Rd).

Theorem 3.6 ([11]). Let (Ωn,Fn, Qn), n ∈ N, be probability spaces,

and let Xn : Ωn → D([0, T ];Rd), n ∈ N, be measurable. Let µXn = Qn ◦
X−1
n . Suppose that there exist constants ε, β, γ, C > 0 such that

(1) EQn
[
‖Xn( · )‖ε∞

]
≤ C,

(2) EQn

[
|Xn(r) − Xn(s)|β|Xn(s) − Xn(t)|β

]
≤ C|t − r|1+ε for any 0 ≤

r ≤ s ≤ t ≤ 1,

(3) EQn

[
|Xn(s) −Xn(t)|ε

]
≤ C|t− s|γ for any 0 ≤ s ≤ t ≤ 1,

for any n ∈ N. Then
{
µXn

}∞
n=1

is tight in ℘(D([0, T ];Rd)).

Lemmas 3.7 and 3.8 below are easy consequences of Theorem 3.6.
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Lemma 3.7 ([11]). Let (Ωn, {Fn(t)}t∈[0,T ], Qn), n ∈ N, be filterated

probability spaces, and let fn : [0, T ] × Ωn → R be {Fn(t)}t∈[0,T ]-adapted,

n ∈ N. If

sup
n∈N

sup
s∈[0,T ]

EQn

[
|fn(s)|2

]
< ∞,

then
{

the distribution of {
∫ t
0 fn(s)ds}t∈[0,T ] under Qn;n ∈ N

}
is tight in

℘(C([0, T ];Rd)).

Lemma 3.8 ([11]). Let (Ωn, {Fn(t)}t∈[0,T ], Qn), n ∈ N, be filterated

probability spaces, and let {Mn(t)}t be ({Fn(t)}t∈[0,T ], Qn)-martingales. If

there exists a constant C > 0 such that

EQn

[
|Mn(t) −Mn(s)|2

∣∣∣Fs] ≤ C(t− s), 0 ≤ s < t ≤ T,

then
{

the distribution of {Mn(t)}t∈[0,T ] under Qn;n ∈ N
}

is tight in

℘(D([0, T ];Rd)).

3.4. Some estimates

All of the results of this subsection are proved in exact the same way

as that of [11], and we omit the proofs here. (See [13, Appendix] for the

proofs).

First notice that |Qi(t, ω)| ≤ |Qi,0| + cT for any t ∈ [0, T ]. Let R0 =

maxi=1,··· ,N{RUi + |Qi,0|+ cT +1}, and let τ = C−1
0 R0. Here RU1 , · · · , RUN

and C0 are constants defined in Section 2.

Proposition 3.9. Suppose that (x, v) ∈ E, |v| > (2C0 + 1)m−1/2 and

m ≤ 1
c2

. Then(
|v|−1v

)
· v(t, x, v;ω) ≥ m−1/2(C0 + 1), for any t ∈ [0, T ].

Proposition 3.10. Suppose that (x, v) ∈ E, |v| > 2C0 + 1, m ≤ 1
c2

,

0 ≤ m1/2t + s ≤ T and t ∈ (−∞,−τ) ∪ (2τ,∞). Then

∇Ui(x(m1/2t + s,Ψ(s, x,m−1/2v);ω) −Qi(m
1/2t + s;ω)) = 0.
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Since we are interested in the bahavior as m → 0, without loss of gen-

erality, we assume from now on that m ≤ 1
c2

.

Lemma 3.11. Let a ∈ R be any constant and suppose that the following

holds: 0 ≤ s− am1/2 ≤ T , 0 ≤ s−m1/2τ ≤ T and |v| > 2C0 + 1. Let

y(t) := x(m1/2t + s,Ψ(s, x,m−1/2v)) − ψ0(t, x, v; *Q(s− am1/2, ω)).

Then we have the following.

(1) y(t) = 0 if 0 ≤ m1/2t + s ≤ T and t ≤ −τ ,

(2)

d2

dt2
y(t) = −

N∑
i=1

{
∇Ui(y(t) + ψ0(t, x, v; *Q(s− am1/2;ω))

−Qi(m
1/2t + s;ω))

− ∇Ui(ψ
0(t, x, v; *Q(s− am1/2;ω))

−Qi(s− am1/2;ω))
}
,

(3) Let C1 = 3τ
(∑N

i=1 ‖∇2Ui‖∞ + 1
)

exp
(
3τ

(∑N
i=1 ‖∇2Ui‖∞ + 1

))
.

Then

|y(t)| +
∣∣∣ d
dt
y(t)

∣∣∣ ≤ m1/2(2τ + |a|)C1c

if |t| ≤ 2τ and 0 ≤ m1/2t + s ≤ T .

Moreover, let z(t;x, v, *Q, *V , a) be the solution of (2.3). Then we have

the following.

Lemma 3.12. Let a ∈ [−2τ, τ ] be a constant and assume the following:

0 ≤ s−m1/2τ ≤ T , −τ ≤ t ≤ 2τ and 0 ≤ s−am1/2 ≤ s+m1/2t ≤ T . Also,

assume that |v| > 2C0 + 1. Then we have that∣∣∣x(m1/2t + s,Ψ(s, x,m−1/2v)) − ψ0(t, x, v; *Q(s− am1/2))

−m1/2z(t;x, v, *Q(s− am1/2), *V (s− am1/2), a)
∣∣∣

≤ C3m
1/2

{
(2τ + |a|)2c2m1/2 +

∫ s+2τm1/2

s−τm1/2

|Vi(r) − Vi(s− am1/2)|dr
}
,

with C3 := 3τC2e
3τ(C2+1), C2 :=

∑N
i=1 ‖∇3Ui‖∞(C1 +1)2 ∨

∑N
i=1 ‖∇2Ui‖∞.



264 Song Liang

3.5. Decomposition of Pk(t)

Our main result of this section is the following decomposition of Pk(t):

Pk(t) can be decomposed as the summation of a martingale part, a “smooth

part”, a negligible part which converges to 0 fast enough and the term

m−1/2
∫ t
0 ∇kŨ( *Q(s))ds, which causes the “uniform motion phase” in the

limit. We give the precise statement in the following.

Our new potential Ũ is given by

Ũ( *Q) =

∫
Rd

(
p
( N∑
i=1

Ui(Qi − x)
)
− p(0)

)
dx,

with

p(s) =

∫
Rd

ρ̃
(1

2
|v|2 + s

)
dv,

ρ̃(t) = −
∫ ∞

t
ρ(s)ds, t ∈ R.

The concrete definitions of the martingale part and the “smooth part”

are also needed in the following sections.

Let Ft = F (m)
t = F(−∞,2m1/2τ+t]×E ∨ N , here N denotes the set of all

null sets. Also, let

N((0, t] ×A) = µω((2m
1/2τ, 2m1/2τ + t] ×A), A ∈ B(E).

Then N is a {Ft}-adapted Poisson point process with density

λ(dr, dx, dv) = λm(dr, dx, dv) = m−1ρ(
1

2
|v|2)drν(dx, dv).

Let

N(dr, dx, dv) = N(dr, dx, dv) − λ(dr, dx, dv).

Now, we are ready to give the definition of our martingale term:

Mk(t) = M
(m)
k (t) = −

∫
[0,t]×E

N(dr, dx, dv)m1/2Dk( *Q(r), x, v).

Here Dk(·, ·, ·) is the one defined in Section 2.

Let us next give the definition of the “smooth” term. For any r ≥ 0, let

r̃ = ((r − 2m1/2τ) ∨ 0) ∧ T.(3.3)
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Let

Jk1(t) = −
∫ t

0
ds

∫
R×E

∇2Uk(Qk(s) − ψ0(u, x, v; *Q(s)))

× z(u, x, v; *Q(s), *V (s),−u)ρ(
1

2
|v|2)duν(dx, dv).

Also, let

Jk2(t) = −
∫ t

0
ds1[4m1/2τ,∞)(s)

∫
R×E

gk2(s, r, x, v)(µω − λ)(dr, dx, dv)

Jk3(t) =

∫ t

0
ds1[4m1/2τ,∞)(s)

∫
R×E

(µω − λ)(dr, dx, dv)

× ∇2Uk

(
Qk(r̃) − ψ(m−1/2(s− r), x, v; *Q(r̃))

)
×

[(
Qk(s) −Qk(r̃) − (s− r̃)Vk(r̃)

)
− ψ0(m−1/2(s− r), x, v; *Q(s))

+ ψ0(m−1/2(s− r), x, v; *Q(r̃) + (s− r̃)*V (r̃)
]
,

Jk4(t) = −
∫ t

0
ds1[4m1/2τ,∞)(s)

×
∫
R×E

∇2Ui(Qi(s) − ψ0(m−1/2(s− r), x, v, *Q(s)))(
x(s,Ψ(r, x,m−1/2v)) − ψ0(m−1/2(s− r), x, v, *Q(s))

−m1/2z(m−1/2(s− r), x, v, *Q(s), *V (s),−m−1/2(s− r))
)

× µω(dr, dx, dv),

with

gk2(s, r, x, v) =
1

2
∇2Uk(Qk(s) − ψ0(m−1/2(s− r), x, v; *Q(s)))

×m1/2z(m−1/2(s− r), x, v; *Q(s), *V (s),−m−1/2(s− r))

− 1

2
∇2Uk(Qk(r̃) − ψ0(m−1/2(s− r), x, v; *Q(r̃)))

×m1/2z(m−1/2(s− r), x, v; *Q(r̃), *V (r̃),−m−1/2(s− r)).

Our “smooth” term is given by

Jk(t) := J
(m)
k (t) = Jk1(t) + Jk2(t) + Jk3(t) + Jk4(t).
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(Here we divide the term Jk(t) into several parts because the terms Jk2, Jk3
and Jk4(t), which will be shown to be “smooth” at first, will be proven later

to be negligible (1) until σ0 in general case (see Lemma 4.1) and (2) in the

special case described in Theorem 2.2 (see Section 6).

Now, we are ready to state our decomposition of Pk(t). Our main result

of this section is the following:

Lemma 3.13. For k ∈ {1, · · · , N}, we have the following.

(1) There exists an Rd-valued (Ft)t-adapted process ηk(t) such that

Pk(t) − Pk(0) = Mk(t) + ηk(t) + Jk(t) −m−1/2

∫ t

0
∇kŨ( *Q(s))ds,(3.4)

(2) Mk(t) is an Rd-valued (Ft)t-martingale, and there exists a constant

C independent of m such that for any 0 ≤ s ≤ t ≤ T and m ∈ (0, 1],

we have

Eκm
[∣∣Mk(t) −Mk(s)

∣∣2∣∣∣Fs] ≤ C|t− s|,

and the jumps of Mk(·) satisfy |∆Mk(t)| ≤ Cm1/2,

(3) Jk(t) is an Rd-valued (Ft)t-adapted C1-class (in t) process such that

sup
m∈(0,1]

sup
t∈[0,T ]

Eκm
[
| d
dt
Jk(t)|2

]
< ∞,(3.5)

(4) there exists a constant C independent of m such that

ym := Eκm
[

sup
t∈[0,T ]

|ηk(t)|2
]
→ 0, m → 0,(3.6)

and

Eκm
[
|ηk(t)|2

]
≤ Cm1/2, m ≤ 1, t ∈ [0, T ].(3.7)

In particular,
{

the distributions of {Mk(t) + ηk(t); t ∈ [0, T ]} under

κm;m ∈ (0, 1]
}

and
{

the distributions of {Jk(t); t ∈ [0, T ]} under

κm;m ∈ (0, 1]
}

are tight in ℘(C([0, T ];Rd)).



A Mechanical Model of Brownian Motion with Uniform Motion Area 267

The process ηk(t) is the error part of our re-expression (3.4). We do not

have much information on its detailed behavior, especially, we have almost

no information with respect to its derivative. The only thing we know is that

it converges to 0 fast enough (Lemma 3.13 (4)). However, by considering

the corresponding quantities with ηk(t) withdrew from the beginning, this

is enough for our estimates. Precisely, later on, instead of Pk(t), we will

consider the quantity Pk(t) − ηk(t) (see (3.8) below and the other related

overlined quantities).

The following is an easy consequence of Theorem 3.6.

Lemma 3.14.

(1) For any f (m) : [0, T ] × Ω → Rd that are bounded and {Ft}t-adapted,
and k ∈ {1, · · · , N}, we have that

sup
m∈(0,1]

Eκm
[

sup
t∈[0,T ]

∣∣∣ ∫ t

0+
f (m)(s) · dM (m)

k (s)
∣∣∣2] < ∞,

and that
{

the distribution of {
∫ t
0+ f (m)(s) · dM (m)

k (s)}t∈[0,T ];m ∈

(0, 1]
}

is tight in ℘(D([0, T ];Rd)), with all of its cluster points as

m → 0 in ℘(C([0, T ];Rd)).

(2) For any f (m) : [0, T ] × Ω → Rd that are bounded and {Ft}t-adapted,
we have that

sup
m∈(0,1]

sup
t∈[0,T ]

Eκm
[∣∣∣ ∫ t

0+
f (m)(s) · dJ (m)

k (s)
∣∣∣2] < ∞,

and that
{

the distribution of {
∫ t
0+ f (m)(s) · dJ

(m)
k (s)}t∈[0,T ];m ∈

(0, 1]
}

is tight in ℘(C([0, T ];Rd)).

Also, we have the following result with respect to the tightness in

Lp([0, T ]).

Lemma 3.15 ([11]). For any f (m) : [0, T ] × Ω → R that are {Ft}t-
adapted, if

lim
K→∞

inf
m∈(0,1]

P
(∫ T

0
|f (m)(s)|ds ≤ K

)
= 1,
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then
{

the distribution of {
∫ t
0 f

(m)(s)ds}t∈[0,T ];m ∈ (0, 1]
}

is tight in

℘(Lp([0, T ];Rd)) for any p > 1, with all of its cluster points in

℘(D([0, T ];Rd)). In particulat, if

sup
m∈(0,1]

E
[ ∫ T

0
|f (m)(s)|ds

]
< ∞,

then our assertion holds.

The following is easy from the definition of Mk( · ).

Lemma 3.16. For any k1, k2 ∈ {1, · · · , N} and l1, l2 ∈ {1, · · · , d}, the

following holds:

(1) ∑
s∈[0,t]

(
∆M l1

k1
(s)

)(
∆M l2

k2
(s)

)
=

[
M l1
k1
,M l2

k2

]
t

= m

∫
[0,t]×E

Dl1k1(
*Q(r), x, v)Dl2k2(

*Q(r), x, v)N(dr, dx, dv),

(2)

sup
m∈(0,1]

Eκm
[ ∑
s∈[0,T ]

∣∣∣∆Mk1(s)
∣∣∣2] < ∞,

(3) for any f (m) : [0,∞) × Ω → R that are bounded and {Ft}t-adapted,
there exists a constant C > 0 such that

lim
m→0

Eκm
[

sup
t∈[0,T ]

∣∣∣ ∫ t

0+
f (m)(s, ·)d[M l1

k1
,M l2

k2
]s

−
∫ t

0+
f (m)(s, ·)ak1l1,k2l2( *Q(s))ds

∣∣∣2] ≤ Cm.

As claimed, since we have almost no information with respect to the

derivative of ηk( · ), we will use the following useful approximation of Pk(t):

Pk(t) := Pk(t) − ηk(t) = Mk(t) + Jk(t) −
∫ t

0
m−1/2∇kŨ( *Q(s))ds.(3.8)
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We have the following.

Lemma 3.17. For any g : RdN × RdN → R with ‖∇3g‖∞ < ∞, there

exists a constant C > 0 such that for any m ∈ (0, 1], the following holds.

Eκm
[( ∑

s∈(0,T ]

∣∣∣g( *Q(s), *P (s)) − g( *Q(s), *P (s−))

−
N∑
j=1

∇pjg( *Q(s), *P (s−)) · ∆Pj(s)

− 1

2

N∑
j1,j2=1

d∑
l1,l2=1

∇
p
l1
i1

∇
p
l2
j2

g( *Q(s), *P (s−))∆P l1j1 (s)∆P l2j2 (s)
∣∣∣2] ≤ Cm.

4. Convergence until σ0

We give the proof of Theorem 2.1 in this section. Let σ0(ω) = inf
{
t >

0; mini�=j{|Qi(t;ω) − Qj(t;ω)| − (Ri + Rj)} ≤ 0
}

if N ≥ 2 as in Theorem

2.1.

We first prove that Jk2 and Jk3 are negligible until σ0 for k ∈ {1, · · · , N}
in the following sense.

Lemma 4.1. There exists a constant C > 0 such that for l ∈ {2, 3, 4},
we have that

Eκm
[∣∣∣ d
dt
Jkl(t ∧ σ0)

∣∣∣] ≤ Cm1/4, m ∈ (0, 1], t ∈ [0, T ].

Before giving the proof of Lemma 4.1, let us first prepare the following.

Lemma 4.2. There exists a constant C > 0 such that for any s ∈ [0, T ],

we have∣∣∣ d
ds

Jk2(s)
∣∣∣ ≤ C

∫
R×E

m1/2
(
m1/2 +

d∑
j=1

|Vj(s) − Vj(r̃)|
)

× 1[0,R0)(|x|)1[−m1/2τ,2m1/2τ ](s− r)λ(dr, dx, dv).
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Proof. First notice that by Propositions 3.3 and 3.10, we have that

gk2(s, r, x, v) is not 0 only if |x| ≤ R0 and m−1/2(s−r) ∈ [−τ, 2τ ], and in this

domain, we have that | *Q(s) − *Q(r̃)| ≤ Nc|s− r̃| ≤ 4Ncm1/2τ . Therefore,∣∣∣gk2(s, r, x, v)∣∣∣
=

1

2
m1/2

∣∣∣∇2Uk(Qk(s) − ψ0(m−1/2(s− r), x, v; *Q(s))) ×

×
{
z(m−1/2(s− r), x, v; *Q(s), *V (s),−m−1/2(s− r))

− z(m−1/2(s− r), x, v; *Q(r̃), *V (r̃),−m−1/2(s− r))
}

+
{
∇2Uk(Qk(s) − ψ0(m−1/2(s− r), x, v; *Q(s)))

− ∇2Uk(Qk(r̃) − ψ0(m−1/2(s− r), x, v; *Q(r̃)))
}

× z(m−1/2(s− r), x, v; *Q(r̃), *V (r̃),−m−1/2(s− r))
∣∣∣

≤ 1

2
m1/21[0,R0)(|x|)1[−m1/2τ,2m1/2τ ](s− r)

×
[
‖∇2Uk‖∞C(| *Q(s) − *Q(r̃)| + |*V (s) − *V (r̃)|)

+ ‖∇3Uk‖∞(|Qk(s) −Qk(r̃)| + C̃|*V (s) − *V (r̃|))C
]

≤ Cm1/2
(
m1/2 +

d∑
j=1

|Vj(s) − Vj(r̃)|
)
1[0,R0)(|x|)1[−m1/2τ,2m1/2τ ](s− r). �

Proof of Lemma 4.1 with l = 2. Notice that by the definition of

Vj , we have that |Vj(s1)−Vj(s2)| ≤ M−1
j |Pj(s1)−Pj(s2)| for any s1, s2 ≥ 0

and j ∈ {1, · · · , N}. Therefore, by Lemma 4.2, we have that∣∣∣ d
ds

Jk2(s)
∣∣∣ ≤ C

∫
R×E

m1/2
(
m1/2 +

d∑
j=1

M−1
j |Pj(s) − Pj(r̃)|

)
× 1[0,R0)(|x|)1[−m1/2τ,2m1/2τ ](s− r)(µω + λ)(dr, dx, dv).(4.1)

Notice that s ≤ σ0 combined with |s− r| ≤ 2m1/2τ implies r̃ ≤ σ0. There-

fore, by (4.1), we have that

Eκm
[∣∣∣ d
ds

Jk2(s ∧ σ0)
∣∣∣]
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≤ 2CEκm
[ ∫

R×E
m1/2

(
m1/2 +

d∑
j=1

M−1
j |Pj(s ∧ σ0) − Pj(r̃ ∧ σ0)|

)
× 1[0,R0)(|x|)1[−m1/2τ,2m1/2τ ](s− r)λ(dr, dx, dv)

]
.(4.2)

Since ∇Ũ(Q1(t), · · · , QN (t)) = 0 for any t ≤ σ0, we have by Lemma

3.13 (1) that

Pj(t ∧ σ0) − Pj(0) = Mj(t) + Jj(t) + ηj(t), t ∈ [0, T ].

Therefore, by Lemma 3.13 (2), (3), (4), we get that there exists a constant

C > 0 such that

Eκm
[∣∣∣Pj(s1 ∧ σ0) − Pj(s2 ∧ σ0)

∣∣∣]
≤ Eκm

[∣∣∣Pj(s1 ∧ σ0) − Pj(s2 ∧ σ0)
∣∣∣2]1/2

≤ C
(
|s1 − s2| + m1/2

)1/2
, s1, s2 ∈ [0, T ].(4.3)

This combined with (4.2) implies our assertion. �

Proof of Lemma 4.1 with l = 3. The basic idea is the same at that

for l = 2.

First, we have by Lemma 3.5 that there exists a constant C > 0 such

that∣∣∣ d
ds

Jk3(s)
∣∣∣ ≤ C

∫
R×E

(µω + λ)(dr, dx, dv)1[0,R0)(|x|)1[−m1/2τ,2m1/2τ ](s− r)

×
N∑
j=1

∣∣∣Qj(s) −Qj(r̃) − (s− r̃)Vj(r̃)
∣∣∣.(4.4)

This combined with∣∣∣Qj(s) −Qj(r̃) − (s− r̃)Vj(r̃)
∣∣∣ =

∣∣∣ ∫ s

r̃

(
Vj(u) − Vj(r̃)

)
du

∣∣∣
≤ M−1

j

∫ s

r̃

∣∣∣Pj(u) − Pj(r̃)
∣∣∣du
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implies that

Eκm
[∣∣∣ d
ds

Jk3(s ∧ σ0)
∣∣∣]

≤ 2C

∫
R×E

λ(dr, dx, dv)1[0,R0)(|x|)1[−m1/2τ,2m1/2τ ](s− r)

×
N∑
j=1

∫ s

r̃
Eκm

[∣∣∣Pj(u ∧ σ0) − Pj(r̃ ∧ σ0)
∣∣∣]du.(4.5)

This combined with (4.3) implies our assertion for l = 3. �

Proof of Lemma 4.1 with l = 4. With the help of Lemma 3.12, the

proof is similar to that of l = 2, 3. We omit the details. �

Let Pk(t) = Pk(t) − ηk(t) as before. The following is trivial.

Lemma 4.3 For any f ∈ C∞
0 (B1 × RdN ), we have that when m → 0,

{f( *Q(t∧σ0), *P (t∧σ0))}t and {f( *Q(t∧σ0),
*Pk(t∧σ0))}t converge or not at

the same time, and when they converge, they have the same limit.

Proof of Theorem 2.1. For any f ∈ C∞
0 (B1 × RdN ), we have by

(3.4) that

f( *Q(t ∧ σ0),
*P (t ∧ σ0) − f( *Q0, *P0)

=

∫ t∧σ0

0
fq( *Q(s), *P (s−)) · *V (s)ds +

N∑
j=1

∫ t∧σ0

0
fpj (

*Q(s), *P (s−)) · dMj(s)

+

N∑
j=1

∫ t∧σ0

0
fpj (

*Q(s), *P (s−)) · dJj1(s)

+

N∑
j=1

∫ t∧σ0

0
fpj (

*Q(s), *P (s−)) · (
4∑
l=2

dJjl(s))

+

N∑
k1,k2=1

d∑
l1,l2=1

∫ t∧σ0

0+
f
p
l1
k1
p
l2
k2

( *Q(s), *P (s−))d[M l1
k1
,M l2

k2
]s

+
∑

s∈[0,t∧σ0]

{
f( *Q(s), *P (s)) − f( *Q(s), *P (s−))
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−
N∑
k=1

fpk(
*Q(s), *P (s−)) · ∆Mk(s)

− 1

2

N∑
k1,k2=1

fpk1
pk2

( *Q(s), *P (s−))(∆Mk1(s))(∆Mk2(s))
}
.

The second term on the right hand side above is a martingale. The first

term on the right hand side above gives us the terms of ∂
∂qj

in L1. The

third term on the right hand side above gives us the terms of ∂
∂vj

in L1 by

the definition of Jj1. By Lemma 4.1, the forth term on the right hand side

above converges to 0 as m → 0. For the fifth term on the right hand side

above, we have by Lemma 3.16 (3) that

lim
m→0

Eκm
[

sup
t∈0,T∧σ0]

∣∣∣ ∫ t∧σ0

0+
f
p
l1
k1
v
l2
k2

( *Q(s), *P (s−))d[M l1
k1
,M l2

k2
]s

−
∫ t∧σ0

0+
f
p
l1
k1
v
l2
k2

( *Q(s), *P (s−))ak1l1,k2l2(
*Q(s))ds

∣∣∣] = 0.

Finally, for the last term on the right hand side above, we have by Lemma

3.13 (2) that

lim
m→0

Eκm
[ ∑
s∈[0,T∧σ0]

∣∣∣f( *Q(s), *P (s)) − f( *Q(s), *P (s−))

−
N∑
k=1

fpk(
*Q(s), *P (s−)) · ∆Ml(s)

− 1

2

N∑
k1,k2=1

fpk1
vk2

( *Q(s), *P (s−))(∆Ml1(s))(∆Ml2(s))
∣∣∣] = 0.

This combined with Lemma 4.3 completes the proof of Theorem 2.1. �

Part II. Special case: N = 2 with (T1) satisfied

In the second half of this paper, we restrict ourselves to the special case

that N = 2, U1 and U2 are spherical-symmetric, and that (T1) is satisfied.
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5. Tightness

It is a trivial consequence of (T1) that there exists a constant ε0 ∈ (0, r1)

such that U(Y ) > 0 if Y ∈ (r1 − ε0, r1). Let

σ = inf{t > 0; |Q2(t) −Q1(t)| ≤ r1 − ε0

2
}.

We prove in the following (see Corollary 5.5) that σ converges to ∞ as

m → 0, precisely, limm→0 κm(σ > K) = 1 for any K > 0.

In this section, we use Lemma 3.13 to prove that
{

the distribution of

{( *Q(t∧σ), *V (t∧σ), *R(t∧σ), Y (t∧σ), H(t∧σ)), t ∈ [0, T ]} under κm;m ≤ 1
}

is tight in Theorem 2.2’s sense.

Since the derivative of Qk(t) with respect to t is bounded by c, a finite

constant, we have the tightness of the distribution of *Q(t).

For Y (t), we have the following:

Lemma 5.1.

(1)

Y (t) =
2∑
k=1

(Mk(t) + ηk(t) + Jk(t)).

(2)
{

the distribution of {Y (t)}t∈[0,T ] under κm;m ≤ 1
}

is tight in

℘(C([0, T ];Rd)),

(3) supm∈(0,1] E
κm

[
supt∈[0,T ] |Y (t)|2

]
< ∞.

Proof. Since ∇1Ũ = −∇2Ũ , we have our first assertion by Lemma

3.13 and the definition of Yt. The others are now easy. �

In order to prove the tightness for (V1(t), V2(t), R1(t), R2(t), Ht), let us

first define several notations. Let

Vk =
Pk(t)

Mk

√
1 + M−2

k c−2|Pk(t)|2
,

Rk(t) = π⊥
Q2(t)−Q1(t)Pk(t),
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H(t) =
2∑
k=1

Mkc
2
√

1 + M−2
k c−2|Pk(t)|2 + m−1/2Ũ(Q1(t), Q2(t)).

Here Pk(t) = Pk(t)− ηk(t) as defined at the end of Subsection 3.5. Then we

have the following.

Lemma 5.2.

(1) There exists a constant C > 0 such that

Eκm
{

sup
t∈[0,T ]

∣∣∣Vk(t) − Vk(t)
∣∣∣2 +

∣∣∣Rk(t) −Rk(t)
∣∣∣2 +

∣∣∣Hk(t) −Hk(t)
∣∣∣2}

≤ Cy(m).

Here y(·) is the one defined in Lemma 3.13 (4).

(2) The tightness for Vk(·) (respectively, Rk(·), H(·)) is equivalent to the

tightness for Vk(·) (respectively, Rk(·), H(·)), and when they do con-

verge as m → 0, they have the same limits.

Proof. Since
∣∣∣ x√

1+|x|2
− y√

1+|y|2

∣∣∣ ≤ d|x − y| for any x, y ∈ Rd, we

have by (3.6) that

E
{

sup
t∈[0,T ]

∣∣∣ Pk(t)

Mk

√
1 + M−2

k c−2|Pk(t)|2
− Pk(t)

Mk

√
1 + M−2

k c−2|Pk(t)|2

∣∣∣2}
≤ dcE

[
sup
t∈[0,T ]

∣∣∣Pk(t) − Pk(t)
∣∣∣2]

= dcE
[

sup
t∈[0,T ]

∣∣∣ηk(t)∣∣∣2].
Similarly,

E
[

sup
t∈[0,T ]

|Rk(t) −Rk(t)|2
]
≤ E

[
sup
t∈[0,T ]

|ηk(t)|2
]
,

and

E
[

sup
t∈[0,T ]

|H(t) −H(t)|2
]
≤ c

2∑
k=1

E
[

sup
t∈[0,T ]

|ηk(t)|2
]
.
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These imply our first assertion by (3.6). Also, the second assertion is a

direct consequence of the first assertion. �

We prove the tightnesses for R1(t) and R2(t) in Subsection 5.3, and

prove the tightnesses for V1(t), V2(t) and H(t) in the subsection after it.

5.1. Notations

Let us prepare some notations. For k ∈ {1, 2} and x = (x1, · · · , xd) ∈
Rd, let

fk,i(x) :=
xi

Mk

√
1 + M−2

k c−2|x|2
,

and fk,ij(x) := ∂
∂xj

fi(x), fk,ijl(x) := ∂2

∂xj∂xl
fi(x), fk,ij1j2j3(x) :=

∂3

∂xj1∂xj2∂xj3

(
xi

Mk

√
1+M−2

k c−2|x|2

)
. So

fk,ij(x) =
δij(1 + M−2

k c−2|x|2) −M−2
k c−2xixj

Mk(1 + M−2
k c−2|x|2)3/2

,(5.1)

and

fk,ijl(x)

=


δl�=i2M

−2
k c−2xl(1+M−2

k c−2|x|2)−3M−2
k c−2(1+M−2

k c−2
∑

r �=i |xr|2)xl

Mk(1+M−2
k c−2|x|2)5/2

, if i = j,

3M−4
k c−4xixjxl−M−2

k c−2(δl=ixj+δl=jxi)(1+M−2
k c−2|x|2)

Mk(1+M−2
k c−2|x|2)5/2

, if i �= j.

So there exists a constant C > 0 such that

|fk,ij(x)| ≤ C√
1 + M−2

k c−2|x|2
, |fk,ijl(x)| ≤ C

1 + M−2
k c−2|x|2

for any i, j, l ∈ {1, · · · , d}. Also, by calculating the third partial derivatives

of fk,i, we get that ‖fk,ijlr‖∞ < ∞.

Also, let us prepare one more notation: for any v ∈ Rd with |v| ≤ c,

define F 2(v) :=
(
Fij(v)

)
i,j=1,··· ,d

with

Fij(v) =
√

1 − c−2|v|2 (δij − c−2vivj)(5.2)
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and let Fijl be as defined in (2.10). Then by a simple calculation, we have

that

v =
(
fk,i(

Mk√
1 − c−2|v|2

v)
)d
i=1

,(5.3)

M−1
k Fij(v) = fk,ij(

Mk√
1 − c−2|v|2

v),(5.4)

M−2
k Fijl(v) = fk,ijl(

Mk√
1 − c−2|v|2

v).(5.5)

5.2. A decomposition and an estimate of H(t)

We first prove the following decomposition of H(t).

Lemma 5.3. There exists a stochastic process ηH1( · ) such that

H(t) = H(0) + ηH1(t) +

2∑
i=1

(∫ t

0+
Vk(s) · dMk(s) +

∫ t

0+
Vk(s) · dJk(s)

+
d∑

i,j=1

∫ t

0+
fk,ij(Pk(s))aki,kj( *Q(s))ds

)

+
2∑
k=1

∫ t

0+
m−1/2∇kŨ(Q1(s), Q2(s)) · (Vk(s−) − Vk(s))ds,(5.6)

and there exists a constant C > 0 such that

Eκm
[

sup
t∈[0,T ]

|ηH1(t)|
]
≤ C

(
m1/4 + y(m)1/2

)
, for all m ∈ (0, 1].

In Lemma 5.21, we prove that the term
∑2
k=1

∫ t
0+ m−1/2∇kŨ(Q1(s),

Q2(s)) · (Vk(s) − Vk(s))ds in the above decomposition of H(t) is also negli-

gible, by using the estimates in Subsection 5.4. We first prove Lemma 5.3

in the rest of this subsection.

Proof of Lemma 5.3. First, by the definition of H(t) and Ito’s for-

mula, we have that

H(t) −H(0)
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=
2∑
k=1

∫ t

0+

(
Vk(s−) · dMk(s) +

∫ t

0+
Vk(s−) · dJk(s)

+

d∑
i,j=1

∫ t

0+
fk,ij(Pk(s−))d[M i

k,M
j
k ]s

+
∑
s∈(0,t]

{
Mkc

2
√

1 + M−2
k c−2|Pk(s)|2

−Mkc
2
√

1 + M−2
k c−2|Pk(s−)|2

−
d∑
i=1

fk,i(Pk(s−))∆P ik(s)

− 1

2

d∑
i,j=1

fk,ij(Pk(s−))∆P ik(s)∆P jk (s)
})

+
2∑
k=1

∫ t

0+
m−1/2∇kŨ(Q1(s), Q2(s)) · (Vk(s−) − Vk(s))ds.(5.7)

So our assertion follows from the following: There exists a constant

C > 0 such that

Eκm
[

sup
t∈[0,T ]

∣∣∣ ∫ t

0+

(
Vk(s−) − Vk(s)

)
· dMk(s)

∣∣∣] ≤ Cm1/4,(5.8)

Eκm
[

sup
t∈[0,T ]

∣∣∣ ∫ t

0+

(
Vk(s−) − Vk(s)

)
· dJk(s)

∣∣∣] ≤ Cy(m)1/2,(5.9)

Eκm
[

sup
t∈[0,T ]

∣∣∣ ∫ t

0+
fk,ij(Pk(s−))d[M i

k,M
j
k ]s

−
∫ t

0+
fk,ij(Pk(s))aki,kj( *Q(s))ds

∣∣∣] ≤ Cm1/4,(5.10)

Eκm
[

sup
t∈[0,T ]

∣∣∣ ∑
s∈(0,t]

{
Mkc

2
√

1 + M−2
k c−2|Pk(s)|2

−Mkc
2
√

1 + M−2
k c−2|Pk(s−)|2

−
d∑
i=1

fk,i(Pk(s−))∆P ik(s)
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− 1

2

d∑
i,j=1

fk,ij(Pk(s−))∆P ik(s)∆P jk (s)
}∣∣∣] ≤ Cm1/2.(5.11)

(5.11) is a direct consequence of Lemma 3.14 (3).

Next let us prove (5.10). Since Pk(s) = Pk(s−), we have that∣∣∣fk,ij(Pk(s−)) − fk,ij(Pk(s))
∣∣∣ ≤ C|ηk(s−)|.

Also, with C1 :=
(
3τ‖∇Uk‖∞

)2
(2R0)

d−1
∫
Rd ρ(

1
2 |v|2)|v|dv < ∞, we have

that ∫
E
|Dik( *Q(s), x, v)||Djk( *Q(s), x, v)|ρ(1

2
|v|2)ν(dx, dv) ≤ C1(5.12)

for any s ∈ [0, T ], k ∈ {1, 2} and i, j ∈ {1, · · · , d}. So by (3.7), we have that

Eκm
[

sup
t∈[0,T ]

∣∣∣ ∫ t

0+

(
fk,ij(Pk(s−)) − fk,ij(Pk(s))

)
×

(∫
E
Dik(

*Q(s), x, v)Djk(
*Q(s), x, v)ρ(

1

2
|v|2)ν(dxdv)

)
ds

∣∣∣]
≤ CC1

∫ T

0
Eκm

[
|ηk(s−)|

]
ds ≤ Cm1/4.(5.13)

Also, by Lemma 3.16 (3), we have that

Eκm
[

sup
t∈[0,T ]

∣∣∣ ∫ t

0+
fk,ij(Pk(s−))

(
d[M i

k,M
j
k ]s − aki,kj( *Q(s))ds

)∣∣∣] ≤ Cm1/2.

This combined with (5.13) implies (5.10).

We have (5.9) with the help of Lemma 3.13 (3) (4), since

Eκm
[

sup
t∈[0,T ]

∣∣∣ ∫ t

0+

(
Vk(s−) − Vk(s)

)
· dJk(s)

∣∣∣]
≤ M−1

k TEκm
[

sup
u∈[0,T ]

|ηk(u)|2
]1/2

sup
s∈[0,T ]

Eκm
[∣∣∣ d
ds

Jk(s)
∣∣∣2]1/2

.

Finally, let us prove (5.8). Since
∫ t
0+

(
Vk(s−) − Vk(s)

)
· dMk(s) is a

martingale, we have by Doob’s inequality and Lemma 3.16 (1) that

Eκm
[

sup
t∈[0,T ]

∣∣∣ ∫ t

0+

(
Vk(s−) − Vk(s)

)
· dMk(s)

∣∣∣2]
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≤ 4Eκm
[∣∣∣ ∫ T

0+

(
Vk(s−) − Vk(s)

)
· dMk(s)

∣∣∣2]
= 4

d∑
i,j=1

Eκm
[ ∫ T

0+

(
Vk
i
(s−) − V ik (s)

)(
Vk
j
(s−) − V jk (s)

)
d[M i

k,K
j
k]s

]

= 4
d∑

i,j=1

Eκm
[ ∫ T

0+

(
Vk
i
(s−) − V ik (s)

)(
Vk
j
(s−) − V jk (s)

)
×m

∫
E
Dik(

*Q(s), x, v)Djk(
*Q(s), x, v)N(ds, dx, dv)

]
= 4

d∑
i,j=1

∫
(0,T ]×E

Eκm
[(

Vk
i
(s−) − V ik (s)

)(
Vk
j
(s−) − V jk (s)

)
×Dik(

*Q(s), x, v)Djk(
*Q(s), x, v)

]
ρ(

1

2
|v|2)ν(dx, dv)ds

≤ 4M−2
k d2C1

∫ T

0+
Eκm

[∣∣∣ηk(s−)
∣∣∣2]ds,

where we used (5.12) when passing to the last line. This combined with

(3.7) implies (5.8), and completes the proof of our assertion. �

We prepare the following estimate with respect to H(t) and H(t). This

is used in the prove of the tightness of Vk.

Lemma 5.4. There exists a constant C > 0 such that

Eκm
[

sup
t∈[0,T ]

|Ht|2
]
≤ Cm−1/2,

Eκm
[

sup
t∈[0,T ]

|Ht|2
]
≤ Cm−1/2, m ∈ (0, 1].

Proof of Lemma 5.4. We use Lemma 5.3 to prove our assertion.

By Lemma 3.14 (1) (2), all of the terms except the last one on the

right hand side of (5.6) are fine. We prove in the following that the last

term on the right hand side of (5.6) is also fine. Since
∣∣∣Vk(s) − Vk(s)

∣∣∣ ≤

M−1
k

∣∣∣Pk(s) − Pk(s)
∣∣∣ ≤ M−1

k |η(s)|, we have by (3.7) that

Eκm
[

sup
s∈[0,T ]

∣∣∣ ∫ t

0+
m−1/2∇kŨ(Q1(s), Q2(s)) ·

(
Vk(s) − Vk(s)

)
ds

∣∣∣2]
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≤ m−1TEκm
[ ∫ T

0
(‖∇kŨ‖∞M−1

k |η(s)|)2ds
]

≤ Cm−1

∫ T

0
Eκm

[
|ηk(s)|2

]
ds

≤ Cm−1/2.

This completes the proof of our assertion. �

As an easy corollary of Lemma 5.4, we get the following. In particular,

this implies that σ converges to ∞ as m → 0.

Corollary 5.5. For any ε > 0, we have that

lim
m→0

κm

(
inf
t∈[0,T ]

|Q1(t) −Q2(t)| ≤ r1 − ε
)

= 0.

Proof. Choose any ε ∈ (0, ε02 ) and fix it. Then there exists a δ0 > 0

such that Ũ(Q1, Q2) > δ0 as long as |Q1 − Q2| ∈ (r1 − ε0 + ε, r1 − ε].

Therefore, if |Q1(t)−Q2(t)| ∈ (r1 − ε0 + ε, r1 − ε], then by the definition of

Ht, we get that Ht ≥ m−1/2Ũ(Q1(t), Q2(t)) ≥ m−1/2δ0. Therefore,

κm

(
inf
t∈[0,T ]

|Q1(t) −Q2(t)| ≤ r1 − ε
)

≤ κm

(
sup
t∈[0,T ]

Ht ≥ m−1/2δ0

)
≤ (m−1/2δ0)

−2Eκm
[

sup
t∈[0,T ]

|Ht|2
]

≤ Cm1/2 → 0, m → 0. �

5.3. Tightness for Rk(t)

In this section, we first make some calculation with respect to Rk(t)

(Lemma 5.6), then get an estimate of Rk(t) (Lemma 5.7), which is also one

of the essential idea of our present paper. We finally use these two results

to prove the tightness for Rk(t) (Lemma 5.8).

For any s ∈ [0, T ] and k ∈ {1, 2}, let

ARk1(t) =

∫ t

0

[
dMk(s) −

( Q2(s) −Q1(s)

|Q2(s) −Q1(s)|
· dMk(s)

) Q2(s) −Q1(s)

|Q2(s) −Q1(s)|
]
,
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YRk(t) =
[(

Y (t) · Q2(t) −Q1(t)

|Q2(t) −Q1(t)|
)( Q2(t) −Q1(t)

|Q2(t) −Q1(t)|
· Vk(t)

)
− Y (t) · Vk(t)

] Q2(t) −Q1(t)

|Q2(t) −Q1(t)|2

− 1

|Q2(t) −Q1(t)|2
(
Y (t) · (Q2(t) −Q1(t))

)
×M−1

k

√
1 − c−2|Vk(t)|2Rk(t),

fR(t) =
1

|Q2(t) −Q1(s)|2

×
2∑
j=1

(
M−1
j

√
1 − c−2|Vj(t)|2|Rj(t)|2(Q2(t) −Q1(t))

+ (Vj(t) · (Q2(t) −Q1(t))Rj(t)
)
.

Also, define kc as kc = 1 if k = 2, and kc = 2 if k = 1.

Our main results of this subsection are the following three lemmas.

Lemma 5.6. For k ∈ {1, 2}, there exists a stochastic process ηRk( · )

such that for any s ∈ [0, T ], we have

Rk(t) −Rk(0) = ARk1(t) +

∫ t

0

[
π⊥
Q2(s)−Q1(s)

( d

ds
Jk(s)

)
− fR(s) − YRkc(s) − ηRk(s)

]
ds,(5.14)

and

|ηRk(t)| ≤ 4c|Q2(t) −Q1(t)|−1|ηk(t)|.(5.15)

Lemma 5.7. There exists a constant C > 0 such that

Eκm
[

sup
t∈[0,T∧σ]

(|R1(t)|2 + |R2(t)|2)
]
≤ C,

Eκm
[

sup
t∈[0,T∧σ]

(|R1(t)|2 + |R2(t)|2)
]
≤ C, m ∈ (0, 1].
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Lemma 5.8.

(1) We have that

Rk(t) −Rk(0) = ARk1(t) +

∫ t

0

[
π⊥
Q2(s)−Q1(s)

( d

ds
Jk(s)

)
− fR(s) − YRkc(s)

]
ds + ηRk(t),(5.16)

and there exists a constant C > 0 such that

Eκm
[

sup
t∈Tσ

|ηRk(t)|2
]
≤ Cy(m), m ∈ (0, 1].(5.17)

(2)
{

the distribution of {Rk(t ∧ σ)}t∈[0,T ] under κm;m ≤ 1
}

is tight in

℘(D([0, T ];Rd)) for k ∈ {1, 2}.

Proof of Lemma 5.6. We have by definition that

Rk(t) = π⊥
Q2(t)−Q1(t)(Pk(t))

= Pk(t) −
(
Pk(t) ·Q2(t) −Q1(t)

) 1

|Q2(t) −Q1(t)|2
(Q2(t) −Q1(t)),

and

Pk(t) = Mk(t) + Jk(t) −m−1/2

∫ t

0
∇kŨ(Q1(s), Q2(s))ds.

Since ∇2Ũ(Q1(t), Q2(t)) is parallel to Q2(t)−Q1(t), we have by Ito’s formula

that

Rk(t) −Rk(0) = ARk1(t) +

∫ t

0
π⊥
Q2(s)−Q1(s)

( d

ds
J2(s)

)
ds−

∫ t

0
gRk(s)ds,

with

gRk(s) =
(
Pk(s) · (V2(s) − V1(s)

) 1

|Q2(s) −Q1(s)|2
(Q2(s) −Q1(s))

+
(
Pk(s) · (Q2(s) −Q1(s)

) 1

|Q2(s) −Q1(s)|2
(V2(s) − V1(s))

−
(
Pk(s) · (Q2(s) −Q1(s)

)
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× 2(Q2(s) −Q1(s)) · (V2(s) − V1(s))

|Q2(s) −Q1(s)|4
(Q2(s) −Q1(s)).(5.18)

So it suffices to prove that

gRk(s) = fR(s) + YRkc(s) + ηRk(s)(5.19)

with some ηRk(s) satisfying (5.15). We prove (5.19) for k = 2, the assertion

for k = 1 is gotten in the same way.

Notice that for any p, q ∈ Rd, we have that

|p|2q − (p · q)2 1

|q|2 q =
(
|p|2 − (p · q

|q|)
2
)
q =

∣∣∣π⊥
q p

∣∣∣2q,
hence

|p|2q + (p · q)p− 2(p · q)2 1

|q|2 q

=
∣∣∣π⊥
q p

∣∣∣2q + (p · q)p− (p · q)2 1

|q|2 q

=
∣∣∣π⊥
q p

∣∣∣2q + (p · q)π⊥
q p.

Therefore, for j ∈ {1, 2}, we have that

1

Mj

√
1 + M−2

j c−2|Pj(s)|2

(
|Pj(s)|2(Q2(s) −Q1(s))

+ (Pj(s) · (Q2(s) −Q1(s)))Pj(s)

− 2(Pj(s) · (Q2(s) −Q1(s)))
2

× 1

|Q2(s) −Q1(s)|2
(Q2(s) −Q1(s))

)
= M−1

j

√
1 − c−2|Vj(s)|2|Rj(s)|2(Q2(s) −Q1(s))

+ (Vj(s) · (Q2(s) −Q1(s)))Rj(s).(5.20)

Re-write P2(s) in (5.18) as P2(s) − η2(s), and re-write P2(s) as Y (s) −
P1(s) in further in the terms that include V1(s), then by (5.20) and a simply

calculation, we get (5.19) with

ηR2(s) = |Q2(s) −Q1(s)|−2
[
(η2(s) · (V1(s) − V2(s)))(Q2(s) −Q1(s))
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+
(
η2(s) · (Q2(s) −Q1(s))(V1(s) − V2(s))

)
+ 2

(
η2(s) · (Q2(s) −Q1(s))

)
×

( Q2(s) −Q1(s)

|Q2(s) −Q1(s)
· (V2(s) − V1(s))

) Q2(s) −Q1(s)

|Q2(s) −Q1(s)

]
.

So (5.15) is also satisfied. �

Proof of Lemma 5.7. Since∣∣∣M−1
k

√
1 − c−2|Vk(t)|2Rk(t)

∣∣∣ ≤ c,

we have by the definition of YRj(s) that

|YRj(s)| ≤ 3c|Q2(s) −Q1(s)|−1|Y (s)|, j = 1, 2.

Also, we have

|Q2(s) −Q1(s)|−1 ≤ (r1 − ε0

2
)−1, if s ≤ σ.

Therefore, we get from Lemma 5.6 that there exists a constant C > 0 such

that for any t ∈ [0, T ∧ σ] and k ∈ {1, 2}, we have that

|Rk(t)| ≤ C
(
1 + ARk1(t) + sup

s∈[0,T ]
|ηk(s)| +

∫ t

0
|Y (s)|

+

∫ t

0

∣∣∣ d
ds

Jk(s)
∣∣∣ds +

∫ t

0

(
|R1(s)| + |R2(s)|

)
ds

)
.(5.21)

Let

h(r) := Eκm
[

sup
t∈[0,r∧σ]

(|R1(t)| + |R2(t)|)2
]
.

Then h is continuous and by (5.21), there exists a constant C > 0 such that

h(t) ≤ C
(
1 +

2∑
j=1

{
Eκm

[
sup
u∈[0,T ]

|ηj(u)|2
]

+ Eκm
[

sup
u∈[0,T ]

|ARj1(u)|2
]

+ sup
s∈[0,T ]

Eκm
[∣∣∣ d
ds

Jj(s)
∣∣∣2]}
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+ Eκm
[( ∫ T

0
|Y (u)|du

)2]
+

∫ t

0
h(r)dr

)
.(5.22)

By Lemma 3.14, we have that Eκm
[
supu∈[0,T ] |ARj1(u)|2

]
is bounded for

m ∈ (0, 1]. Also, Eκm
[( ∫ T

0 |Y (u)|du
)2]

≤ T 2 sups∈[0,T ] E
κm [|Y (s)|2], which

is also bounded for m ∈ (0, 1] by Lemma 5.1. Finally, by Lemma 3.13 (3)

(4), Eκm
[
supu∈[0,T ] |ηj(u)|2

]
and sups∈[0,T ] E

κm
[∣∣∣ ddsJj(s)∣∣∣2] ( j = 1, 2) are

also bounded for m ∈ (0, 1]. Therefore, (5.22) implies that there exists a

constant C > 0 such that

h(t) ≤ C + C

∫ t

0
h(s)ds, t ∈ [0, T ].

So by Gronwall’s inequality, we have that h(t) ≤ CeCt for any t ∈ [0, T ] and

any m ∈ (0, 1]. In particular,

Eκm
[

sup
s∈[0,T∧σ]

(|R1(s)| + |R2(s)|)2
]
≤ CeCT , m ∈ (0, 1]. �

Proof of Lemma 5.8. The first assertion is a direct corollary of

Lemma 5.6.

The second assertion is an easy consequence of Lemmas 5.6 and 5.7.

Indeed, by Lemma 3.14 (1), we have that the distributions of {ARk1; t ∈
[0, T ∧ σ]} under κm with m ∈ (0, 1] is tight in ℘(D([0, T ];Rd)), with all

of its cluster points in ℘(C([0, T ];Rd)). Also, by Lemmas 5.7, 3.13 (3)

and 5.1, the integrand of the second term on the right hand side of (5.14)

satisfies supm∈(0,1] sups∈[0,T ] E
[∣∣∣ ∗ (s ∧ σ)

∣∣∣2] < ∞, which, by Lemma 3.7,

implies that the distributions of the second term on the right hand side of

(5.14) (t ∈ [0, T ∧σ]) with m ∈ (0, 1] is tight in ℘(C([0, T ];Rd)). Therefore,{
the distribution of {Rk(t ∧ σ); t ∈ [0, T ]} under κm;m ∈ (0, 1]

}
is tight

in ℘(D([0, T ],Rd). Since R
(m)
k (·) is continuous for any m ∈ (0, 1], and

C([0, T ];Rd) is closed in D([0, T ];Rd), we get our assertion. �

5.4. Tightness for Vk(t)

We prove the following result in this subsection.
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Lemma 5.9. For any p > 1 and k ∈ {1, 2}, we have that
{

the distri-

bution of {Vk(t∧σ); t ∈ [0, T ]} under κm;m ∈ (0, 1]
}

is tight as probabilities

on Lp([0, T ];Rd), with all of its cluster points as m → 0 in ℘(D([0, T ];Rd)).

In §5.4.1, we give a basic decomposition of Vk. Especially, it decompose

the “singular” part of Vk into a parallel part and a perpendicular part,

tightnesses for which will be proven in §5.4.2 and §5.4.3, respectively.

Choose k ∈ {1, 2} and fix it through this subsection.

5.4.1 Some calculation for Vk(t)

For any k ∈ {1, 2}, let AV k1(t) =
(
A1
V k1

(t), · · · , Ad
V k1

(t)
)
, with

Ai
V k1

(t) =

∫ t

0+

d∑
j=1

fk,ij(Pk(s−))
(
dM j

k(s) + dJ jk(s)
)

+
1

2

∫ t

0+
fk,ijl(Pk(s−))akj,kl( *Q(s))ds(5.23)

for i = 1, · · · , d. Then we have the following.

Lemma 5.10.

(1) supm∈(0,1] E
κm

[
supt∈[0,T ] |AV k1(t)|2

]
< ∞,

(2)
{

The distribution of {AV k1(t); t ∈ [0, T ]} under κm;m ∈ (0, 1]
}

is

tight in ℘(D([0, T ];Rd)), with all of its cluster points as m → 0 in

℘(C([0, T ];Rd)).

(3) There exists a constant C > 0 such that

Eκm
[∣∣∣AV k1(t1) −AV k1(t2)

∣∣∣] ≤ C|t1 − t2|1/2

for any t1, t2 ∈ [0, T ].

(4) There exists a stochastic process ηV k(·) such that

Vk(t) = Vk(0) + AV k1(t) + ηV k(t)

−m−1/2

∫ t

0+

d∑
j=1

fk,·j(Pk(s−))∇kjŨ( *Q(s))ds,(5.24)
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and there exists a constant C > 0 such that

Eκm
[

sup
t∈[0,T ]

∣∣∣ηV k(t)∣∣∣2] ≤ Cm.(5.25)

Proof. Since |fk,ijl(Pk(s−))| ≤ C, the first three assertions are easy

by Lemma 3.14 (1) (2) and Lemma 3.7. We prove the last assertion in the

following.

First, we have by definition that Vk
i
(t) = fk,i(Pk(t)), where fk,i is as

defined in Section 5.1. So by Ito’s formula, we have the decomposition

Vk
i
(t) − Vk

i
(0) = fk,i(Vk(t)) − fk,i(Vk(0))

=

∫ t

0+

d∑
j=1

fk,ij(Pk(s−))
(
dM j

k(s) + dJ jk(s)
)

+
1

2

d∑
j,l=1

∫ t

0+
fk,ijl(Pk(s−))d[M j

k ,M
l
k]s

+
∑
s∈(0,t]

{
fk,i(Pk(s)) − fk,i(Pk(s−)) −

d∑
j=1

fk,ij(Pk(s−))∆Pk
j
(s)

− 1

2

d∑
j,l=1

fk,ijl(Pk(s−))∆Pk
j
(s)∆Pk

l
(s)

}

−m−1/2

∫ t

0+

d∑
j=1

fk,ij(Pk(s−))∇kjŨ( *Q(s))ds.

Therefore, (5.24) holds with ηi
V k

given by

ηi
V k

(t) =
1

2

d∑
j,l=1

∫ t

0+
fk,ijl(Pk(s−))

(
d[M j

k ,M
l
k]s − akj,kl( *Q(s))ds

)
+

∑
s∈(0,t]

{
fk,i(Pk(s)) − fk,i(Pk(s−))

−
d∑
j=1

fk,ij(Pk(s−))∆Pk
j
(s)
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− 1

2

d∑
j,l=1

fk,ijl(Pk(s−))∆Pk
j
(s)∆Pk

l
(s)

}
.

(5.25) is now a direct consequence of Lemma 3.17 and Lemma 3.16 (3). �

As an easy consequence of Lemma 5.10, we get the following decom-

position of Vk(t). This gives us the coefficients γVk and βVk in our limiting

generator L.

Lemma 5.11. For k ∈ {1, 2}, there exists a stochastic process ηV k( · )

such that for any s ∈ [0, T ] and i = 1, · · · , d, we have

V ik (t) − V ik (0) =

∫ t

0

d∑
j=1

M−1
k Fij(Vk(s))dM

j
k(s)

+

∫ t

0

d∑
j=1

M−1
k Fij(Vk(s))dJ

j
k(s)

+
1

2

∫ t

0

d∑
j,l=1

M−2
k Fijl(Vk(s))akj,kl( *Q(s))ds + ηiV k(t)

−m−1/2

∫ t

0

d∑
j=1

fk,jl(P k(s))∇jkŨ( *Q(s))ds,(5.26)

and there exists a constant C > 0 such that

Eκm
[

sup
t∈[0,T∧σ]

|ηV k(t)|
]
≤ C

(
y(m)1/2 + m1/2

)
, m ∈ (0, 1].(5.27)

Here Fij and Fijl are as defined in (5.2) and (2.10), respectively.

Proof. There exists a constant C > 0 such that
∣∣∣fk,ij(Pk(s)) −

fk,ij(Pk(s))
∣∣∣ ≤ C

∣∣∣Pk(s) − Pk(s)
∣∣∣ = C|ηk(s)|, and similarly,

∣∣∣fk,ijl(Pk(s)) −

fk,ijl(Pk(s))
∣∣∣ ≤ C|ηk(s)|. Therefore, by the same argument as we used to

prove (5.8) ∼ (5.10), we get that

Eκm
[

sup
t∈[0,T ]

∣∣∣ ∫ t

0+

(
fk,ij(Pk(s−)) − fk,ij(Pk(s−))

)
dM j

k(s)
∣∣∣] ≤ Cm1/4,
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Eκm
[

sup
t∈[0,T ]

∣∣∣ ∫ t

0+

(
fk,ij(Pk(s−)) − fk,ij(Pk(s−))

)
dJ jk(s)

∣∣∣] ≤ Cy(m)1/2,

Eκm
[

sup
t∈[0,T ]

∣∣∣ ∫ t

0+

(
fk,ijl(Pk(s)) − fk,ijl(Pk(s−))

)
aki,kj( *Q(s))ds

∣∣∣] ≤ Cm1/4.

This combined with (5.24), (5.23) and Lemma 5.2 (1) implies that

V ik (t) = V ik (0) + ηiV k(t) +

∫ t

0+

d∑
j=1

fk,ij(Pk(s−))
(
dM j

k(s) + dJ jk(s)
)

+
1

2

∫ t

0+

d∑
j,l=1

fk,ijl(Pk(s−))akj,kl( *Q(s))ds

−m−1/2

∫ t

0+

d∑
j=1

fk,ij(Pk(s−))∇kjŨ( *Q(s))ds,

with some properly defined ηV k(t) satisfying (5.27). This combined with

(5.4) and (5.5) completes the proof of our assertion. �

By Lemma 5.10, we get that the tightness for Vk(·) is equivalent to that

of
∫ ·
0+ m−1/2fij(Pk(s−))∇kjŨ( *Q(s))ds. We prove the tightness for it in the

rest of §5.4.

Before closing this subsection, let us make some more observation. No-

tice that for any x, a ∈ Rd, we have that

( d∑
j=1

(
δij(1 + |x|2) − xixj

)
aj

)
i=1,··· ,d

= (1 + |x|2)a− (x, a)x

=
(
1 + |π⊥

a x|2
)
a− (a, x)π⊥

a x.

So by (5.1), we have that

( d∑
j=1

fij(p)aj

)
i=1,··· ,d

=
1

Mk(1 + M−2
k c−2|p|2)3/2

[(
1 + M−2

k c−2|π⊥
a p|2

)
a−M−2

k c−2(a, p)π⊥
a p

]
.
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Therefore, since ∇kŨ(Q1, Q2) is parallel to Q2 − Q1, and

π⊥
Q2(s)−Q1(s)Pk(s−) = Rk(s−), we get from (5.24) that

Vk(t) − Vk(0) = AV k1(t) + ηV k(t) −
∫ t

0+
m−1/2

(
gk1(s) + gk2(s)

)
ds,(5.28)

where gk1(s) and gk2(s) are given by

gk1(s) =
1

Mk(1 + M−2
k c−2|Pk(s−)|2)3/2

×
(
1 + M−2

k c−2|Rk(s−)|2
)
∇kŨ(Q1(s), Q2(s)),

gk2(s) = − 1

Mk(1 + M−2
k c−2|Pk(s−)|2)3/2

×M−2
k c−2(∇kŨ(Q1(s), Q2(s)), Pk(s−))Rk(s−).

Notice that gk1(s) is parallel to Q2(s) −Q1(s), and gk2(s) is perpendicular

to Q2(s) −Q1(s).

5.4.2 Tightness for πQ2(t)−Q1(t)(Vk(t))

Our main results of this subsubsection are the following two lemmas.

Lemma 5.12.

sup
m∈(0,1]

Eκm
[
m−1/2

∫ T∧σ

0+

1 + M−2
k c−2|Rk(s−)|2

Mk(1 + M−2
k c−2|Pk(s−)|2)3/2

× |∇kŨ(Q1(s), Q2(s))|ds
]
< ∞.

Lemma 5.13. For any p > 1, we have that
{

the distribution of

{πQ2(t∧σ)−Q1(t∧σ)Vk(t ∧ σ); t ∈ [0, T ]} under κm;m ∈ (0, 1]
}

is tight as

probabilities on Lp([0, T ];Rd), with all of its cluster points as m → 0 in

℘(D([0, T ];Rd)).

Before proving Lemmas 5.12 and 5.13, let us first prepare a decomposi-

tion of πQ2(t)−Q1(t)(Vk(t)). Let

AV k2(t) := πQ2(t)−Q1(t)(Vk(0)) + πQ2(t)−Q1(t)(AV k1(t) + ηV k(t))



292 Song Liang

−
∫ t

0

(
AV k1(t) + ηV k(t) − Vk(s) + Vk(0), V2(s) − V1(s)

)
× Q2(s) −Q1(s)

|Q2(s) −Q1(s)|2
ds

+

∫ t

0

(
AV k1(t) + ηV k(t) − Vk(s) + Vk(0), Q2(s) −Q1(s)

)
× 2(Q2(s) −Q1(s), V2(s) − V1(s))

|Q2(s) −Q1(s)|2
(Q2(s) −Q1(s))ds

−
∫ t

0

(
AV k1(t) + ηV k(t) − Vk(s) + Vk(0), Q2(s) −Q1(s)

)
× V2(s) − V1(s)

|Q2(s) −Q1(s)|2
ds.

Then we have the following two lemmas.

Lemma 5.14.

(1) supm∈(0,1] E
κm

[
supt∈[0,T∧σ] |AV k2(t)|2

]
< ∞,

(2)
{
the distribution of {AV k2(t ∧ σ); t ∈ [0, T ]} under κm;m ∈ (0, 1]

}
is

tight in ℘(D([0, T ];Rd)).

Lemma 5.15. We have that

πQ2(t)−Q1(t)(Vk(t)) = AV k2(t) −
∫ t

0
m−1/2gk1(s)ds.(5.29)

Proof. By (5.28), we have that

πQ2(t)−Q1(t)(Vk(t)) − πQ2(t)−Q1(t)(Vk(0))

= πQ2(t)−Q1(t)(AV k1(t) + ηV k1(t))

− πQ2(t)−Q1(t)

(∫ t

0
m−1/2

(
gk1(s) + gk2(s)

)
ds

)
.(5.30)

Notice that gk2(t) · (Q2(t) − Q1(t)) = 0 and gk1(t) · (Q2(t) − Q1(t)) ·
Q2(t)−Q1(t)

|Q2(t)−Q1(t)|2 = gk1(t). So

d

dt

(
πQ2(t)−Q1(t)

(∫ t

0
m−1/2

(
gk1(s) + gk2(s)

)
ds

))
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=
d

dt

((∫ t

0
m−1/2

(
gk1(s) + gk2(s)

)
ds,Q2(t) −Q1(t)

) Q2(t) −Q1(t)

|Q2(t) −Q1(t)|2
)

= m−1/2gk1(t) +
(∫ t

0
m−1/2

(
gk1(s) + gk2(s)

)
ds, V2(t) − V1(t)

)
× Q2(t) −Q1(t)

|Q2(t) −Q1(t)|2

−
(∫ t

0
m−1/2

(
gk1(s) + gk2(s)

)
ds,Q2(t) −Q1(t)

)
× 2(Q2(t) −Q1(t), V2(t) − V1(t))

|Q2(t) −Q1(t)|4
(Q2(t) −Q1(t))

+
(∫ t

0
m−1/2

(
gk1(s) + gk2(s)

)
ds,Q2(t) −Q1(t)

) V2(t) − V1(t)

|Q2(t) −Q1(t)|2
.

Notice that
∫ t
0 m

−1/2
(
gk1(s)+gk2(s)

)
ds = AV k1(t)+ηV k(t)−Vk(t)+Vk(0).

So if we integrate the both sides of the equation above, and substitute it

into (5.30), we get our decomposition (5.29). �

The following is a direct consequence of Lemmas 5.14 (1), 5.15 and the

definition of gk1.

Lemma 5.16.

sup
m∈(0,1]

Eκm
[

sup
t∈[0,T∧σ]

(
m−1/2

∫ t

0

1 + M−2
k c−2|Rk(s−)|2

Mk(1 + M−2
k c−2|Pk(s−)|2)3/2

× ∇kŨ(Q1(s), Q2(s))ds
)2]

< ∞.(5.31)

The following is also needed in the proof of Lemma 5.12.

Lemma 5.17. For any ε > 0, we have that

sup
m∈(0,1]

m−1/2Eκm
[ ∫ T∧σ

0+

1

Mk(1 + M−2
k c−2|Pk(s−)|2)1/2

× 1{|Q2(s)−Q1(s)|∈(r1+ε,r2−ε)}ds
]
< ∞.(5.32)
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Proof. Without loss of generality, we assume that ε ∈ (0, ε0).

We have by assumption that there exists a δ > 0 such that if |Q2(s) −
Q1(s)| ∈ (r1 + ε, r2 − ε), then Ũ(Q1(s), Q2(s)) < −δ. If we assume in

addition that H(s) > − δ
2m

−1/2, then

2∑
l=1

Mlc
2
√

1 + M−2
l c−2|Pl(s)|2 = H(s) −m−1/2Ũ(Q1(s), Q2(s))

>
δ

2
m−1/2.(5.33)

Let

Y (s) := P1(s) + P2(s).

Then Y (s) =
∑2
l=1(Ml(s) + Jl(s)), hence

sup
m∈(0,1]

Eκm
[

sup
s∈[0,T ]

|Y (s)|2
]
< ∞.

Notice that
√

1 + M−2
k c−2|Pk(s)|2 ≤ 1 + M−1

k c−1|Pk(s)|. So if m ≤

1∧
(
δ
4c

−2(M1+M2)
−1

)2
, equivalently, if M1+M2 ≤ δ

4m
−1/2c−2, then (5.33)

implies that |P1(s)| + |P2(s)| > δ
4m

−1/2c−1. So if |Y (s)| < δ
8m

−1/2c−1 in

addition, then we get that

|Pk(s)| ≥
1

2

(
|P1(s)| + |P2(s)| − |P1(s) + P2(s)|

)
≥ δ

16
m−1/2c−1,

hence

Mkc
2
√

1 + M−2
k c−2|Pk(s)|2 ≥ c|Pk(s)| ≥

δ

16
m−1/2.

Therefore, there exists a constant C > 0 such that

m−1/2Eκm
[ ∫ T∧σ

0+

1

Mk(1 + M−2
k c−2|Pk(s−)|2)1/2

× 1{|Q2(s)−Q1(s)|∈(r1+ε,r2−ε)}ds
]

≤ m−1/2T
{16

δ
m1/2 +

1

Mk

(δ
2
m−1/2

)−2
Eκm

[
sup
s∈[0,T ]

|H(s)|2
]

+
1

Mk

(δ
8
m−1/2c−1

)−2
Eκm

[
sup
s∈[0,T ]

|Y (s)|2
]}
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≤ Cm−1/2(m1/2 + m1/2 + m),

which is bounded for m ∈ (0, 1∧
(
δ
4c

−2(M1 +M2)
)2

). Here we used Lemma

5.4. The boundedness for m ∈ [1 ∧
(
δ
4c

−2(M1 + M2)
)2
, 1] is trivial. This

completes the proof of our assertion. �

We use Lemmas 5.16, 5.14 and 5.17 to prove Lemma 5.12.

Proof of Lemma 5.12. By assumption, there exist functions g1, g2 ∈
C1
b (R

2d;Rd) such that

|∇kŨ(x1, x2)| = ∇kŨ(x1, x2) · gk(x1, x2),

if |x1 − x2| ∈ (r1 − ε0, r1 + ε0) ∪ (r2 − ε0,∞).

Let AV k2 be as defined before. Then by Lemma 5.16, we have that

m−1/2

∫ s

0

1 + M−2
k c−2|Rk(u−)|2

Mk(1 + M−2
k c−2|Pk(u−)|2)3/2

∇kŨ(Q1(u), Q2(u))du

= AV k2(s) − πQ2(s)−Q1(s)Vk(s).

Therefore,

m−1/2

∫ T∧σ

0+

1 + M−2
k c−2|Rk(s−)|2

Mk(1 + M−2
k c−2|Pk(s−)|2)3/2

× ∇kŨ(Q1(s), Q2(s)) · gk(Q1(s), Q2(s))ds

=

∫ T∧σ

0+
gk(Q1(s), Q2(s))

· d

ds

(
m−1/2

∫ s

0

1 + M−2
k c−2|Rk(u−)|2

Mk(1 + M−2
k c−2|Pk(u−)|2)3/2

× ∇kŨ(Q1(u), Q2(u))du
)
ds

= gk(Q1(T ∧ σ), Q2(T ∧ σ)) · (AV k2(T ∧ σ) − πQ2(T∧σ)−Q1(T∧σ)Vk(T ∧ σ))

−
∫ T∧σ

0+
(AV k2(s) − πQ2(s)−Q1(s)Vk(s))

·
( 2∑
i=1

∇igk(Q1(s), Q2(s)) · Vi(s)
)
ds.
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Therefore, since gk and ∇gk are bounded, we have by Lemma 5.14 that

sup
m∈(0,1]

Eκm
[(

m−1/2

∫ T∧σ

0+

1 + M−2
k c−2|Rk(s−)|2

Mk(1 + M−2
k c−2|Pk(s−)|2)3/2

× ∇kŨ(Q1(s), Q2(s)) · gk(Q1(s), Q2(s))ds
)2]

< ∞.

For any s ≤ σ, we have that∣∣∣gk(Q1(s), Q2(s)) · ∇kŨ(Q1(s), Q2(s)) − |∇kŨ(Q1(s), Q2(s))|
∣∣∣

≤ 2|∇kŨ(Q1(s), Q2(s))| · 1{|Q2(s)−Q1(s)|∈(r1+ε0,r2−ε0)}.

Therefore, in order to prove our assertion, it suffices to prove that

sup
m∈(0,1]

Eκm
[
m−1/2

∫ T∧σ

0+

1 + M−2
k c−2|Rk(s−)|2

Mk(1 + M−2
k c−2|Pk(s−)|2)3/2

× |∇kŨ(Q1(s), Q2(s))|

× 1{|Q2(s)−Q1(s)|∈(r1+ε0,r2−ε0)}ds
]
< ∞.(5.34)

On the other hand, (5.34) is a direct corollary of Lemma 5.17. �

Remark 3. We proved in Lemma 5.12 an estimate with respect to

the L1-norm. For the L2-norm, we can only get the following result: There

exists a constant C > 0 such that

Eκm
[{

m−1/2

∫ T

0+

1 + M−2
k c−2|Rk(s−)|2

Mk(1 + M−2
k c−2|Pk(s−)|2)3/2

|∇kŨ(Q1(s), Q2(s))|

× 1{|Q2(s)−Q1(s)|∈(r1+ε0,r2−ε0)}ds
}2]

≤ Cm−1/2,

hence

Eκm
[{

m−1/2

∫ T∧σ

0+

1 + M−2
k c−2|Rk(s−)|2

Mk(1 + M−2
k c−2|Pk(s−)|2)3/2

× |∇kŨ(Q1(s), Q2(s))|ds
}2]

≤ Cm−1/2.
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Proof of Lemma 5.13. By Lemma 3.15, Lemma 5.12 implies that{
the distribution of {

∫ t∧σ
0 m−1/2 1+M−2

k c−2|Rk(s−)|2
Mk(1+M−2

k c−2|Pk(s−)|2)3/2
∇kŨ(Q1(s),

Q2(s))ds; t ∈ [0, T ]} under κm;m ∈ (0, 1]
}

is tight as probabilities on

Lp. This combined with Lemma 5.14 (2) and (5.29) gives us the

tightness for πQ2(t)−Q1(t)(Vk(t)), which is equivalent to the tightness of

πQ2(t)−Q1(t)(Vk(t)). �

5.4.3 Tightness for π⊥
Q2(t)−Q1(t)Vk(t)

In this subsection, we prove the tightness for π⊥
Q2(t)−Q1(t)Vk(t). This

combined with Lemma 5.13 completes the proof of the tightness for Vk(t)

(Lemma 5.9).

Our main result of this subsubsection is the following.

Lemma 5.18. For any p > 1, we have that
{

the distribution of

{π⊥
Q2(t∧σ)−Q1(t∧σ)Vk(t ∧ σ); t ∈ [0, T ]} under κm;m ∈ (0, 1]

}
is tight as

probabilities on Lp([0, T ];Rd), with all of its cluster points as m → 0 in

℘(D([0, T ];Rd)).

We prove Lemma 5.18 in the rest of Subsubsection 5.4.3.

Let AV k3(t) = Vk(0)+AV k1(t)−AV k2(t). Then as a result of Lemma 5.10

(2) and Lemma 5.14 (2), we have that
{

the distribution of {AV k3(t∧σ); t ∈
[0, T ]} under κm;

m ∈ (0, 1]
}

is tight in ℘(D([0, T ];Rd)). Also, by (5.28) and Lemma 5.15,

we get that the following holds.

Lemma 5.19.

π⊥
Q2(t)−Q1(t)Vk(t) = AV k3 +

∫ t

0
m−1/2gk2(s)ds.

In order to prove the tightness of
∫ t
0 m

−1/2gk2(s)ds, let us first prepare

the following.

Lemma 5.20. We have the following.

sup
m∈(0,1]

Eκm
[ ∫ T∧σ

0
m−1/2 |∇kŨ(Q1(s), Q2(s))|

1 + M−2
k c−2|Pk(s−)|2

ds
]
< ∞.(5.35)
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Proof. First, for any k ∈ {1, 2}, let us consider the decomposition

of Pk(t)

1+M−2
k c−2|Pk(t)|2 . For any i, j ∈ {1, · · · , d}, we have that

∂
∂xj

(
xi

1+M−2
k c−2|x|2

)
=

δij
1+M−2

k c−2|x|2 − 2M−2
k c−2xixj

(1+M−2
k c−2|x|2)2

. Notice that for any

a ∈ R and any p, q ∈ Rd, we have that

q

1 + a|p|2 − 2a(p · q)p
(1 + a|p|2)2

= − q

1 + a|p|2 +
2(1 + a|p|2)q − 2a(p · q)p

(1 + a|p|2)2

= − q

1 + a|p|2 + 2
q

(1 + a|p|2)2 +
2a

(1 + a|p|2)2
[
|p|2q − (p, q)p

]
= − q

1 + a|p|2 + 2
q

(1 + a|p|2)2 +
2a

(1 + a|p|2)2 |p|
2π⊥
p q.

So by the same method as in the proof of Lemma 5.10, we get that there

exists a stochastic process AV k6 (which corresponds to AV k1 + ηV k there)

such that

sup
m∈(0,1]

Eκm
[

sup
t∈[0,T ]

|AV k6(t)|2
]
< ∞,

and

Pk(t)

1 + M−2
k c−2|Pk(t)|2

− Pk(0)

1 + M−2
k c−2|Pk(0)|2

=

∫ t

0+
m−1/2 ∇kŨ(Q1(s), Q2(s))

1 + M−2
k c−2|Pk(s−)|2

ds

− 2

∫ t

0+
m−1/2 ∇kŨ(Q1(s), Q2(s))

(1 + M−2
k c−2|Pk(s−)|2)2

ds

− 2M−2
k c−2

∫ t

0+
m−1/2

|Pk(s−)|2π⊥
Pk(s−)

∇kŨ(Q1(s), Q2(s))

(1 + M−2
k c−2|Pk(s−)|2)2

ds

+ AV k6(t).(5.36)

We use this to prove that

sup
m∈(0,1]

Eκm
[

sup
t∈[0,T∧σ]

∣∣∣ ∫ t

0
m−1/2 ∇kŨ(Q1(s), Q2(s))

1 + M−2
k c−2|Pk(s−)|2

ds
∣∣∣] < ∞.(5.37)
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First, we have that

Eκm
[

sup
t∈[0,T∧σ]

∣∣∣ ∫ t

0+
m−1/2 ∇kŨ(Q1(s), Q2(s))

(1 + M−2
k c−2|Pk(s−)|2)2

ds
∣∣∣]

≤ Eκm
[ ∫ T∧σ

0+
m−1/2 |∇kŨ(Q1(s), Q2(s))|(1 + M−2

k c−2|Rk(s−)|2)
(1 + M−2

k c−2|Pk(s−)|2)3/2
ds

]
,(5.38)

which is bounded for m ∈ (0, 1] by Lemma 5.12. Also, since∣∣∣|Pk(s−)|2π⊥
Pk(s−)

∇kŨ(Q1(s), Q2(s))
∣∣∣

= |Pk(s−)| · |Rk(s−)| · |∇kŨ(Q1(s), Q2(s))|,

we have that

Eκm
[

sup
t∈[0,T∧σ]

∣∣∣ ∫ t

0+
m−1/2

|Pk(s−)|2π⊥
Pk(s−)

∇kŨ(Q1(s), Q2(s))

(1 + M−2
k c−2|Pk(s−)|2)2

ds
∣∣∣]

≤ Eκm
[ ∫ T∧σ

0+
m−1/2 |Rk(s−)|

(1 + M−2
k c−2|Pk(s−)|2)3/2

× |∇kŨ(Q1(s), Q2(s))|ds
]
,(5.39)

which is also bounded for m ∈ (0, 1] by Lemma 5.12. Combining (5.36),

(5.38) and (5.39), we get (5.37).

We next use (5.37) to prove (5.35). The idea is the same as that we used

in the proof of Lemma 5.12. Let g1, g2 ∈ C1
b (R

2d;Rd) be as there, i.e.,

|∇kŨ(x1, x2)| = ∇kŨ(x1, x2) · gk(x1, x2),

if |x1 − x2| ∈ (r1 − ε0, r1 + ε0) ∪ (r2 − ε0,∞).

Notice that∣∣∣ ∫ t

0
m−1/2 gk(Q2(s) −Q1(s)) · ∇kŨ(Q1(s), Q2(s))

1 + M−2
k c−2|Pk(s−)|2

ds
∣∣∣

=
∣∣∣gk(Q2(t) −Q1(t)) ·

∫ t

0
m−1/2 ∇kŨ(Q1(r), Q2(r))

1 + M−2
k c−2|Pk(r−)|2

dr

−
∫ t

0

(∫ s

0
m−1/2 ∇kŨ(Q1(r), Q2(r))

1 + M−2
k c−2|Pk(r−)|2

dr
)



300 Song Liang

· ∇gk(Q2(s) −Q1(s))
(
V2(s) − V1(s)

)
ds

∣∣∣
≤

(
‖gk‖∞ + 2‖∇gk‖∞

)
sup
s∈[0,t]

∣∣∣ ∫ s

0
m−1/2 ∇kŨ(Q1(r), Q2(r))

1 + M−2
k c−2|Pk(r−)|2

dr
∣∣∣.

Therefore,

Eκm
[

sup
t∈[0,T∧σ]

∣∣∣ ∫ t

0
m−1/2 gk(Q2(s) −Q1(s)) · ∇kŨ(Q1(s), Q2(s))

1 + M−2
k c−2|Pk(s−)|2

ds
∣∣∣]

≤
(
‖gk‖∞ + 2‖∇gk‖∞

)
× Eκm

[
sup

s∈[0,T∧σ]

∣∣∣ ∫ s

0
m−1/2 ∇kŨ(Q1(r), Q2(r))

1 + M−2
k c−2|Pk(r−)|2

dr
∣∣∣],

which is bounded for m ∈ (0, 1] by (5.37). This combined with

sup
m∈(0,1]

Eκm
[ ∫ T∧σ

0
m−1/2 |∇kŨ(Q1(s), Q2(s))|

1 + M−2
k c−2|Pk(s−)|2

1{|Qs|∈(r1+ε0,r2−ε0)}ds
]

< ∞,

which is a direct consequence of (5.32), completes the proof of our asser-

tion. �

Proof of Lemma 5.18. By Lemma 5.19 and the tightness of AV k3,

it suffices to prove that the distribution of {
∫ t∧σ
0 m−1/2gk2(s)ds}t under κm

with m ∈ (0, 1] is tight in ℘(Lp([0, T ];Rd)), with all of its cluster points as

m → 0 in ℘(D([0, T ];Rd)). By Lemma 3.15 and the definition of gk2, it

suffices in turn to prove that

lim
K1→∞

inf
m∈(0,1]

κm

(∫ T∧σ

0
m−1/2M

−2
k c−2|∇kŨ(Q1(s), Q2(s)) · Pk(s−)|
Mk(1 + M−2

k c−2|Pk(s−)|2)3/2

× |Rk(s−)|ds ≤ K1

)
= 1.(5.40)

We prove (5.40) in the following. For any K1,K2 > 0, we have that

κm

(∫ T∧σ

0
m−1/2M

−2
k c−2|∇kŨ(Q1(s), Q2(s)) · Pk(s−)|
Mk(1 + M−2

k c−2|Pk(s−)|2)3/2
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× |Rk(s−)|ds ≤ K1

)
= 1 − κm

(∫ T∧σ

0
m−1/2M

−2
k c−2|∇kŨ(Q1(s), Q2(s)) · Pk(s−)|
Mk(1 + M−2

k c−2|Pk(s−)|2)3/2

× |Rk(s−)|ds > K1

)
≥ 1 − κm

(
sup

t∈[0,T∧σ]
|Rk(t)| > K2

)
− κm

(∫ T∧σ

0
m−1/2M

−2
k c−2|∇kŨ(Q1(s), Q2(s)) · Pk(s−)|
Mk(1 + M−2

k c−2|Pk(s−)|2)3/2
ds

>
K1

K2
)

≥ 1 − 1

K2
2

Eκm
[

sup
t∈[0,T∧σ]

|Rk(t)|2
]

− K2

K1
Eκm

[ ∫ T∧σ

0
m−1/2M

−2
k c−2|∇kŨ(Q1(s), Q2(s)) · Pk(s−)|
Mk(1 + M−2

k c−2|Pk(s−)|2)3/2
ds

]
.

Taking first K2 > 0 large enough then K1 > 0 large enough, we get (5.40),

which combined with Lemma 3.15 implies the tightness of

{
∫ t∧σ
0 m−1/2gk2(s)ds}t under κm with m ∈ (0, 1] in ℘(Lp([0, T ];Rd)), and

completes the proof of our assertion. �

5.5. Tightness for H(t)

In this subsection, we give a decomposition of H(t) and prove the tight-

ness of it.

Lemma 5.21.

(1) There exists a stochastic process ηH( · ) such that

H(t) = H(0) + ηH(t) +

2∑
k=1

(∫ t

0+
Vk(s) · dMk(s) +

∫ t

0+
Vk(s) · dJk(s)

+
d∑

i,j=1

∫ t

0+
fk,ij(Pk(s))aki,kj( *Q(s))ds

)
,

and

lim
m→0

κm( sup
t∈[0,T∧σ]

|ηH(t)| > ε) = 0, ∀ε > 0.
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(2) We have that
{

the distribution of {H(t ∧ σ); t ∈ [0, T ]} under κm;

m ∈ (0, 1]
}

is tight in ℘(C([0, T ];Rd)).

Proof. By Lemma 5.3, in order to get our first assertion, it suffices

to prove that

lim
m→0

κm

[
sup

t∈[0,T∧σ]

∣∣∣ ∫ t

0+
m−1/2∇kŨ(Q1(s), Q2(s))

· (Vk(s) − Vk(s−))ds
∣∣∣ > ε

]
= 0

for any ε > 0 and k ∈ {1, 2}. We prove it in the following.

In general, for any h ∈ C3
b (R

d,R), we have that

h(y) − h(x)

= ∇h(x) · (y − x) +
1

2
(y − x) · ∇2h(x)(y − x)

+

∫ 1

0
dr1

∫ 1

0
dr2

∫ 1

0
dr3

d∑
j1,j2,j3=1

∇j1∇j2∇j3h(x + r1r2r3(y − x))

× r1r
2
2(yj1 − xj1)(yj2 − xj2)(yj3 − xj3).

Let fk,ij(x), fk,ijl(x) and fk,ij1j2j3(x) be as defined before, then we have that∫ t

0+
m−1/2∇kŨ(Q1(s), Q2(s)) · (Vk(s) − Vk(s−))ds

=

∫ t

0+
m−1/2

d∑
i=1

∇kiŨ(Q1(s), Q2(s))

d∑
j=1

fk,ij(Pk(s−))ηjk(s−)ds

+
1

2

∫ t

0+
m−1/2

d∑
i=1

∇kiŨ(Q1(s), Q2(s))

×
d∑

j1j2=1

fk,ij1j2(Pk(s−))ηj1k (s−)ηj2k (s−)ds

+

∫ t

0+
m−1/2

d∑
i=1

∇kiŨ(Q1(s), Q2(s))

∫ 1

0
dr1

∫ 1

0
dr2

∫ 1

0
dr3

d∑
j1j2,j3=1
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× fk,ij1j2j3(Pk(s−) + r1r2r3ηk(s))r1r
2
2η
j1
k (s−)ηj2k (s−)ηj3k (s−)ds.

Since

sup
t∈[0,T∧σ]

∣∣∣ ∫ t

0+
m−1/2

d∑
i=1

∇kiŨ(Q1(s), Q2(s))

d∑
j=1

fk,ij(Pk(s−))ηjk(s−)ds
∣∣∣

= sup
t∈[0,T∧σ]

∣∣∣ ∫ t

0+
m−1/2ηk(s−) · 1

Mk(1 + M−2
k c−2|Pk(s−)|2)3/2

×
[(

1 + M−2
k c−2|Rk(s−)|2

)
∇kŨ(Q1(s), Q2(s))

−M−2
k c−2∇kŨ(Q1(s), Q2(s)) · Pk(s−)Rk(s−)

]
ds

∣∣∣
≤ sup

s∈[0,T∧σ]
|ηk(s)| ·

(∫ T∧σ

0+
m−1/2 1 + M−2

k c−2|Rk(s−)|2
Mk(1 + M−2

k c−2|Pk(s−)|2)3/2

× |∇kŨ(Q1(s), Q2(s))|ds

+ sup
t∈[0,T∧σ]

|Rk(t)|
∫ T∧σ

0+
m−1/2 |∇kŨ(Q1(s), Q2(s))|

Mk(1 + M−2
k c−2|Pk(s−)|2)

ds
)
,

we have for any K > 0 that

κm

(
sup

t∈[0,T∧σ]

∣∣∣ ∫ t

0+
m−1/2

d∑
i=1

∇kiŨ(Q1(s), Q2(s))

×
d∑
j=1

fk,ij(Pk(s−))ηjk(s−)ds
∣∣∣ > ε

)
≤ κm

(
sup

s∈[0,T∧σ]
|ηk(s)| >

ε

K

)
+ κm

(
sup

t∈[0,T∧σ]
|Rk(t)| >

√
K

2

)
+ κm

(∫ T∧σ

0+
m−1/2 1 + M−2

k c−2|Rk(s−)|2
Mk(1 + M−2

k c−2|Pk(s−)|2)3/2

× |∇kŨ(Q1(s), Q2(s))|ds >
K

2

)
+ κm

(∫ T∧σ

0+
m−1/2 |∇kŨ(Q1(s), Q2(s))|

Mk(1 + M−2
k c−2|Pk(s−)|2)

ds >

√
K

2

)
≤ κm

(
sup

s∈[0,T∧σ]
|ηk(s)| >

ε

K

)
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+
2

K
E
[ ∫ T∧σ

0+
m−1/2 1 + M−2

k c−2|Rk(s−)|2
Mk(1 + M−2

k c−2|Pk(s−)|2)3/2

× |∇kŨ(Q1(s), Q2(s))|ds
]

+

√
2

K
Eκm

[
sup

t∈[0,T∧σ]
|Rk(t)|

]
+

√
2

K
Eκm

[ ∫ T∧σ

0+
m−1/2 |∇kŨ(Q1(s), Q2(s))|

Mk(1 + M−2
k c−2|Pk(s−)|2)

ds
]
.

The expectations on the right hand side above are all bounded for m ∈ (0, 1],

and limm→0 κm

(
sups∈[0,T∧σ] |ηk(s)| > ε

K

)
= 0 for any K, ε > 0. Therefore,

we get that

lim
m→0

κm

(
sup

t∈[0,T∧σ]

∣∣∣ ∫ t

0+
m−1/2

d∑
i=1

∇kiŨ(Q1(s), Q2(s))

×
d∑
j=1

fk,ij(Pk(s−))ηjk(s−)ds
∣∣∣ > ε

)
= 0.

Similarly, for any K, ε > 0, we have that

κm

(
sup

t∈[0,T∧σ]

∣∣∣ ∫ t

0+
m−1/2

d∑
i=1

∇kiŨ(Q1(s), Q2(s))

×
d∑

j1,j2=1

fk,ij1j2(Pk(s−))ηj1k (s−)ηj2k (s−)ds
∣∣∣ > ε

)
≤ κm

(
C

∫ T∧σ

0
m−1/2 |∇kŨ(Q1(s), Q2(s))|

Mk(1 + M−2
k c−2|Pk(s−)|2)

· |ηk(s−)|2ds > ε)

≤ κm

(∫ T∧σ

0
m−1/2 |∇kŨ(Q1(s), Q2(s))|

Mk(1 + M−2
k c−2|Pk(s−)|2)

ds > K
)

+ κm

(
sup

s∈[0,T∧σ]
|ηk(s)| >

√
ε

CK

)
≤ 1

K
Eκm

[ ∫ T∧σ

0
m−1/2 |∇kŨ(Q1(s), Q2(s))|

Mk(1 + M−2
k c−2|Pk(s−)|2)

ds
]
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+ κm

(
sup

s∈[0,T∧σ]
|ηk(s)| >

√
ε

CK

)
.

The expectation on the right hand side above is bounded for m ∈ (0, 1], and

the probability on the right hand side above converges to 0 as m → 0 for

any K, ε > 0. Therefore, we have that

κm

(
sup

t∈[0,T∧σ]

∣∣∣ ∫ t

0+
m−1/2

d∑
i=1

∇kiŨ(Q1(s), Q2(s))

×
d∑

j1,j2=1

fk,ij1j2(Pk(s−))ηj1k (s−)ηj2k (s−)ds
∣∣∣ > ε

)
→ 0, m → 0.

Similarly, since ‖fk,ij1j2j3‖∞ ≤ 1, we have that

κm

(
sup

t∈[0,T∧σ]

∣∣∣ ∫ t

0+
m−1/2

d∑
i=1

∇kiŨ(Q1(s), Q2(s))

×
∫ 1

0
dr1

∫ 1

0
dr2

∫ 1

0
dr3

d∑
j1,j2,j3=1

× fk,ij1j2j3(Pk(s−) + r1r2r3ηk(s))r1r
2
2η
j1
k (s−)ηj2k (s−)ηj3k (s−)ds

∣∣∣ > ε
)

≤ κm

(∫ T∧σ

0+
m−1/2|ηk(s−)|3ds > Cε

)
≤ K−1m−1/2Eκm

[ ∫ T

0
|ηk(s)|2ds

]
+ κm

(
sup

s∈[0,T∧σ]
|ηk(s)| >

Cε

K

)
.

Since m−1/2Eκm
[ ∫ T

0 |ηk(s)|2ds
]

=
∫ T
0 m−1/2Eκm

[
|ηk(s)|2

]
ds is bounded for

m ∈ (0, 1], and κm

(
sups∈[0,T∧σ] |ηk(s)| > Cε

K

)
→ 0 as m → 0 for any

K, ε > 0, we get that the left hand side above converges to 0 as m → 0, too.

This completes the proof of Lemma 5.21. �

6. Jk2, Jk3 and Jk4 are Actually Also Negligible

In this section, we use the results of Section 5 to prove that Jk2, Jk3
and Jk4 are actually also negligible when m → 0. Our main result of this

section is the following.
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Lemma 6.1. For any ε > 0 and k ∈ {1, 2}, we have that

lim
m→0

κm

(
sup

t∈[0,T∧σ]
|Jkl(t)| > ε

)
= 0, l ∈ {2, 3, 4}.

Proof of Lemma 6.1 with l = 2. By Lemma 4.2, we have that

κm

(
sup

t∈[0,T∧σ]
|Jk2(t)| > ε

)
≤ κm

(∫ T

0
ds1[4m1/2τ,∞)(s)

×
∫
R×E

m1[0,R0)(|x|)1[−m1/2τ,2m1/2τ ](s− r)λ(dr, dx, dv) >
ε

2C

)
+

2∑
j=1

κm

(∫ T∧σ

0
ds1[4m1/2τ,∞)(s)

×
∫
R×E

m1/21[0,R0)(|x|)1[−m1/2τ,2m1/2τ ](s− r)

× |Vj(s) − Vj(r̃)|λ(dr, dx, dv) >
ε

4C

)
.(6.1)

We prove in the following that all of the terms on the right hand side of

(6.1) converges to 0 as m → 0.

For the first term, we have that

κm

(∫ T

0
ds1[4m1/2τ,∞)(s)

×
∫
R×E

m1[0,R0)(|x|)1[−m1/2τ,2m1/2τ ](s− r)λ(dr, dx, dv) >
ε

2C

)
≤ 2C

ε
m · Eκm

[ ∫ T

0
ds1[4m1/2τ,∞)(s)

×
∫
R×E

1[0,R0)(|x|)1[−m1/2τ,2m1/2τ ](s− r)λ(dr, dx, dv)
]

≤ 2C

ε
m · (2R0)

d−1T4m1/2τ

∫
Rd

ρ̃‖U1‖∞+‖U2‖∞(
1

2
|v|2)|v|dvm−1

=: C1m
1/2,

which converges to 0 as m → 0.
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We next deal with the second term on the right hand side of (6.1). Fix

any j ∈ {1, 2}. Let AJj1(u1, u2) = |Vj(u1) − V j(u1)| + |Vj(u2) − V j(u2)| +
|AV j1(u1)−AV j1(u2)|+ |ηV j(u1)|+ |ηV j(u2)|. Then we have by (5.24) that

|Vj(s) − Vj(r̃)| ≤ AJj1(s, r̃) +
∣∣∣ ∫ s

r̃
m−1/2gj1(u)du

∣∣∣
+

∣∣∣ ∫ s

r̃
m−1/2gj2(u)du

∣∣∣.(6.2)

Therefore, it suffices to prove that the followings hold:

lim
m→0

κm

(∫ T∧σ

0
ds1[4m1/2τ,∞)(s)

×
∫
R×E

m1/21[0,R0)(|x|)1[−m1/2τ,2m1/2τ ](s− r)

×AJj1(s, r̃)λ(dr, dx, dv) >
ε

12C

)
= 0,(6.3)

lim
m→0

κm

(∫ T∧σ

0
ds1[4m1/2τ,∞)(s)

×
∫
R×E

m1/21[0,R0)(|x|)1[−m1/2τ,2m1/2τ ](s− r)

×
∣∣∣ ∫ s

r̃
m−1/2gj1(u)du

∣∣∣λ(dr, dx, dv) >
ε

12C

)
= 0,(6.4)

lim
m→0

κm

(∫ T∧σ

0
ds1[4m1/2τ,∞)(s)

×
∫
R×E

m1/21[0,R0)(|x|)1[−m1/2τ,2m1/2τ ](s− r)

×
∣∣∣ ∫ s

r̃
m−1/2gj1(u)du

∣∣∣λ(dr, dx, dv) >
ε

12C

)
= 0.(6.5)

Let us first prove (6.3). By Lemma 5.10 (3) and Lemma 3.13 (4), we

have that there exists a constant C2 > 0 such that

sup
u1,u2∈[0,T ],|u1−u2|≤4m1/2τ

Eκm [AJj1(u1, u2)]

≤ C2

(
m1/4 + y(m)1/2

)
, ∀m ∈ (0, 1].(6.6)
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Therefore, with some proper constants C3, C4 > 0, we have that

κm

(∫ T∧σ

0
ds1[4m1/2τ,∞)(s)

∫
R×E

m1/21[0,R0)(|x|)1[−m1/2τ,2m1/2τ ](s− r)

×AJj1(s, r̃)λ(dr, dx, dv) >
ε

12C

)
≤ m1/2 12C

ε
Eκm

[ ∫ T

0
ds1[4m1/2τ,∞)(s)

×
∫
R×E

1[0,R0)(|x|)1[−m1/2τ,2m1/2τ ](s− r)

×AJj1(s, r̃)λ(dr, dx, dv)
]

≤ C3 sup
u1,u2∈[0,T ],|u1−u2|≤4m1/2τ

Eκm [AJj1(u1, u2)]

≤ C4

(
m1/4 + y(m)1/2

)
,

which converges to 0 as m → 0. So (6.3) holds.

Let us next prove (6.4). Notice that in general for any g, we have that∫ T∧σ

0
ds1[4m1/2τ,∞)(s)

∫
R

1[−m1/2τ,2m1/2τ ](s− r)dr

∫ s

r̃
|g(u)|du

≤
∫ T∧σ

0
du

∫ (T∧σ)∧(u+4m1/2τ)

u
ds1[4m1/2τ,∞)(s)

∫ s+2m1/2τ

s−2m1/2τ
dr|g(u)|

≤ (4m1/2τ)2
∫ T∧σ

0
|g(u)|du,(6.7)

so with some proper constant C5, C6 > 0, we have that

κm

(∫ T∧σ

0
ds1[4m1/2τ,∞)(s)

∫
R×E

m1/21[0,R0)(|x|)1[−m1/2τ,2m1/2τ ](s− r)

×
∣∣∣ ∫ s

r̃
m−1/2gj1(u)du

∣∣∣λ(dr, dx, dv) >
ε

12C

)
≤ 12C

ε
Eκm

[ ∫ T∧σ

0
ds1[4m1/2τ,∞)(s)

×
∫
R×E

1[0,R0)(|x|)1[−m1/2τ,2m1/2τ ](s− r)

×
∫ s

r̃
|gj1(u)|duλ(dr, dx, dv)

]
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≤ C5E
κm

[ ∫ T∧σ

0
|gj1(u)|du

]
≤ C6m

1/2,

where we used Lemma 5.12 when passing to the last line. So (6.4) holds.

Finally, let us prove (6.5). We have that the following holds for any

K > 0.

κm

(∫ T∧σ

0
ds1[4m1/2τ,∞)(s)

∫
R×E

m1/21[0,R0)(|x|)1[−m1/2τ,2m1/2τ ](s− r)

×
∣∣∣ ∫ s

r̃
m−1/2gj2(u)du

∣∣∣λ(dr, dx, dv) >
ε

12C

)
≤ κm

(
sup

w∈[0,T∧σ]
|Rj(w)| ·

∫ T∧σ

0
ds1[4m1/2τ,∞)(s)

×
∫
R×E

m1/21[0,R0)(|x|)1[−m1/2τ,2m1/2τ ](s− r)

×
∫ s

r̃
|gj2(u)|duλ(dr, dx, dv) >

ε

12C

)
≤ κm

(
sup

w∈[0,T∧σ]
|Rj(w)| > K

)
+ κm

(∫ T∧σ

0
ds1[4m1/2τ,∞)(s)

×
∫
R×E

m1/21[0,R0)(|x|)1[−m1/2τ,2m1/2τ ](s− r)

×
∫ s

r̃
|gj2(u)|duλ(dr, dx, dv) >

ε

12CK

)
.

We have by Lemma 5.7 that

κm

(
sup

w∈[0,T∧σ]
|Rj(w)| > K

)
≤ 1

K
Eκm

[
sup

w∈[0,T∧σ]
|Rj(w)|

]
≤ C

K
,

which converges to 0 as K → ∞. Therefore, in order to prove (6.5), it

suffices to prove that

κm

(∫ T∧σ

0
ds1[4m1/2τ,∞)(s)

∫
R×E

m1/21[0,R0)(|x|)1[−m1/2τ,2m1/2τ ](s− r)
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×
∫ s

r̃
|gj2(u)|duλ(dr, dx, dv) > δ

)
→ 0, m → 0

for any δ > 0.

On the other hand, by (6.7), we have that

κm

(∫ T∧σ

0
ds1[4m1/2τ,∞)(s)

∫
R×E

m1/21[0,R0)(|x|)1[−m1/2τ,2m1/2τ ](s− r)

×
∫ s

r̃
|gj2(u)|duλ(dr, dx, dv) > δ

)
≤ 1

δ
Eκm

[ ∫ T∧σ

0
ds1[4m1/2τ,∞)(s)

×
∫
R×E

m1/21[0,R0)(|x|)1[−m1/2τ,2m1/2τ ](s− r)

×
∫ s

r̃
|gj2(u)|duλ(dr, dx, dv)

]
≤ 1

δ
C(4m1/2τ)2Eκm

[ ∫ T∧σ

0

|∇jŨ(Q1(u), Q2(u))|
1 + M−2

j c−2|Pj(u−)|2
du

]
≤ Cm1/2,

where we used Lemma 5.20 in the last inequality.

This implies (6.5), and completes the proof of our assertion with l = 2. �

Proof of Lemma 6.1 with l = 3. The idea is similar to that for

l = 2.

First notice that ∇2Ui

(
Qi(r̃)−ψ(m−1/2(s− r), x, v; *Q(r̃))

)
�= 0 implies

|x| ≤ R0 and s − r ∈ [−m1/2τ, 2m1/2τ ]. So by the continuity of ψ0 with

respect to Q (Lemma 3.5), we have that there exists a constant C > 0 such

that

|Jk3(t)| ≤ C

∫ t

0
ds1[4m1/2τ,∞)(s)

∫
R×E

(µω + λ)(dr, dx, dv)

× 1[0,R0)(|x|)1[−m1/2τ,2m1/2τ ](s− r)

×
2∑
j=1

∣∣∣Qj(s) −Qj(r̃) − (s− r̃)Vj(r̃)
∣∣∣.

Therefore, it suffices to prove that

lim
m→0

κm

(∫ T∧σ

0
ds1[4m1/2τ,∞)(s)

∫
R×E

(µω + λ)(dr, dx, dv)
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× 1[0,R0)(|x|)1[−m1/2τ,2m1/2τ ](s− r)

×
∣∣∣Qj(s) −Qj(r̃) − (s− r̃)Vj(r̃)

∣∣∣ > ε
)

= 0

for j ∈ {1, 2}.
We have by (6.2) that∣∣∣Qj(s) −Qj(r̃) − (s− r̃)Vj(r̃)

∣∣∣ ≤ ∫ s

r̃

∣∣∣Vj(u) − Vj(r̃)
∣∣∣du

≤
∫ s

r̃
AJj1(u, r̃)du +

∫ s

r̃
du

∫ u

r̃
m−1/2|gj1(w)|dw

+

∫ s

r̃
du

∫ u

r̃
m−1/2|gj2(w)|dw.

We prove in the following that the probabilities corresponding to each of

the terms above converge to 0 as m → 0.

First, by (6.6), we have that

κm

(∫ T∧σ

0
ds1[4m1/2τ,∞)(s)

∫
R×E

(µω + λ)(dr, dx, dv)

× 1[0,R0)(|x|)1[−m1/2τ,2m1/2τ ](s− r)

∫ s

r̃
|AJj1(u, r̃)|du > ε

)
≤ 2

ε

∫ T

0
ds1[4m1/2τ,∞)(s)

∫
R×E

λ(dr, dx, dv)

× 1[0,R0)(|x|)1[−m1/2τ,2m1/2τ ](s− r)

∫ s

r̃
duEκm

[
AJj1(u, r̃)

]
≤ C2

(
m1/4 + y(m)1/2

)
→ 0, m → 0.

Next, for the term with respect to gj1, notice that∫ T∧σ

0
ds1[4m1/2τ,∞)(s)

∫
R
dr1[−m1/2τ,2m1/2τ ](s− r)

∫ s

r̃
du

∫ u

r̃
dw|gj1(w)|

≤ (4m1/2τ)3
∫ T∧σ

0
|gj1(w)|dw,

so by Lemma 5.12, we get that there exist constants C7, C8 > 0 such that

κm

(∫ T∧σ

0
ds1[4m1/2τ,∞)(s)

∫
R×E

(µω + λ)(dr, dx, dv)
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× 1[0,R0)(|x|)1[−m1/2τ,2m1/2τ ](s− r)

×
∫ s

r̃
du

∫ u

r̃
m−1/2|gj1(w)|dw > ε

)
≤ 2

ε
m−1/2Eκm

[ ∫ T∧σ

0
ds1[4m1/2τ,∞)(s)

∫
R×E

λ(dr, dx, dv)

× 1[0,R0)(|x|)1[−m1/2τ,2m1/2τ ](s− r)

∫ s

r̃
du

∫ u

r̃
|gj1(w)|dw

]
≤ C7E

κm
[ ∫ T∧σ

0
|gj1(w)|dw

]
≤ C8m

1/2.

Finally, for the term with respect to gj2, we have that there exist con-

stants C9, C10, C11 > 0 (that do not depend on m and K) such that the

following holds for any K > 0:

κm

(∫ T∧σ

0
ds1[4m1/2τ,∞)(s)

∫
R×E

(µω + λ)(dr, dx, dv)

× 1[0,R0)(|x|)1[−m1/2τ,2m1/2τ ](s− r)

×
∫ s

r̃
du

∫ u

r̃
m−1/2|gj2(w)|dw > ε

)
≤ κm

(
sup

w∈[0,T∧σ]
|Rj(w)| > K

)
+ κm

(∫ T∧σ

0
ds1[4m1/2τ,∞)(s)

×
∫
R×E

(µω + λ)(dr, dx, dv)1[0,R0)(|x|)1[−m1/2τ,2m1/2τ ](s− r)

×
∫ s

r̃
du

∫ u

r̃
dw

M−2
j c−2(∇jŨ(Q1(w), Q2(w)), Pj(w−))

Mj(1 + M−2
j c−2|Pj(w−)|2)

>
ε

K

)
≤ 1

K
Eκm

[
sup

w∈[0,T∧σ]
|Rj(w)|

]
+

2K

ε
Eκm

[ ∫ T∧σ

0
ds1[4m1/2τ,∞)(s)

∫
R×E

λ(dr, dx, dv)1[0,R0)(|x|)

× 1[−m1/2τ,2m1/2τ ](s− r)

×
∫ s

r̃
du

∫ u

r̃
dw

M−2
j c−2(∇jŨ(Q1(w), Q2(w)), Pj(w−))

Mj(1 + M−2
j c−2|Pj(w−)|2)

]
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≤ C9
1

K
+ C10m

−1/2(4m1/2τ)3m−1 ×

× Eκm
[ ∫ T∧σ

0

M−2
j c−2(∇jŨ(Q1(w), Q2(w)), Pj(w−))

Mj(1 + M−2
j c−2|Pj(w−)|2)

dw
]
K

≤ C9
1

K
+ C11m

1/2K.

So

lim
m→0

κm

(∫ T∧σ

0
ds1[4m1/2τ,∞)(s)

∫
R×E

(µω + λ)(dr, dx, dv)

× 1[0,R0)(|x|)1[−m1/2τ,2m1/2τ ](s− r)

×
∫ s

r̃
du

∫ u

r̃
m−1/2|gj2(w)|dw > ε

)
= 0.

This completes the proof of our assertion for l = 3. �

Proof of Lemma 6.1 with l = 4. The idea is similar to that for

l = 2, 3, and we omit it here. �

7. Determine (P1(t), P2(t)) by (R1(t), R2(t), Y (t), H(t))

As mentioned in Sections 1 and 2, in the instant that the two massive

particles arrive at the boundary of the two phases from the uniform motion

phase, the value of (R1(t), R2(t), Y (t), H(t)) is sufficient to determine the

value of (P1(t), P2(t)). We study this fact in this section.

Consider the equation (2.7), and let b0(a1, a2, d) be as in (2.8). Let us

first prove the following.

Lemma 7.1. For any given a1, a2, b, d ∈ R, we have that

(1) If b < b0(a1, a2, d), then (2.7) has no real solution,

(2) if b > b0(a1, a2, d), then (2.7) has exactly one real solution x =

x(a1, a2, b, d) given by

x(a1, a2, b, d) =
d

2
+

c2d(a2
1 − a2

2 + c2(M2
1 −M2

2 )

2(b2 − c2d2))
− b

2c(b2 − c2d2)
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×
√[

b2 + c2(a2
1 − a2

2 − d2) + c4(M2
1 −M2

2 )
]2

− 4c2(M2
1 c

2 + a2
1)(b

2 − c2d2).(7.1)

Proof. For any a1, a2, d ∈ R, let

ga1,a2,d(x) = M1c
2
√

1 + M−2
1 c−2(|a1|2 + x2)

+ M2c
2
√

1 + M−2
2 c−2(|a2|2 + (d− x)2).

Then ga1,a2,d is bounded from below, and limx→±∞ ga1,a2,d(x) = +∞. By

definition, b0 := b0(a1, a2, d) = infx∈R ga1,a2,d(x). Also,

g′a1,a2,d(x) =
x

M1

√
1 + M−2

1 c−2(|a1|2 + x2)

+
x− d

M2

√
1 + M−2

2 c−2(|a2|2 + (d− x)2)
,

g′′a1,a2,d(x) =
1 + M−2

1 c−2|a1|2
M1(1 + M−2

1 c−2(|a1|2 + x2))3/2

+
1 + M−2

2 c−2|a2|2
M2(1 + M−2

2 c−2(|a2|2 + (d− x)2))3/2
.

So g′′a1,a2,d(x) > 0 for all x ∈ R. Therefore, there exists a unique num-

ber x0 ∈ R such that ga1,a2,d(x0) = b0, and the last condition in (2.7)

is equivalent to g′a1,a2,d(x) < 0. Notice that b0 > c|d|. Indeed, b0 =

M1c
2
√

1 + M−2
1 c−2(a2

1 + x2
0)+M2c

2
√

1 + M−2
2 c−2(a2

2 + (d− x0)2) > M1c
2·

M−1
1 c−1|x0| + M2c

2 ·M−1
2 c−1|d− x0| = c(|x0| + |d− x0|) ≥ c|d|.

The equation ga1,a2,d(x) = b has no real solution when b < b0, and has

exactly two real solutions x1, x2 ∈ R (depending on a1, a2, b, d) when b > b0,

with x1 < x0 and x2 > x0, hence g′a1,a2,d(x1) < 0 and g′a1,a2,d(x2) > 0. So

x1 is the only solution x(a1, a2, b, d) of (2.7).

Finally, let us find the explicit formular of x1. If x satisfies ga1,a2,d(x) = b,

then

b−M1c
2
√

1 + M−2
1 c−2(|a1|2 + x2) = M2c

2
√

1 + M−2
2 c−2(|a2|2 + (d− x)2).
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Taking the squares of the both sides, we get that 2c2dx +
[
b2 + c2(a2

1 −

a2
2 − d2) + c4(M2

1 − M2
2 )

]
= 2bM1c

2
√

1 + M−2
1 c−2(|a1|2 + x2). Taking the

squares of the both sides once more, by a simple calculation, we get that

4c2(b2 − c2d2)x2 − 4c2d
[
b2 + c2(a2

1 − a2
2 − d2) + c4(M2

1 −M2
2 )

]
x

+
{

4b2M2
1 c

4 + 4b2c2a2
1 −

[
b2 + c2(a2

1 − a2
2 − d2) + c4(M2

1 −M2
2 )

]2}
= 0.

This is a quadratic equation, so it has at most two possible real solutions

given by

x1, x2

=
d

2
+

c2d(a2
1 − a2

2 + c2(M2
1 −M2

2 ))

2(b2 − c2d2)
± b

2c(b2 − c2d2)

×
√[

b2 + c2(a2
1 − a2

2 − d2) + c4(M2
1 −M2

2 )
]2

− 4c2(M2
1 c

2 + a2
1)(b

2 − c2d2).

This combined with x(a1, a2, b, d) = x1 < x2 gives us (7.1), and completes

the proof of our assertion. �

By the definition of b0( · , · , · ), we have that b0( · , · , · ) is

a continuous function, and (M1 + M2)c
2 ≤ b0(a1, a2, d) ≤

∑2
j=1 Mjc

2 ·√
1 + M−2

j c−2(a2
j + (d/2)2).

In the following, let us derive heuristically the expression of (P1(t), P2(t))

in the instant that the particles enter the diffusion phase from the uniform

motion phase. Let

H0(R1, R2, Y,Q1, Q2) = b0(|R1|, |R2|, Y · Q2 −Q1

|Q2 −Q1|
).

So we have the following:

Lemma 7.2. H0( · , · , · ) is a continuous function, and there exists

a constant C > 0 such that (M1 + M2)c
2 ≤ H0(R1, R2, Y,Q1, Q2) ≤ C(1 +

|R1| + |R2| + |Y |).

When b > b0(a1, a2, d), let S(a1, a2, b, d) = (S1(a1, a2, b, d), S
2(a1, a2,

b, d)) := (x(a1, a2, b, d), d− x(a1, a2, b, d)), where x(a1, a2, b, d) is the unique
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solution of (2.7) given by (7.1). Also, for k ∈ {1, 2}, m ∈ (0, 1] and t ∈
[0, T ], let Sk(t) = S

(m)
k (t) ∈ R be the coordinate of Pk(t) in Q2(t) −Q1(t)-

direction, i.e., Pk(t) = Rk(t)+Sk(t)
Q2(t)−Q1(t)
|Q2(t)−Q1(t)| . Then we have that as long

as |Q2(t) −Q1(t)| > R1 + R2, (S1(t), S2(t)) satisfies

S1(t) + S2(t) = Y (t) · Q2(t) −Q1(t)

|Q2(t) −Q1(t)|
,

M1c
2
√

1 + M−2
1 c−2(|R1(t)|2 + |S1(t)|2)

+ M2c
2
√

1 + M−2
2 c−2(|R2(t)|2 + |S2(t)|2) = H(t).

This is true for any m ≤ 1, hence keeps true after taking limit m → 0.

Also, in the limit process, if the particles cross the boundary and enter

the diffusion phase from the uniform motion phase, we have that |Q2(t) −
Q1(t)|2 increases, hence (Q2(t) − Q1(t)) · (V2(t) − V1(t)) > 0, equivalently,

S1(t)

M1

√
1+M−2

1 c−2(|R1(t)|2+S1(t)2)
− S2(t)

M2

√
1+M−2

2 c−2(|R2(t)|2+|S2(t)|2)
< 0. Therefore,

in this instant, we must have that

(S1(t), S2(t)) = S
(
|R1(t)|, |R2(t)|, H(t), Y (t) · Q2(t) −Q1(t)

|Q2(t) −Q1(t)|
)
)
.

This determines the value of (P1(t), P2(t)) of the instant that the particles

cross the boundary and enter the diffusion phase. Precisely, *P (t) is given

by *P (R1(t), R2(t), Y (t), H(t), Q1(t), Q2(t)) with *P (R1, R2, Y,H,Q1, Q2) de-

fined by

*P (R1, R2, Y,H,Q1, Q2)

= *R + S
(
|R1|, |R2|, H, Y · Q2 −Q1

|Q2 −Q1|
)
) Q2(t) −Q1(t)

|Q2(t) −Q1(t)|
.

In conclusion, when the particles reach the boundary from the uni-

form motion phase, they enter the diffusion phase if and only if H(t) >

H0(R1(t), R2(t), Y (t), Q1(t), Q2(t)), and in this case, the new velocities of

the massive particles in the instant of boundary-crossing is given by *P (t) =
*P (R1(t), R2(t), Y (t), H(t), Q1(t), Q2(t)). The mathematically rigorous

proof of this fact is given in Subsection 8.2.
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8. Convergence

Use the notation X = (Q1, Q2, V1, V2, R1, R2, Y,H), and for any m ∈
(0, 1], let µm denote the distribution of {X(m)(t); t ∈ [0,∞)}. µm is a

probability on C([0,∞);R2d) × D([0,∞);R2d) × C([0,∞);R3d+1). Write

the canonical process on this space as X = (Q1, Q2, V1, V2, R1, R2, Y,H),

too.

By Section 5, we have that {µm;m ∈ (0, 1]} is tight. we prove in this

section that any of its cluster point(s) as m → 0 must be equal to µ0,

the unique probability measure that satisfies (µ1) ∼ (µ5) in Theorem 2.2.

Choose any sequence mn → 0 (n → ∞) such that µmn converges, and write

the limit of it as P∞. We prove from now on that P∞ satisfies (µ1) ∼ (µ5).

The fact that P∞ satisfies (µ1) is trivial, and the fact that P∞ satisfies

(µ2) is a direct consequence of Corollary 5.5.

For (µ3), first notice that by Lemma 5.16, we have P∞-almost surely

that |V1(t)| = |V2(t)| = c if |Q1(t) − Q2(t)| ∈ (r1, r2). Also, the last term

in (5.26), the decomposition of Vk(t), is equal to 0 as long as |Q1(t) −
Q2(t)| > r2. Now, the fact that P∞ satisfies (µ3) can be derived by the

same argument as we used in the proof of Theorem 2.1. More precisely,

for any f ∈ C∞
0 (R7d+1) with supp(f) ⊂

(
(B1 ∪ B2) × R5d+1

)
, consider

f( *Q(t), *V (t), *R(t), Y (t), H(t)). Apply Ito’s formula to its approximation

f( *Q(t), *V (t)−ηV ·(t), *R(t)−ηR·(t), Y (t)−η1(t)−η2(t), H(t)−ηH(t)) stopped

at σ, then by Lemmas 5.11, 5.8 (1), 5.1 (1), 5.21, with the help of Lemmas

3.16 (3) and 4.1, we have that when m → 0,
{
f( *Q(t ∧ σ), *V (t ∧ σ), *R(t ∧

σ), Y (t∧σ), H(t∧σ))−
∫ t∧σ
0 Lf( *Q(s), *V (s), *R(s), Y (s), H(s))ds; t ≥ 0

}
is a

continuous martingale under P∞. Since P∞(σ = ∞) = 1 by Corollary 5.5,

this completes the proof of the fact that P∞ satisfies (µ3).

Finally, for (µ4) and (µ5), first notice that by Lemma 5.16, we have P∞-

almost surely that |V1(t)| = |V2(t)| = c if |Q1(t) − Q2(t)| ∈ (r1, r2). So in

order to prove that P∞ satisfies (µ4), it suffices to prove that the followings

hold P∞-almost surely: (1) Vk is continuous in the domain |Q1 − Q2| ∈
(r1, r2), and (2) |Vk(t)| = c when |Q1(t) − Q1(t)| = r1. We prove the

assertion (1) in §8.1, and in §8.2, we prove that it has the required behavior

at boundaries |Q1(t) −Q2(t)| = r1 and |Q1(t) −Q2(t)| = r2.
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8.1. Vk is continuous when *Q ∈ B2

By (5.28), it suffices to prove the following.

Lemma 8.1. For any ε1, ε2 > 0 and k ∈ {1, 2}, we have that

lim
m→0

κm

(∫ T∧σ

0+
m−1/2(|gk1(t)| + |gk2(t)|)

× 1{|Q1(t)−Q2(t)|∈(r1+ε2,r2−ε2)}dt > ε1

)
= 0.

Let us first prepare the following.

Lemma 8.2. For any ε2 > 0, there exists a constant C > 0 such that

Eκm
[

sup
t∈[0,T∧σ]

1{|Q1(t)−Q2(t)|∈(r1+ε2,r2−ε2)}
(1 + M−2

k c−2|Pk(t)|2)1/2
]
≤ Cm1/2, m ∈ (0, 1].

Proof. As in the proof of Lemma 5.17, there exists a δ > 0 such

that if |Q2(s) − Q1(s)| ∈ (r1 + ε, r2 − ε), then Ũ(Q1(s), Q2(s)) < −δ. If

H(s) > − δ
2m

−1/2 and |Y (s)| < δ
8m

−1/2c−1 in addition, then for any m ≤
1 ∧

(
δ
4c

−2(M1 + M2)
−1

)2
, we have that

|Pk(s)| ≥
δ

16
m−1/2c−1.

Therefore,

Eκm
[

sup
t∈[0,T∧σ]

1{|Q1(t)−Q2(t)|∈(r1+ε2,r2−ε2)}
(1 + M−2

k c−2|Pk(u)|2)1/2
]

≤
(
1 + M−2

k c−2
( δ

16
m−1/2c−1

)2)−1/2
+ κm

(
sup

t∈[0,T∧σ]
|H(t)| > δ

2
m−1/2

)
+ κm

(
sup

t∈[0,T∧σ]
|Y (t)| > δ

8
m−1/2c−1

)
≤

(
1 + M−2

k c−2
( δ

16
m−1/2c−1

)2)−1/2

+
(δ

2
m−1/2

)−2
Eκm

[
sup

t∈[0,T∧σ]
|H(t)|2

]
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+
(δ

8
m−1/2c−1

)−2
Eκm

[
sup

t∈[0,T∧σ]
|Y (t)|2

]
.

This combined with Lemmas 5.4 and 5.7 implies our assertion. �

Proof of Lemma 8.1. For any ε1, ε2 > 0 and k ∈ {1, 2}, we have

that the following holds for any K1,K2 > 0.

κm

(∫ T∧σ

0+
m−1/2|gk1(t)|1{|Q1(t)−Q2(t)|∈(r1+ε2,r2−ε2)}dt > ε1

)
≤ κm

(∫ T∧σ

0+
m−1/2 1{|Q1(t)−Q2(t)|∈(r1+ε2,r2−ε2)}

Mk(1 + M−2
k c−2|Pk(t−)|2)1/2

dt > K1

)
+ κm

(
sup

t∈[0,T∧σ]

(
1 + M−2

k c−2|Rk(t)|2
)
> K2

)
+ κm

(
sup

t∈[0,T∧σ]

1{|Q1(t)−Q2(t)|∈(r1+ε2,r2−ε2)}
1 + M−2

k c−2|Pk(t−)|2
>

ε1

‖∇kŨ‖∞K1K2

)
≤ 1

K1
Eκm

[ ∫ T∧σ

0+
m−1/2 1{|Q1(t)−Q2(t)|∈(r1+ε2,r2−ε2)}

Mk(1 + M−2
k c−2|Pk(t−)|2)1/2

dt
]

+
1

K2

(
1 + M−2

k c−2Eκm
[

sup
t∈[0,T∧σ]

|Rk(t)|2
])

+
‖∇kŨ‖∞K1K2

ε1
Eκm

[
sup

t∈[0,T∧σ]

1{|Q1(t)−Q2(t)|∈(r1+ε2,r2−ε2)}
1 + M−2

k c−2|Pk(t−)|2
]
.

By Lemmas 5.17 and 5.7, the first two expectations on the right hand side

above are bounded for m ∈ (0, 1]. Also, the last expectation on the right

hand side above converges to 0 as m → 0 by Lemma 8.2. Therefore, by

taking first K1,K2 > 0 large enough and then m → 0, we get that

lim
m→0

κm

(∫ T∧σ

0+
m−1/2|gk1(t)|1{|Q1(t)−Q2(t)|∈(r1+ε2,r2−ε2)}dt > ε1

)
= 0

for any ε1 > 0.

Similarly, we have for any K1,K2 > 0 that

κm

(∫ T∧σ

0+
m−1/2|gk2(t)|1{|Q1(t)−Q2(t)|∈(r1+ε2,r2−ε2)}dt > ε1

)
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≤ κm

(∫ T∧σ

0+
m−1/2 1{|Q1(t)−Q2(t)|∈(r1+ε2,r2−ε2)}

1 + M−2
k c−2|Pk(t−)|2

dt > K1

)
+ κm

(
sup

t∈[0,T∧σ]
|Rk(t)|2 > K2

)
+ κm

(
sup

t∈[0,T∧σ]

1

(1 + M−2
k c−2|Pk(t−)|2)1/2

>
ε1

K−3
k c−2‖∇kŨ‖∞K1K2

)
.

So by exactly the same way as above, we get our assertion for gk2. �

8.2. Behavior at boundaries

First, we prove that |V1(t)| = |V2(t)| = c when |Q1(t) −Q2(t)| = r1. It

suffices to prove the following.

Lemma 8.3.

P∞
(∫ T∧σ

0
(c2 − |Vk(t)|2)1{|Q1(t)−Q2(t)|∈(r1−ε,r1+ε)}dt = 0

)
= 1.

Proof. By assumption (T1), we have that |∇kŨ(q1, q2)| = |U ′(|q1 −
q2|)| > 0 if |q1 − q2| = r1. So there exists a function g ∈ C1

b (R
d) and a

constant δ > 0 such that δ1{|q1−q2|∈(r1−ε,r1+ε)} ≤ g(q1 − q2) ≤ |∇kŨ(q1, q2)|.
Therefore, for any a > 0, we have that

P∞
(∫ T∧σ

0
(c2 − |Vk(t)|2)1{|Q1(t)−Q2(t)|∈(r1−ε,r1+ε)}dt > a

)
≤ δ−1P∞

(∫ T∧σ

0
(c2 − |Vk(t)|2)g(Q1(t) −Q2(t))dt > a

)
≤ δ−1 lim

n→∞
κmn

(∫ T∧σ

0
(c2 − |Vk(t)|2)g(Q1(t) −Q2(t))dt > a

)
≤ δ−1 lim

n→∞
a−1m1/2

n Eκmn

[
m−1/2
n

∫ T∧σ

0
(c2 − |Vk(t)|2)

× |∇kŨ(Q1(t), Q2(t))|dt
]
.

The expectation on the right hand side above is bounded for n ∈ N by

Lemma 5.20, so

P∞
(∫ T∧σ

0
(c2 − |Vk(t)|2)1{|Q1(t)−Q2(t)|∈(r1−ε,r1+ε)}dt > a

)
= 0, a > 0.
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Therefore,

P∞
(∫ T∧σ

0
(c2 − |Vk(t)|2)1{|Q1(t)−Q2(t)|∈(r1−ε,r1+ε)}dt = 0

)
= 1. �

Finally, we prove that P∞ satisfies (µ5) by proving Lemmas 8.4 ∼ 8.6

given below. Indeed, it is easy to be seen that Lemma 8.6 implies (1) of

(µ5) and Lemma 8.5 implies (3); also, Lemma 8.4 implies (2): under P∞,

if |Q1(t) − Q2(t)| = r2 and H(t) < H0(t) for some t, then there exists

a δ > 0 such that H(s) < H0(s) and |Q1(s) − Q2(s)| ∈ (r2 − ε, r2 + ε)

for any s ∈ (t − δ, t + δ), therefore, by Lemma 8.4, |Vk(s)| = c for any

s ∈ (t − δ, t + δ), hence |Q1(s) − Q2(s)| ∈ (r1, r2). This combined with

(µ4) implies that Vk(t) = ±c Q2(t)−Q1(t)
|Q2(t)−Q1(t)| . Since |Q1(t) − Q2(t)| = r2 and

|Q1(s)−Q2(s)| < r2 for s ∈ (t, t+δ), this combined with the right-continuity

of Vk implies that V1(t) = −V2(t) = c Q2(t)−Q1(t)
|Q2(t)−Q1(t)| .

Let H0( · , · , · , · , · ) be the one defined in Lemma 7.1. We prove the

following three lemmas.

Lemma 8.4. For any k ∈ {1, 2}, we have that

P∞
(∫ T∧σ

0
1{H(t)<H0(R1(t),R2(t),Y (t),Q1(t),Q2(t))}

× 1{|Q2(t)−Q1(t)|∈(r2−ε,r2+ε)}(c
2 − |Vk(t)|2)dt = 0

)
= 1.

Lemma 8.5. We have P∞-almost surely that if |Q1(t) − Q2(t)| = r2,

(Q1(t) − Q2(t)) · (V1(t−) − V2(t−)) > 0 and H(t) > H0(R1(t), R2(t), Y (t),

Q1(t), Q2(t)), then Vk(t) = Pk(t)

Mk

√
1+M−2

k c−2|Pk(t)|2
, k = 1, 2 with *P (t) =

(P1(t), P2(t)) given by *P (t) = *P (R1(t), R2(t), Y (t), H(t), Q1(t), Q2(t)).

Lemma 8.6. We have P∞-almost surely that if |Q1(t)−Q2(t)| = r2 and

(Q1(t)−Q2(t)) ·(V1(t−)−V2(t−)) < 0, then V1(t) = −V2(t) = c Q2(t)−Q1(t)
|Q2(t)−Q1(t)| .

We prove Lemmas 8.4 ∼ 8.6 in the following. For the sake of simplicity,

we write H0(*R(t), Y (t), *Q(t)) as H0(t) in our proofs.



322 Song Liang

Proof of Lemma 8.4. Let ε > 0 be a constant such that U ′(x) < 0

as long as x ∈ (r2 − 2ε, r2). So |∇Ũ(q)| > 0 as long as |q| ∈ (r2 − 2ε, r2). It

suffices to prove that

P∞
(∫ T∧σ

0
1{H(t)<H0(t)−2ε1}1{|Q2(t)−Q1(t)|∈(r2−ε,r2+ε)}

× (c2 − |Vk(t)|2)dt > ε3

)
= 0

for any ε1, ε3 > 0.

Choose f1 ∈ C∞
b (R) and f2 ∈ C∞

0 (Rd) such that

1{x>2ε1} ≤ f1(x) ≤ 1{x>ε1},

1{|x|∈(r2−ε,r2+ε)} ≤ f2(x) ≤ 1{|x|∈(r2−2ε,r2+2ε)}.

Since
∫ T∧σ
0 f1(H0(t)−H(t))f2(Q1(t)−Q2(t))(c

2 − |Vk(t)|2)dt is continuous

with respect to (R1, R2, H, Y,Q1, Q2, Vk), we have that

P∞
(∫ T∧σ

0
1{H(t)<H0(t)−2ε1}1{|Q1(t)−Q2(t)|∈(r2−ε,r2+ε)}

× (c2 − |Vk(t)|2)dt > ε3

)
≤ P∞

(∫ T∧σ

0
f1(H0(t) −H(t))f2(Q1(t) −Q2(t))(c

2 − |Vk(t)|2)dt > ε3

)
≤ lim

n→∞
κmn

(∫ T∧σ

0
f1(H0(t) −H(t))f2(Q1(t) −Q2(t))

× (c2 − |Vk(t)|2)dt > ε3

)
.

Therefore, in order to get our assertion, it suffices to prove that

lim
m→0

P
(∫ T∧σ

0
f1(H

(m)
0 (t) −H(m)(t))f2(Q

(m)
1 (t) −Q

(m)
2 (t))

× (c2 − |V (m)
k (t)|2)dt > ε3

)
= 0.(8.1)

We prove this in the following.

Notice that for any m ∈ (0, 1], we have that H(m)(t) =∑2
j=1

√
1 + |P (m)

j (t)|2+m−1/2Ũ( *Q(m)(t)) ≥ H0(
*R(m)(t), Y (m)(t), *Q(m)(t))+
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m−1/2Ũ( *Q(m)(t)), therefore, if H(m)(t) < H0(
*R(m)(t), Y (m)(t), *Q(m)(t)),

then Ũ( *Q(m)(t)) < 0, this combined with t ≤ σ implies that |Q(m)
1 (t) −

Q
(m)
2 (t)| ∈ (r1, r2). so if |Q(m)

1 (t) −Q
(m)
2 (t)| ∈ (r2 − 2ε, r2 + 2ε) in addition,

we get that |Q(m)
1 (t) − Q

(m)
2 (t)| ∈ (r2 − 2ε, r2). So for any δ ∈ (0, 2ε) and

m ∈ (0, 1], we have that

P
(∫ T∧σ

0
f1(H

(m)
0 (t) −H(m)(t))f2(Q

(m)
1 (t) −Q

(m)
2 (t))

× (c2 − |V (m)
k (t)|2)dt > ε3

)
≤ P

(∫ T∧σ

0
1{|Q(m)

1 (t)−Q(m)
2 (t)|∈(r2−2ε,r2−δ]}

(c2 − |V (m)
k (t)|2)dt > ε3/2

)
+ P

(∫ T∧σ

0
1{H(m)(t)<H

(m)
0 (t)−ε1}

1{|Q(m)
1 (t)−Q(m)

2 (t)|∈(r2−δ,r2)}

× (c2 − |V (m)
k (t)|2)dt > ε3/2

)
.(8.2)

For the first term on the right hand side of (8.2), we have that

P
(∫ T∧σ

0
1{|Q(m)

1 (t)−Q(m)
2 (t)|∈(r2−2ε,r2−δ]}

(c2 − |V (m)
k (t)|2)dt > ε3/2

)
≤ (ε3/2)−1E

[ ∫ T∧σ

0
1{|Q(m)

1 (t)−Q(m)
2 (t)|∈(r2−2ε,r2−δ]}

(c2 − |V (m)
k (t)|2)dt

]
,

which, by Lemma 5.17, converges to 0 as m → 0 for any δ > 0.

So in order to get our assertion, it suffices to prove that

lim
δ→0

sup
m∈(0,1]

P
(∫ T∧σ

0
1{H(m)(t)<H

(m)
0 (t)−ε1}

1{|Q(m)
1 (t)−Q(m)

2 (t)|∈(r2−δ,r2)}

× (c2 − |V (m)
k (t)|2)dt > ε3/2

)
= 0.(8.3)

Let us first prepare the following fact:

m−1/2|Ũ( *Q(m)(t))|
H(m)(t) + m−1/2|Ũ( *Q(m)(t))|

≥ ε1

H
(m)
0 (t)

if |Q(m)
1 (t) − Q

(m)
2 (t)| ∈ (r2 − δ, r2) and H(m)(t) < H

(m)
0 (t) − ε1. Indeed,

since |Q(m)
1 (t) −Q

(m)
2 (t)| ∈ (r2 − δ, r2) and δ < ε, we have that

H(m)(t) + m−1/2|Ũ( *Q(m)(t))| = H(m)(t) −m−1/2Ũ( *Q(m)(t))
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=
2∑
j=1

Mjc
2
√

1 + M−2
j c−2|P (m)

j (t)|2

≥ H
(m)
0 (t) > 0,

combining this with the assumption H(m)(t) < H
(m)
0 (t) − ε1, we get that

H(m)(t)

H(m)(t) + m−1/2|Ũ( *Q(m)(t))|
≤ H

(m)
0 (t) − ε1

H
(m)
0 (t)

.

Subtracting the both sides of the above from 1, we get our assertion.

Let a(δ) := infx∈(r2−δ,r2)
|U ′(x)|
|U(x)| . Then by our assumption (T1), we have

that a(δ) → ∞ as δ → 0. Also,

H(m)(t) + m−1/2|Ũ( *Q(m)(t))| =

2∑
j=1

Mjc
2
√

1 + M−2
j c−2|P (m)

j (t)|2

≥ Mkc
2

√
1 + M−2

k c−2|P (m)
k (t)|2 = Mkc

3(c2 − |V (m)
j (t)|2)−1/2.

Therefore, since |Q(m)
1 (t) −Q

(m)
2 (t)| ∈ (r2 − δ, r2), we have that

m−1/2|∇kŨ( *Q(m)(t))|(c2 − |V (m)
k (t)|2)1/2

≥ |∇kŨ( *Q(m)(t))|
|Ũ( *Q(m)(t))|

· m−1/2|Ũ( *Q(m)(t))|
H(m)(t) + m−1/2|Ũ( *Q(m)(t))|

·Mkc
3

≥ a(δ)
ε1Mkc

3

H
(m)
0 (t)

1{H(m)(t)<H
(m)
0 (t)−ε1}

1{|Q(m)
1 (t)−Q(m)

2 (t)|∈(r2−δ,r2)},

hence

1{H(m)(t)<H
(m)
0 (t)−ε1}

1{|Q(m)
1 (t)−Q(m)

2 (t)|∈(r2−δ,r2)}(c
2 − |V (m)

k (t)|2)

≤ 1

a(δ)

H
(m)
0 (t)

ε1Mkc3
m−1/2|∇kŨ( *Q(m)(t))|(c2 − |V (m)

k (t)|2)3/2

=
1

a(δ)

H
(m)
0 (t)

ε1Mkc3
m−1/2|∇kŨ( *Q(m)(t))| c3

(1 + M−2
k c−2|P (m)

k (t)|2)3/2
.
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Therefore, for any constant A > 0, we have that

sup
m∈(0,1]

P
(∫ T∧σ

0
1{H(m)(t)<H

(m)
0 (t)−ε1}

1{|Q(m)
1 (t)−Q(m)

2 (t)|∈(r2−δ,r2)}

× (c2 − |V (m)
k (t)|2)dt > ε3/2

)
≤ sup

m∈(0,1]
P
(∫ T∧σ

0
H

(m)
0 (t)m−1/2|∇kŨ( *Q(m)(t))|

× dt

(1 + M−2
k c−2|P (m)

k (t)|2)3/2
>

ε1ε3Mka(δ)

2

)
≤ 1

A
sup

m∈(0,1]
E
[

sup
t∈[0,T ]

H
(m)
0 (t)

]
+

2A

ε1ε3Mka(δ)
sup

m∈(0,1]
E
[ ∫ T∧σ

0

m−1/2|∇kŨ( *Q(m)(t))|
(1 + M−2

k c−2|P (m)
k (t)|2)3/2

dt
]
.

The last expectation on the right hand side above is bounded for m ∈ (0, 1]

by Lemma 5.20, and a(δ) → ∞ as δ → 0, so the second term on the right

side above converges to 0 as δ → 0 for any A fixed. Also, by Lemmas 7.2,

5.7 and 5.1, we have that

sup
m∈(0,1]

E
[

sup
t∈[0,T ]

H
(m)
0 (t)

]
< ∞,

hence the first term on the right hand side above converges to 0 as A →
∞. Combining the above, we get (8.3). This completes the proof of our

assertion. �

Before proving Lemmas 8.5 and 8.6, let us make some preparation. First,

to simplify notations, for any a, b ∈ Rd, let xab := b · a|a| , the coordinate of b

in a-direction. For any a1, a2, d ∈ R, let ga1,a2,d be as defined in the proof of

Lemma 7.1. Let r3 ∈ (r1, r2) be any constant such that U ′(r) > 0 as long as

|r| ∈ (r3, r2). Here U is the function such that Ũ(q1, q2) = U(|q1 − q2|), as

defined before. We have that inf
{
|g′a1,a2,d(x)|; ga1,a2,d(x) ≥ b0(a1, a2, d) +

ε1

}
is strictly positive and continuous with respect to (a1, a2, d). Therefore,

for any A > 0 and ε > 0, we have that

δ(A, ε) := inf
{

inf
{
|g′a1,a2,d(x)|; ga1,a2,d(x) ≥ b0(a1, a2, d) + ε1

}
;
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× |a1| ≤ A, |a2| ≤ A, |d| ≤ A
}

∧ r2
r1

> 0.

For any t1 < t2 < t3 and ε, δ, A > 0, we define several conditions as follows.

(H1t1,t3,ε) The following holds for any s ∈ [t1, t3]:

H(s) > H0(s) + ε, |Q2(s) −Q1(s)| > r3,(8.4)

(H2t1,t2,δ) |Q2(t2) −Q1(t2)|2 − |Q2(t1) −Q1(t1)|2 > 2r1δ(t2 − t1),

(H3t2,t3,δ) |Q2(t3) −Q1(t3)|2 − |Q2(t2) −Q1(t2)|2 < 2r1δ(t3 − t2),

(H4t1,t2,δ) |Q2(t2) −Q1(t2)|2 − |Q2(t1) −Q1(t1)|2 < −2r1δ(t2 − t1),

(H5t2,t3,δ) |Q2(t3) −Q1(t3)|2 − |Q2(t2) −Q1(t2)|2 > −2r1δ(t3 − t2),

(H6A) The following holds for any s ∈ [0, T ]:

|R1(s)| < A, |R2(s)| < A, |xQ2(s)−Q1(s)Y (s)| < A.(8.5)

Also, define

G1(ε, δ) :=
{
ω : there exist t1, t2, t3 ∈ [0, T ∧ σ], such that

t1 < t2 < t3 and (H1t1,t3,ε), (H2t1,t2,δ)

and (H3t2,t3,δ) are satisfied
}
,

G2(ε, δ) :=
{
ω : there exist t1, t2, t3 ∈ [0, T ∧ σ], such that

t1 < t2 < t3 and (H1t1,t3,ε), (H4t1,t2,δ)

and (H5t2,t3,δ) are satisfied
}
,

GA :=
{
ω : (H6A) is satisfied

}
.

Then G1(ε, δ), G2(ε, δ) and GA are open sets, and the following holds.

Lemma 8.7. We have for any δ ∈ (0, δ(A, ε)] that

(1) P∞
(
G1(ε, δ) ∩GA

)
= 0,
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(2) P∞
(
G2(ε, δ) ∩GA

)
= 0.

Proof. We give the proof of the first assertion. The second one can

be gotten in exactly the same way.

Since G1(ε, δ) ∩GA is an open set, and µmn converges to P∞ weakly, it

suffices to prove the assertion with P∞ substituted by µm for any m ∈ (0, 1].

We do it in the following. Fix any m ∈ (0, 1].

Notice that for any s ≥ 0, if both (8.4) and (8.5) are satisfied, then we

have that under κm,

g|R1(s)|,|R2(s)|,xQ2(s)−Q1(s)Y (s)(xQ2(s)−Q1(s)P1(s))

=
2∑
j=1

Mjc
2
√

1 + M−2
j c−2|Pj(s)|2

≥ H(s) > H0(s) + ε = b0

(
|R1(s)|, |R2(s)|, xQ2(s)−Q1(s)Y (s)

)
+ ε,

therefore, ∣∣∣πQ2(s)−Q1(s)(V2(s) − V1(s))
∣∣∣2

=
∣∣∣ πQ2(s)−Q1(s)Y (s) − πQ2(s)−Q1(s)P1(s)√

1 + |R2(s)|2 + |πQ2(s)−Q1(s)Y (s) − πQ2(s)−Q1(s)P1(s)|2

−
πQ2(s)−Q1(s)P1(s)√

1 + |R2(s)|2 + |πQ2(s)−Q1(s)P1(s)|2

∣∣∣2
=

∣∣∣g′|R1(s)|,|R2(s)|,xQ2(s)−Q1(s)Y (s)(xQ2(s)−Q1(s)P1(s))
∣∣∣2

≥ δ(A, ε)2,

hence
{

(Q2(s)−Q1(s)) · (V2(s)− V1(s))
}2

= |Q2(s)−Q1(s)|2
∣∣∣xQ2(s)−Q1(s) ·

(V2(s) − V1(s))
∣∣∣2 > r2

1δ(A, ε1)
2. In conclusion, we have that under µm,

(8.4) + (8.5) ⇒
{

(Q2(s) −Q1(s)) · (V2(s) − V1(s))
}2

> r2
1δ(A, ε1)

2.

Therefore, we have as a consequence of (H1t1,t3,ε) + (H6A) that{
(Q2(s) −Q1(s)) · (V2(s) − V1(s))

}2
> r2

1δ(A, ε1)
2, s ∈ [t1, t3].(8.6)
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On the other hand, if (H2t1,t2,δ) and (H3t2,t3,δ) are satisfied, then there

exists a u ∈ [t1, t3] such that

d

du

(
|Q2(u) −Q1(u)|2 − 2r1δu

)
= 0.(8.7)

In particular,

(Q2(u) −Q1(u)) · (V2(u) − V1(u)) > 0.(8.8)

Since *Q and *V are continuous under κm, this combined with (8.6) implies

that

(Q2(s) −Q1(s)) · (V2(s) − V1(s)) > r1δ(A, ε), for any s ∈ [t1, t3],

hence

d

ds

(
|Q2(s) −Q1(s)|2 − 2r1δ(A, ε)s

)
> 0, for any s ∈ [t1, t3].

When δ ≤ δ(A, ε), this contradicts (8.7). Therefore, κm

(
G1(ε, δ)∩GA

)
= 0

for any δ ∈ (0, δ(A, ε)]. This completes the proof of our assertion. �

Proof of Lemma 8.5. Write H0(t) := H0(R1(t), R2(t), Y (t), Q1(t),

Q2(t)). It suffices to prove the assertion with the condition H(t) > H0(t)

substituted by H(t) > H0(t) + ε for any ε > 0. Fix any ε > 0 through this

proof.

Assume that under κm, we have |Q1(t) −Q2(t)| = r2, H(t) > H0(t) + ε

and (Q1(t) − Q2(t)) · (V1(t−) − V2(t−)) > 0 for some t ∈ [0, T ∧ σ). Then

there exists a δ > 0 such that H(s) > H0(s) + ε and |Q1(s) − Q2(s)| > r3
for any s ∈ [t− δ, t + δ], i.e., (H1t−δ,t+δ,ε) is satisfied.

Also, since GA is monotone increasing with respect to A and

limA→∞ P∞(GA) = 1, there exists an A > 0 large enough such that our

ω is in GA.

Finally, re-choosing δ > 0 if necessary, we have by assumption that

V1(s) = −V2(s) = − Q2(t)−Q1(t)
|Q2(t)−Q1(t)| for any s ∈ [t − δ, t). Without loss of

generaliy, we assume that δ < r2 − 1
2r1δ(A, ε). So for any s ∈ [t − δ, t), we

have that

Q1(s) = Q1(t) + (t− s)
Q2(t) −Q1(t)

|Q2(t) −Q1(t)|
,
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Q2(s) = Q2(t) − (t− s)
Q2(t) −Q1(t)

|Q2(t) −Q1(t)|
,

hence

|Q2(t) −Q1(t)|2 − |Q2(s) −Q1(s)|2

=
(
1 −

(
1 − 2(t− s)

r2

)2)
r2
2

= 4(t− s)
(
r2 − (t− s)

)
> 4(t− s)(r2 − δ)

≥ 2r1δ(A, ε)(t− s),

where when passing to the last line, we used the fact that δ < r2− 1
2r1δ(A, ε).

Therefore, (H2s,t,δ) is also satisfied for any s ∈ [t− δ, t).

On the other hand, for any δ ∈ (0, δ(A, ε)], we have by Lemma 8.7

(1) that P∞(G1(ε, δ) ∩ GA) = 0, therefore, under our condition, for any

t3 ∈ [t, t + δ), we have P∞-almost surely that |Q2(t3) −Q1(t3)|2 − |Q2(t) −
Q1(t)|2 > 2r1δ(t3 − t), in particular, |Q2(t3) −Q1(t3)| > r2, hence *V (t3) =

P (*R(t3), Y (t3), H(t3), *Q(t3)). Since *V is right-continuous, and (*R, Y,H, *Q)

is continuous, taking t3 → t+, we get our assertion. �

Proof of Lemma 8.6. First, for any ε > 0, we have that

inf
{
ga1,a2,d(x) − b0(a1, a2, d); |g′a1,a2,d(x)| > ε

}
is continuous with respect

to (a1, a2, d), and is strictly positive for any given (a1, a2, d), therefore,

δ(A, ε) := inf
{

inf
{
ga1,a2,d(x) − b0(a1, a2, d); |g′a1,a2,d(x)| > ε

}
;

|a1| ≤ A, |a2| ≤ A, |d| ≤ A
}
> 0.

Also, by a similar calculation as in the proof of Lemma 8.5, it is easy to be

seen that for any s ≥ 0,

|xQ2(s)−Q1(s)(V2(s) − V1(s))| > ε, |Q2(s) −Q1(s)| > r2,

|R1(s)| ≤ A, |R2(s)| ≤ A, |Y (s)| ≤ A

⇒ H(s) ≥ H0(s) + δ(A, ε).(8.9)

Now, for any ε > 0, if |Q2(t)−Q1(t)| = r2 and (Q2(t)−Q1(t)) ·(V2(t−)−
V1(t−)) < −ε for some t ∈ [0, T ∧σ), then there exists a δ > 0 such that for
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any s ∈ [t− δ, t), we have

|Q2(s) −Q1(s)| ∈ (r2, 2r2),

(Q2(s) −Q1(s)) · (V2(s) − V1(s)) < −ε,
(8.10)

hence

|Q2(s) −Q1(s)| > r2,
∣∣∣πQ2(s)−Q1(s)(V2(s) − V1(s))

∣∣∣ > ε

2r2
.(8.11)

Also, as before, since limA→∞ P∞(GA) = 1, there exists an A large enough

such that our ω is in GA. This combined with (8.11) and (8.9) implies that

H(s) > H0(s) + δ(A,
ε

2r2
).

This is true for any s ∈ [t − δ, t), so by continuity, by re-choosing δ > 0 if

necessary, we have that

H(s) > H0(s) +
1

2
δ(A,

ε

2r2
), for all s ∈ [t− δ, t + δ].(8.12)

i.e., (H1t−δ,t+δ, 1
2
δ( ε

2r2
)) is satisfied.

On the other hand, let δ̃(A, ε) := ε
r1

∧ δ
(
A, 1

2δ(A,
ε

2r2
)
)
. Then δ̃(A, ε) >

0, and for any s ∈ [t− δ, t), we have by (8.10) that

|Q2(t) −Q1(t)|2 − |Q2(s) −Q1(s)|2

=

∫ t

s
2(Q2(u) −Q1(u)) · (V2(u) − V1(u))du

< − 2ε(t− s)

≤ − 2r1δ̃(A, ε)(t− s).

i.e., (H4
t−δ,t,δ̃(A,ε)) is also satisfied.

Therefore, for any δ′ ∈ (0, δ̃(A, ε)], since P∞
(
G2(

1
2δ(A,

ε
2r2

), δ′)
)

= 0 by

Lemma 8.7 (2), we have P∞-almost surely that for any t3 ∈ (t, t + δ], the

following holds: |Q2(t3) − Q1(t3)|2 − |Q2(t) − Q1(t)|2 < −2r1δ
′(t3 − t), in

particular, |Q2(t3) −Q1(t3)| ∈ (r1, r2). By (µ4), this implies that V1(t3) =

−V2(t3) = Q2(t3)−Q1(t3)
|Q2(t3)−Q1(t3)| . Since *Q is continuous and *V is right-continuous,

taking t3 → t+ on the both sides, we get our assertion. �

This completes the proof of the fact that P∞ satisfies (µ1) ∼ (µ5). This

combined with the uniqueness of the probability measure that satisfies these

conditions completes the proof of Theorem 2.2.
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9. Examples

In this section, we prove that the class of examples given by Example 1

in Section 2 satisfy the condition (T1) if λ > 0 is small enough.

Use the same notations as in Example 1. Write F (u) =
∫∞
0 dtρ(t)(t −

u)
d
2
−2. Then by a simple calculation, we have that our function U (recall

that U is the function such that Ũ(Q) = U(|Q|)) is given by

U(q) = Ũλ(q)

= −
∫
R
dx

∫
[0,∞)

rd−2dr

∫ gλ((q−x)2+r2)

0
ds

∫ gλ(x2+r2)

0
dvF (s + v).

We prove in the following that Ũλ satisfies (T1) when λ > 0 is small

enough.

First, we have that

q ∈ [a1 + a2, 2a2) =⇒ Ũλ(q) < 0.

Indeed, if gλ((q−x)2+r2) �= 0, then |q−x| < a2; similarly, if gλ(x
2+r2) �= 0,

then |x| < a2. So if q ∈ [a1 + a2, 2a2) in addition, then |q − x| + |x| ≥
q ≥ a1 + a2, hence |q − x| > a1 and |x| > a1. So gλ((q − x)2 + r2) =

λg1((q − x)2 + r2) < 0 and gλ(x
2 + r2) = λg1(x

2 + r2) < 0. Therefore,

Ũλ(q) < 0.

Next, since 2a1 = a0 + a2, we have that Ũ0(a0 + a2) = 0, hence

lim
λ→0+

1

λ
Ũλ(a0 + a2)

= −
∫
R
dx

∫
[0,∞)

rd−2dr

∫ g0((q−x)2+r2)

0
dsg1(x

2 + r2)F (s)

−
∫
R
dx

∫
[0,∞)

rd−2drg1((q − x)2 + r2)

∫ g0(x2+r2)

0
dvF (v)

> 0.

So there exists a λ0 > 0 small enough such that Ũλ(a0 + a2) > 0 for any

λ ∈ (0, λ0].

Therefore, for any λ ∈ (0, λ0], there exists at least one point q ∈ (a0 +

a2, a1 + a2) such that Ũλ(q) = 0. Let qλ be the biggest one, i.e., let

qλ := sup{q ∈ (a0 + a2, a1 + a2); Ũλ(q) = 0} ∈ (a0 + a2, a1 + a2).
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We prove in the following that Ũλ
′
(qλ) < 0 for λ > 0 small enough.

First notice that by definition of gλ, we have that∫ gλ((q−x)2+r2)

0
=

∫ g0((q−x)2+r2)

0
+

∫ λg1((q−x)2+r2)

0
.

Also, as claimed before, for any q ∈ (a0 + a2, a1 + a2), we have that g0((q−
x)2 + r2) and g0(x

2 + r2) could not be non-zero at the same time, so by a

simple calcaulation, we have that

Ũλ(q) = − 2

∫
R
dx

∫
[0,∞)

rd−2dr

∫ λg1((q−x)2+r2)

0
ds

∫ g0(x2+r2)

0
dvF (s + v)

−
∫
R
dx

∫
[0,∞)

rd−2dr

∫ λg1((q−x)2+r2)

0
ds

∫ λg1(x2+r2)

0
dvF (s + v).(9.1)

Since F ( · ) is bounded, positive and bounded away from 0, the above

implies that there exist constants Cq1, Cq2 > 0 (that do not depend on λ)

such that Ũλ(q) ≥ Cq1λ−Cq2λ
2 for any λ > 0. So for any q ∈ (a0 +a2, a1 +

a2), if λ > 0 is small enough such that Cq1λ − Cq2λ
2 > 0, then Ũλ(q) > 0,

hence qλ ∈ (q, a1 + a2). Therefore, we have that

lim
λ→0

qλ = a1 + a2.

Combining this with (9.1) and the fact that Ũλ(qλ) = 0, (re-choose

λ0 > 0 if necessary), we get that there exists a constant C > 0 that does

not depend on λ such that

−
∫
R
dx

∫
[0,∞)

rd−2drg1((qλ − x)2 + r2)g0(x
2 + r2)

≥ Cλ, ∀λ ∈ (0, λ0].(9.2)

Also, by (9.1), we have that

Ũλ
′
(qλ)

= −
∫
R
dx

∫
[0,∞)

rd−2dr

∫ g0(x2+r2)

0
dvλ

× g′1((qλ − x)2 + r2)F (v + gλ((qλ − x)2 + r2))2(qλ − x)
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−
∫
R
dx

∫
[0,∞)

rd−2dr

∫ λg1(x2+r2)

0
dv

× g′0((qλ − x)2 + r2)F (v + gλ((qλ − x)2 + r2))2(qλ − x)

−
∫
R
dx

∫
[0,∞)

rd−2dr

∫ λg1(x2+r2)

0
dvλ

× g′1((qλ − x)2 + r2)F (v + gλ((qλ − x)2 + r2))2(qλ − x),

so there exist constants C1, C2 > 0 such that

Ũλ
′
(qλ) ≤ −C1

∫
R
dx

∫
[0,∞)

rd−2drg′1((qλ − x)2 + r2)g0(x
2 + r2)λ + C2λ

2.

So in order to prove that Ũλ
′
(qλ) < 0 for λ > 0 small enough, it suffices to

prove that
∫
R dx

∫
[0,∞) r

d−2drg′1((qλ − x)2 + r2)g0(x
2 + r2) >> λ as λ → 0.

By (9.2), it in turn suffices to prove that∫
R dx

∫
[0,∞) r

d−2drg′1((qλ − x)2 + r2)g0(x
2 + r2)∫

R dx
∫
[0,∞) r

d−2drg1((qλ − x)2 + r2)g0(x2 + r2)
→ −∞, λ → 0.

Since qλ < a1 + a2 and qλ → a1 + a2, this is an easy consequence of the

assumption that g0 ≤ 0, g1 ≥ 0 and limx→R2
2−

g′1(x)
g1(x) = −∞.

In a similar way, we get that the last condition in (T1) is also satisfied.
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