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#### Abstract

We study a hedging problem for an European contingent claim in a certain incomplete market model by using a homogeneous filtered value measure. We consider the minimal hedging risk in discrete time model and its continuous limit. As a result, we show that this limit is described by the unique viscosity solution of a kind of Hamilton-Jacobi-Bellman equation.


## 1. Introduction

The problem of hedging the risk of contingent claims in incomplete markets is important in financial mathematics. While it is still possible to stay on the safe side by using the classical superhedging strategy, the cost is often too high and one cannot actually do such hedging in many practical situations. In such situations, one of the most adequate way is to hedge the exposure from these claims in a way that the resulting risk remains within the prescribed limits. That is, one tries to compose the hedging strategies by using available assets in order to minimize the hedging error which is measured by some risk measure.

One of the right way to measure such risk is to use coherent risk measures, or more general convex risk measures. The concept of coherent risk measure is proposed by Artzner et al.[1], to assess the risk of such financial positions by an axiomatic approach. Föllmer and Schied[14] defined the class of convex risk measures by relaxing the axiom of homogeneity. Cheridito et al.[6] introduced coherent/convex risk measures for stochastic processes. Many authors such as Artzner et al.[2], Detlefsen, Scandolo[13], and Kusuoka, Morimoto[16] introduced the concept of dynamic risk measure in discrete settings. Delbaen[12] proposed the concept of dynamic risk

[^0]measure in a continuous setting. On hedging by using coherent or convex risk measures, many authors such as Barrieu and El Karoui[4][5], Cherny and Madan[9], Nakano[18], Roorda[19], and Umezawa[21] studied hedging strategies by using a coherent/convex risk measure in single-period settings. Recently, Cherny[8] gives results in discrete multi-period setting.

In this paper, we study a hedging for an European contingent claim by using a homogeneous filtered value measure in a multi-period setting. We first consider the minimizing problem of hedging risk in discrete multiperiod time market model. The discussion of this part is similar to that of Cherny[8]. Next we consider its continuous limit. As a result, we prove that this limit is describe by the unique viscosity solution of some Hamilton-Jacobi-Bellman equation.

The structure of this paper is as follows. In the rest of this section, we introduce the notion of homogeneous filtered value measure[16], and state the claim of our main theorem. In Section 2, we consider a discrete time model and show a kind of Bellman's principle. In Section 4, we give the proof of our main theorem. In Appendix, we give a brief introduction and results on the theory of viscosity solution.

### 1.1. Definition

Let $\mathcal{L}$ be the set of all probability measures on the Borel space $(\mathbf{R}, \mathcal{B}(\mathbf{R}))$, $\mathcal{L}^{\infty}$ the set of $\nu \in \mathcal{L}$ which satisfies $\nu(\mathbf{R} \backslash[-M, M])=0$ for some $M>0$, and $\mathcal{M}$ the set of all probability measures on $([0,1], \mathcal{B}[0,1])$. For $\nu \in \mathcal{L}$, we denote the distribution function of $\nu$ by $F_{\nu}$, i.e., $F_{\nu}(z)=\nu((-\infty, z]), \quad z \in$ $\mathbf{R}$. We define $Z:[0,1) \times \mathcal{L} \rightarrow \mathbf{R}$ by $Z(x, \nu)=\inf \left\{z ; F_{\nu}(z)>x\right\}, x \in$ $[0,1), \nu \in \mathcal{L}$. For $\alpha \in(0,1]$, We define $\eta_{\alpha}: \mathcal{L}^{\infty} \rightarrow \mathbf{R}$ by

$$
\begin{equation*}
\eta_{\alpha}(\nu)=\alpha^{-1} \int_{0}^{\alpha} Z(x, \nu) d x, \quad \nu \in \mathcal{L}^{\infty} \tag{1}
\end{equation*}
$$

and $\eta_{0}: \quad \mathcal{L}^{\infty} \rightarrow \mathbf{R}$ by

$$
\begin{equation*}
\eta_{0}(\nu)=\inf \{z \in \mathbf{R} \mid \nu((-\infty, z])>0\}, \quad \nu \in \mathcal{L}^{\infty} \tag{2}
\end{equation*}
$$

Definition 1.1. We say that the mapping $\eta: \mathcal{L}^{\infty} \rightarrow \mathbf{R}$ is a mild value measure if there exists a subset $\mathcal{M}_{0} \subset \mathcal{M}$ such that

$$
\eta(\nu)=\inf _{m \in \mathcal{M}_{0}} \int_{0}^{1} \eta_{\alpha}(\nu) m(d \alpha), \quad \nu \in \mathcal{L}^{\infty}
$$

Definition 1.2. Let $\eta: \mathcal{L}^{\infty} \rightarrow \mathbf{R}$ be a mild value measure and $(\Omega, \mathcal{F}, P)$ a standard probability space.
(1) For any $X \in L^{\infty}(\Omega, \mathcal{F}, P)$ and any sub $\sigma$-algebra $\mathcal{G} \subset \mathcal{F}$, we define a $\mathcal{G}$-measurable random variable $\eta(X \mid \mathcal{G})$ by $\eta(X \mid \mathcal{G})=\eta(P(X \in d x \mid \mathcal{G}))$, where $P(X \in d x \mid \mathcal{G})$ is a regular conditional probability law of $X$ given a sub $\sigma$ algebra $\mathcal{G}$.
(2) For any $X \in L^{\infty}(\Omega, \mathcal{F}, P)$ and a filtration $\left\{\mathcal{F}_{k}\right\}_{k=0}^{n}$, we inductively define a $\left\{\mathcal{F}_{k}\right\}$-adapted process $\left\{U_{k}\right\}_{k=0}^{n}$ by

$$
\begin{align*}
U_{n} & =\eta\left(X \mid \mathcal{F}_{n}\right) \\
U_{k-1} & =\eta\left(U_{k} \mid \mathcal{F}_{k-1}\right), \quad k=n, n-1, \ldots, 1 \tag{3}
\end{align*}
$$

We call $U_{k}, k=0,1, \ldots, n$ a homogeneous filtered value measure for $X \in$ $L^{\infty}$ at $k$. Also we denote $U_{0}$ by $\eta\left(X \mid\left\{\mathcal{F}_{k}\right\}_{k=0}^{n}\right)$.

The basic properties of a mild value measure and a homogeneous filtered value measure are shown in [16].

### 1.2. Main theorem

Let $\mathcal{Z}=\left\{z_{1}, z_{2}, \ldots, z_{N}\right\} \subset \mathbf{R}^{M}$, equipped with the discrete topology, and $\mathcal{B}(\mathcal{Z})$ the Borel algebra with respect to this. We consider a probability $\hat{P}$ on $(\mathcal{Z}, \mathcal{B}(\mathcal{Z}))$ define by $\hat{P}\left[\left\{z_{j}\right\}\right]=p_{j}, j=1,2, \ldots, N$, where $p_{j}>0, j=$ $1,2, \ldots, N$ and $\sum_{j=1}^{N} p_{j}=1$. Also we consider $M$-dimensional random variables $\hat{Z}$ and $\hat{Y}^{(n)}, n \in \mathbf{N}$ on $(\mathcal{Z}, \mathcal{B}(\mathcal{Z}))$ defined by

$$
\begin{align*}
& \hat{Z}(z)=\left(\hat{Z}_{1}(z), \hat{Z}_{2}(z), \ldots, \hat{Z}_{M}(z)\right)=z, z \in \mathcal{Z}  \tag{4}\\
& \hat{Y}^{(n)}(z)=\left(\hat{Y}_{1}^{(n)}(z), \hat{Y}_{2}^{(n)}(z), \ldots, \hat{Y}_{M}^{(n)}(z)\right) \\
& \hat{Y}_{i}^{(n)}(z)=\exp \left(\hat{Z}_{i}(z) \sqrt{\frac{T}{n}}+b_{i} \frac{T}{n}\right), \quad i=1,2, \ldots, M, n \in \mathbf{N} \tag{5}
\end{align*}
$$

where $b_{i}, i=1,2, \ldots, M$ and $T$ are positive numbers. We denote by $\hat{\mathcal{P}}$ the set of all probability measures on $(\mathcal{Z}, \mathcal{B}(\mathcal{Z}))$. We identify $\hat{\mathcal{P}}$ as the hyperplane $\left\{\left(q_{1}, q_{2}, \ldots, q_{N}\right) \mid q_{j} \geq 0, j=1,2, \ldots, N, \sum_{j=1}^{N} q_{j}=1\right\}$ on $\mathbf{R}^{N}$.

Let $(\Omega, \mathcal{F}, P)$ be the direct product probability space of countably infinite copies of $(\mathcal{Z}, \mathcal{B}(\mathcal{Z}), \hat{P})$. We consider $M$-dimensional random variables
$Z_{k}$ and $Y_{k}^{(n)}=\left(Y_{1, k}^{(n)}, \ldots, Y_{M, k}^{(n)}\right), k, n \in \mathbf{N}$ on $(\Omega, \mathcal{F})$ defined by

$$
\begin{array}{r}
Z_{k}(\omega)=\hat{Z}\left(\omega_{k}\right) \\
Y_{k}^{(n)}(\omega)=\hat{Y}^{(n)}\left(\omega_{k}\right) \tag{7}
\end{array}
$$

where $\omega=\left(\omega_{1}, \omega_{2}, \ldots\right) \in \Omega$. We give a filtration $\left\{\mathcal{F}_{k}\right\}_{k=0,1,2, \ldots}$ on $(\Omega, \mathcal{F})$ by

$$
\begin{align*}
& \mathcal{F}_{0}=\sigma(\emptyset, \Omega), \\
& \mathcal{F}_{k}=\sigma\left(Z_{1}, Z_{2}, \ldots, Z_{k}\right), \quad k=1,2, \ldots \tag{8}
\end{align*}
$$

Note that the process $\left(Y_{.}^{(n)}\right)$ is $\left\{\mathcal{F}_{k}\right\}$-adapted, and $Y_{k}^{(n)}, k=1,2, \ldots$ is independent of $\mathcal{F}_{l}, \quad l=1,2, \ldots, k-1$ for each $n \in \mathbf{N}$. We denote by $\mathcal{P}$ the set of all probability measures which is absolutely continuous with respect to $P$.

We consider an $\left\{\mathcal{F}_{k}\right\}$-adapted $M$-dimensional process $\left\{S_{k}^{(n)}\right\}_{k=1,2, \ldots, n}$ for each $n \in \mathbf{N}$ defined by

$$
\begin{align*}
& S_{k}^{(n)}=\left(S_{1, k}^{(n)}, S_{2, k}^{(n)}, \quad \ldots, S_{M, k}^{(n)}\right), \quad k=1,2, \ldots, n \\
& S_{i, k}^{(n)}=S_{i, 0} \prod_{l=1}^{k} Y_{i, l}^{(n)}, \quad i=1,2, \ldots M \tag{9}
\end{align*}
$$

where $S_{0}=\left(S_{1,0}, S_{2,0}, \ldots, S_{M, 0}\right) \in(0, \infty)^{M}$ is a constant vector. $S_{k}^{(n)}$ is interpreted as the price vector of $M$ risky assets at time $k$. We call a $\left\{\mathcal{F}_{k}\right\}$ predictable $M$ dimensional process $\xi=\left(\xi_{k}\right)_{k=1,2 \ldots}$ a self-financing strategy, and denote by $\mathcal{S F}$ the set of all self-financing strategy. Then we define a random variable $V_{k}^{(n)}(v, \xi)$ for $v \geq 0$, and $\xi \in \mathcal{S F}$ by $V_{0}^{(n)}(v, \xi)=v$ and

$$
\begin{equation*}
V_{k}^{(n)}(v, \xi)=v+\sum_{l=1}^{k} \xi_{l} \cdot\left(S_{l}^{(n)}-S_{l-1}^{(n)}\right) \tag{10}
\end{equation*}
$$

$V_{k}^{(n)}(v, \xi)$ represents the discount value of self-financing portfolio $(v, \xi)$ at time $k$.

Hereafter we use the following type of mild value measure:

$$
\begin{equation*}
\eta(\nu)=\int_{0}^{1} \eta_{\alpha}(\nu) \mu(d \alpha), \quad \nu \in \mathcal{L}^{\infty}, \mu \in \mathcal{M} \tag{11}
\end{equation*}
$$

and fix it. We define $\hat{\mathcal{Q}}$ by

$$
\begin{gathered}
\hat{\mathcal{Q}}=\left\{\hat{Q} \in \hat{\mathcal{P}} \mid E^{\hat{Q}}[\hat{X}] \geq 0, \text { for all random variables } \hat{X} \text { on }(\mathcal{Z}, \mathcal{B}(\mathcal{Z}))\right. \\
\\
\text { such that } \left.\eta\left(\nu_{\hat{X}}\right) \geq 0 \text { holds. }\right\}
\end{gathered}
$$

where $\nu_{\hat{X}}$ is the probability distribution on $\hat{X}$.
Let $\hat{C}\left([0, \infty)^{M}: \mathbf{R}\right)$ be the set of functions $g:[0, \infty)^{M} \rightarrow \mathbf{R}$ such that

$$
\begin{align*}
& \left|g(x)-g\left(x^{\prime}\right)\right| \leq K\left|x-x^{\prime}\right|, \quad x, x^{\prime} \in[0, \infty)^{M} \\
& |g(x)| \leq K\left(1+|x|^{2 m}\right), \quad x \in[0, \infty)^{M} \tag{12}
\end{align*}
$$

hold for some $K>0, m \in \mathbf{N}$. Take $f \in \hat{C}\left([0, \infty)^{M}: \mathbf{R}\right)$ and fix it.
We assume the following in what follows.
Assumption 1.3. $\quad M+1<N$.
Remark. This assumption indicates that the market model which we consider here is incomplete.

ASSUMPTION 1.4. the set $\hat{\mathcal{Q}} \cap \bigcap_{i=1}^{M}\left\{\hat{Q} \in \hat{\mathcal{P}} \mid E^{\hat{Q}}\left[\hat{Z}_{i}\right]=0\right\}$ contains at least one inner point, where we consider the relative topology of the usual topology on $\mathbf{R}^{N}$ to the hyperplane $\hat{\mathcal{P}}$.

Let us define $\Gamma \in \mathbf{R}^{M \times M}$ by

$$
\begin{aligned}
& \Gamma=\left\{\gamma=\left(\gamma_{i i^{\prime}}\right)_{i, i^{\prime}=1,2, \ldots, M} \mid \gamma_{i i^{\prime}}=E^{\hat{Q}}\left[\hat{Z}_{i} \hat{Z}_{i^{\prime}}\right]\right. \\
& \left.\quad \text { for some } \hat{Q} \in \hat{\mathcal{Q}} \cap \bigcap_{i=1}^{M}\left\{\hat{Q} \in \hat{\mathcal{P}} \mid E^{\hat{Q}}\left[\hat{Z}_{i}\right]=0\right\} .\right\} .
\end{aligned}
$$

Note that $\gamma \in \Gamma$ is nonnegative definite. Also we can easily see that $\Gamma$ is compact with respect to the usual topology on $\mathbf{R}^{M \times M}$.

Our main theorem is the following.
TheOrem 1.5. We have $\lim _{n \rightarrow \infty} \sup _{\xi \in \mathcal{S F}} \eta\left(V_{n}^{(n)}(v, \xi)+f\left(S_{n}^{(n)}\right) \mid\right.$ $\left.\left\{\mathcal{F}_{k}\right\}_{k=0}^{n}\right)=v+U\left(0, S_{0}\right)$, where $U:[0, T] \times[0, \infty)^{M} \rightarrow \mathbf{R}$ is the unique viscosity solution of the following Hamilton-Jacobi-Bellman equation:

$$
\begin{gather*}
\frac{\partial U}{\partial t}+\inf _{\gamma=\left(\gamma_{i i^{\prime}}\right)_{i, i^{\prime}} \in \Gamma} \sum_{i, i^{\prime}=1}^{M} \frac{1}{2} \gamma_{i i^{\prime}} x_{i} x_{i^{\prime}} \frac{\partial^{2} U}{\partial x_{i} \partial x_{i^{\prime}}}=0 \\
U(T, x)=f(x), \quad x \in[0, \infty)^{M} \tag{13}
\end{gather*}
$$

satisfying $U(t, \cdot) \in \hat{C}\left([0, \infty)^{M}: \mathbf{R}\right)$ for each $t \in[0, T]$.
We give a proof of Theorem 1.5 in Section 4.
Example 1.6. We consider the case where $M=1, N=3$, and $\eta=$ $\eta_{\alpha}, \alpha \in(0,1)$. We also assume that $E^{\hat{P}}[\hat{Z}]=\sum_{j=1}^{3} p_{j} z_{j}=0$. In this case, we have $\hat{\mathcal{Q}}=\left\{\hat{Q} \in \hat{\mathcal{P}} \mid \hat{q}_{j}=\hat{Q}\left[\hat{Z}=z_{j}\right] \leq p_{j} / \alpha, j=1,2,3\right\}$.

We see that the condition " $\hat{Q} \in \hat{\mathcal{Q}} \cap\left\{\hat{Q} \in \hat{\mathcal{P}} \mid E^{\hat{Q}}[\hat{Z}]=0\right\}$ " is equivalent to the following:

$$
\hat{q}_{1} \in[\underline{q}, \bar{q}], \quad \hat{q}_{2}=-\frac{z_{3}}{z_{2}-z_{3}}-\frac{z_{1}-z_{3}}{z_{2}-z_{3}} \hat{q}_{1}, \quad \hat{q}_{3}=\frac{z_{2}}{z_{2}-z_{3}}+\frac{z_{1}-z_{2}}{z_{2}-z_{3}} \hat{q}_{1},
$$

where

$$
\begin{aligned}
& \underline{q}=0 \vee \frac{-\alpha z_{3}-p_{2}\left(z_{2}-z_{3}\right)}{\alpha\left(z_{1}-z_{3}\right)} \vee \frac{-z_{2}}{z_{1}-z_{2}}, \\
& \bar{q}=\frac{p_{1}}{\alpha} \wedge \frac{-z_{3}}{z_{1}-z_{3}} \wedge \frac{-\alpha z_{2}+p_{3}\left(z_{2}-z_{3}\right)}{\alpha\left(z_{1}-z_{2}\right)} .
\end{aligned}
$$

Also we have $\Gamma=\left[\underline{q}\left(z_{1}-z_{2}\right)\left(z_{1}-z_{3}\right)-z_{2} z_{3}, \bar{q}\left(z_{1}-z_{2}\right)\left(z_{1}-z_{3}\right)-z_{2} z_{3}\right]$. We can easily see that $\underline{q}<\bar{q}$. Hence Assumption 1.4 holds.

## 2. Discrete model

Throughout this paper, we use the following notation:

$$
\begin{equation*}
x y=\left(x_{1} y_{1}, x_{2} y_{2}, \ldots, x_{M} y_{M}\right) \in \mathbf{R}^{M} \tag{14}
\end{equation*}
$$

for $x=\left(x_{1}, x_{2}, \ldots, x_{M}\right), y=\left(y_{1}, y_{2}, \ldots, y_{M}\right) \in \mathbf{R}^{M}$.
We consider some maximization problem on hedging with a homogeneous filtered value measure in a discrete time market model. The following setting is parallel to that of Section 1 . Let $(\Omega, \mathcal{F}, P)$ be a standard probability space with a filtration $\left\{\mathcal{F}_{k}\right\}_{k=0,1, \ldots, n}$. Also, let be $Y_{k}=$ $\left(Y_{1, k}, \ldots, Y_{M, k}\right), k=1,2, \ldots, n$ be identically distributed $M$-dimensional random variables such that $Y_{k}$ is $\left\{\mathcal{F}_{k}\right\}$-measurable and independent of $\mathcal{F}_{l}, \quad l=1,2, \ldots, k-1$. We assume that $Y_{i, k}(\omega)>0, \quad \omega \in \Omega, \underline{Y}=$ $\min _{i=1,2, \ldots, M}^{\operatorname{ess}} \underset{\omega}{\operatorname{einf}} Y_{i, 1}(\omega)>0$, and $\bar{Y}=\max _{i=1,2, \ldots, M}^{\text {ess.sup }} Y_{i, 1}(\omega)<\infty$. We denote by $\mathcal{P}$ the set of all probability measures on $(\Omega, \mathcal{F})$ which are absolutely continuous with respect to $P$.

We define $M$ dimensional $\left\{\mathcal{F}_{k}\right\}$-adapted process $\left\{S_{k}\right\}_{k=1,2, \ldots, n}$ by

$$
\begin{align*}
S_{k} & =\left(S_{1, k}, S_{2, k}, \quad \ldots, S_{M, k}\right) \\
S_{i, k} & =S_{i, 0} \prod_{l=1}^{k} Y_{i, l}, \quad i=1,2, \ldots M \tag{15}
\end{align*}
$$

where $S_{0}=\left(S_{1,0}, S_{2,0}, \ldots, S_{M, 0}\right) \in(0, \infty)^{M}$ is a constant vector.
We call an $M$ dimensional $\left\{\mathcal{F}_{k}\right\}$-predictable process $\xi=\left(\xi_{k}\right)_{k=1,2, \ldots}$ a self-financing strategy, and denote by $\mathcal{S \mathcal { F }}$ the set of all self-financing strategy. Then we define a random variable $V_{k}(v, \xi)$ for $v \in(0, \infty), \xi \in \mathcal{S F}$ by $V_{0}(v, \xi)=v$ and $V_{k}(v, \xi)=v+\sum_{l=1}^{k} \xi_{l} \cdot\left(S_{l}-S_{l-1}\right), k \in \mathbf{N}$.

As in section 1, we use the following type of mild value measure:

$$
\begin{equation*}
\eta(\nu)=\int_{0}^{1} \eta_{\alpha}(\nu) \mu(d \alpha), \quad \nu \in \mathcal{L}^{\infty}, \mu \in \mathcal{M} \tag{16}
\end{equation*}
$$

and fix it. Let $\Phi_{\mu}:[0,1] \rightarrow[0,1], \mu \in \mathcal{M}$ be a mapping defined by

$$
\begin{align*}
& \Phi_{\mu}(x)=\int_{[1-x, 1]}\left(1-\frac{1-x}{\alpha}\right) \mu(d \alpha), \quad x \in[0,1) \\
& \Phi_{\mu}(1)=1 \tag{17}
\end{align*}
$$

We can easily see that $0 \leq \Phi_{\mu}(x) \leq x$, since $\{1-(1-x / \alpha)\} \leq\{1-(1-x)\}=$ $x$ holds for any $\alpha \in(0,1]$. We also define

$$
\begin{gather*}
\mathcal{Q}=\left\{Q \in \mathcal{P} \mid E^{Q}[X] \geq 0 \text { for all } X \in L^{\infty}\left(\Omega, \mathcal{F}_{1}, P\right)\right. \\
\text { such that } \left.\eta\left(\nu_{X}\right) \geq 0 \text { hold }\right\} . \tag{18}
\end{gather*}
$$

We assume the following.
Assumption 2.1. $\mathcal{Q} \cap \bigcap_{i=1}^{M}\left\{Q \in \mathcal{P} \mid E^{Q}\left[Y_{i, 1}\right]=1\right\} \neq \emptyset$.
Let us denote $\eta\left(\nu_{X}\right)$ by $\bar{\eta}(X)$ for $X \in L^{\infty}(\Omega, \mathcal{F}, P)$, where $\nu_{X}$ is the distribution of $X$. Obviously we have $\bar{\eta}(X)=\inf _{Q \in \mathcal{Q}} E^{Q}[X], X \in$ $L^{\infty}(\Omega, \mathcal{F}, P)$. Also we see that $\mathcal{Q}=\left\{Q \in \mathcal{P} \mid Q[A] \geq \Phi_{\mu}(P[A]), A \in \mathcal{F}\right\}$ by Theorem 4.73 in [15]. We denote

$$
\begin{equation*}
\psi_{g}(x, y)=\bar{\eta}\left((x y) \cdot\left(Y_{1}-\mathbf{1}\right)+g\left(x Y_{1}\right)\right), \mathbf{1}=(1,1, \ldots, 1) \in \mathbf{R}^{M} \tag{19}
\end{equation*}
$$

for $x \in[0, \infty)^{M}, y \in \mathbf{R}^{M}$, and $g \in \hat{C}\left([0, \infty)^{M}: \mathbf{R}\right)$. Since

$$
\begin{aligned}
& \left|\left\{(x y) \cdot\left(Y_{1}-\mathbf{1}\right)+g\left(x Y_{1}\right)\right\}-\left\{\left(x^{\prime} y^{\prime}\right) \cdot\left(Y_{1}-\mathbf{1}\right)+g\left(x^{\prime} Y_{1}\right)\right\}\right| \\
& \leq K\left\{(\bar{Y}+1)\left|x y-x^{\prime} y^{\prime}\right|+\bar{Y}\left|x-x^{\prime}\right|\right\}
\end{aligned}
$$

$x, x^{\prime} \in[0, \infty)^{M}, y, y^{\prime} \in \mathbf{R}^{M}$, for some $K>0$, and $\bar{\eta}$ is monotone, i.e., $\bar{\eta}(X) \leq \bar{\eta}\left(X^{\prime}\right)$, for $X, X^{\prime} \in L^{\infty}(\Omega)$ such that $X \leq X^{\prime}$, then we have

$$
\left|\psi_{g}(x, y)-\psi_{g}\left(x^{\prime}, y^{\prime}\right)\right| \leq K\left\{(\bar{Y}+1)\left|x y-x^{\prime} y^{\prime}\right|+\bar{Y}\left|x-x^{\prime}\right|\right\}
$$

Hence $(x, y) \mapsto \psi_{g}(x, y)$ is continuous. Next we define

$$
\begin{equation*}
\phi_{g}(x)=\sup _{y \in \mathbf{R}^{M}} \psi_{g}(x, y) \tag{20}
\end{equation*}
$$

Note that $\phi_{g}(x)<+\infty, x \in[0, \infty)^{M}$. Indeed, there exists $\bar{Q} \in \mathcal{Q} \cap$ ${ }^{M}$ $\bigcap_{i=1}\left\{Q \in \mathcal{P} \mid E^{Q}\left[Y_{i, 1}\right]=1\right\}$ by Assumption 2.1, and then we see that $\phi_{g}(x) \leq$ $E^{\bar{Q}}\left[g\left(x Y_{1}\right)\right] \leq K\left(1+|x|^{2 m}\right)$, for some $K>0$. Also we have

$$
\begin{aligned}
& \phi_{g}(x)=\sup _{y \in \mathbf{R}^{M}} \inf _{Q \in \mathcal{Q}} E^{Q}\left[(x y) \cdot\left(Y_{1}-\mathbf{1}\right)+g\left(x Y_{1}\right)\right] \\
& =\inf _{Q \in \mathcal{Q}} \sup _{y \in \mathbf{R}^{M}} E^{Q}\left[(x y) \cdot\left(Y_{1}-\mathbf{1}\right)+g\left(x Y_{1}\right)\right] \\
& =\inf _{Q \in \mathcal{Q} \cap \cap_{i=1}^{M}\left\{Q \in \mathcal{P} \mid E^{Q}\left[Y_{i, 1}\right]=1\right\}} E^{Q}\left[g\left(x Y_{1}\right)\right],
\end{aligned}
$$

by Takahashi's Minimax Theorem in [20]. Since $\left|g\left(x Y_{1}\right)-g\left(x^{\prime} Y_{1}\right)\right| \leq K \bar{Y} \mid x-$ $x^{\prime} \mid$ and $\left|g\left(x Y_{1}\right)\right| \leq K\left(1+\bar{Y}^{2 m}|x|^{2 m}\right)$ holds for $x, x^{\prime} \in[0, \infty)^{M}$ and $g \in$ $\hat{C}\left([0, \infty)^{M}: \mathbf{R}\right)$, where $K>0$ is a constant which is independent of $x, x^{\prime}, Q$, the mapping $\phi_{g}:[0, \infty)^{M} \rightarrow \mathbf{R}$ belongs to $\hat{C}\left([0, \infty)^{M}: \mathbf{R}\right)$. Then we can define an operator $H$ on $\hat{C}\left([0, \infty)^{M}: \mathbf{R}\right)$ by $H g=\phi_{g}$. Also we inductively define $H^{k} g=H\left(H^{k-1} g\right), k=1,2, \ldots$ and $H^{0} g=g$ for $g \in \hat{C}\left([0, \infty)^{M}: \mathbf{R}\right)$.

Now we fix $n \in \mathbf{N}$. We define random variables $L_{k}(v, \xi), k=0,1, \ldots, n$, $v \in(0, \infty)$, and $\xi \in \mathcal{S F}$ inductively by $L_{n}(v, \xi)=V_{n}(v, \xi)+f\left(S_{n}\right)$ and

$$
\begin{equation*}
L_{k-1}(v, \xi)=\eta\left(L_{k}(v, \xi) \mid \mathcal{F}_{k-1}\right), \quad k=n, n-1, \ldots, 1 \tag{21}
\end{equation*}
$$

where $f \in \hat{C}\left([0, \infty)^{M} ; \mathbf{R}\right)$. Obviously $L_{k}(v, \xi), k=0,1, \ldots, n$ equals the homogeneous value measure for $V_{n}(v, \xi)+f\left(S_{n}\right)$ at $k$.

We prove the following theorem, which is our main result in this section.
Theorem 2.2 (Bellman's Principle). We have

$$
\begin{aligned}
\sup _{\xi^{\prime} \in \mathcal{S} \mathcal{F}} & \left.L_{k}\left(v,\left(\xi_{1}, \xi_{2}, \ldots, \xi_{k}, \xi^{\prime}{ }_{k+1}, \xi^{\prime}{ }_{k+2}, \ldots, \xi^{\prime}{ }_{n}\right)\right)\right) \\
& =V_{k}(v, \xi)+H^{n-k} f\left(S_{k}\right), \quad k=0,1, \ldots, n
\end{aligned}
$$

for any $v \in(0, \infty)$ and $\xi \in \mathcal{S F}$.
We show a lemma to prove Theorem 2.2.
Lemma 2.3. For any $g \in \hat{C}\left([0, \infty)^{M}: \mathbf{R}\right)$ and $\varepsilon>0$, there exists a Borel measurable function $\gamma^{\varepsilon}(x)=\gamma_{g}^{\varepsilon}(x)=\left(\gamma_{1}^{\varepsilon}(x), \gamma_{2}^{\varepsilon}(x), \ldots, \gamma_{M}^{\varepsilon}(x)\right)$ on $[0, \infty)^{M}$ such that $H g(x)-\varepsilon \leq \bar{\eta}\left(\left(x \gamma^{\varepsilon}(x)\right) \cdot\left(Y_{1}-\mathbf{1}\right)+g\left(x Y_{1}\right)\right), x \in[0, \infty)^{M}$ holds.

Proof. First we define a multivalued mapping $\Gamma^{\varepsilon}:\left([0, \infty)^{M}\right.$, $\left.\mathcal{B}[0, \infty)^{M}\right) \Rightarrow\left(\mathbf{R}^{M}, \mathcal{B}\left(\mathbf{R}^{M}\right)\right)$ by $\Gamma^{\varepsilon}(x)=\left\{y \in \mathbf{R}^{M} \mid H g(x)-\varepsilon \leq \psi_{g}(x, y)\right\}$. Obviously the set on the right side is nonempty, so it is sufficient to show that this multivalued mapping is measurable, i.e.,

$$
\begin{equation*}
\Gamma^{-w, \varepsilon}(A)=\left\{x \in[0, \infty)^{M} \mid \Gamma^{\epsilon}(x) \cap A \neq \emptyset\right\} \in \mathcal{B}[0, \infty)^{M} \tag{22}
\end{equation*}
$$

for any closed set $A \subset \mathbf{R}^{M}$. If $\Gamma^{\varepsilon}$ is measurable, there exists a measurable selection $\gamma^{\varepsilon}(x) \in \Gamma^{\varepsilon}(x)$ and this mapping satisfies the condition. Also, we may assume that $A$ is compact. Indeed, if $\Gamma^{-w, \varepsilon}\left(A^{\prime}\right) \in \mathcal{B}[0, \infty)^{M}$ for any compact set $A^{\prime}$, we see that $\Gamma^{-w, \varepsilon}(A)=\bigcup_{m=1}^{\infty} \Gamma^{-w, \varepsilon}\left(A \cap[-m, m]^{M}\right) \in$ $\mathcal{B}[0, \infty)^{M}$.

We show that $\Gamma^{-w, \varepsilon}(A)$ is closed for any compact set $A$. Take a sequence $\left(x_{m}\right)_{m \in \mathbf{N}}$ of $\Gamma^{-w, \varepsilon}(A)$ such that $\lim _{m \rightarrow \infty} x_{m}=x \in[0, \infty)^{M}$. Then there exists a $y_{m} \in \Gamma^{\varepsilon}\left(x_{m}\right) \cap A$ for each $m$. Since $A$ is compact, we can choose a subsequence $\left(y_{m(l)}\right)_{l \in \mathbf{N}}$ of $\left(y_{m}\right)_{m \in \mathbf{N}}$ such that $y_{m(l)}$ converges to some $y \in A$ as $l \rightarrow \infty$. Taking $\lim _{l \rightarrow \infty}$ in both sides of the equation $H g\left(x_{m(l)}\right)-\varepsilon \leq$ $\psi_{g}\left(x_{m(l)}, y_{m(l)}\right)$, we have $H g(x)-\varepsilon \leq \psi_{g}(x, y)$ because $\psi_{g}$ and $H g$ are continuous. This implies that $y \in \Gamma^{\varepsilon}(x) \cap A$ and $x \in \Gamma^{-w, \varepsilon}(A)$.

Now we give the proof of Theorem 2.2. First we show that

$$
L_{k}(v, \xi) \leq V_{k}(v, \xi)+H^{n-k} f\left(S_{k}\right)
$$

by mathematical induction on $k$. Obviously, the claim holds when $k=n$. Suppose that the claim holds for some $k$, Then we have

$$
\begin{aligned}
& L_{k-1}(v, \xi)=\eta\left(L_{k}(v, \xi) \mid \mathcal{F}_{k-1}\right) \\
& \leq \eta\left(V_{k}(v, \xi)+H^{n-k} f\left(S_{k}\right) \mid \mathcal{F}_{k-1}\right) \\
& =V_{k-1}(v, \xi)+\eta\left(\left(S_{k-1} \xi_{k}\right) \cdot\left(Y_{k}-\mathbf{1}\right)+H^{n-k} f\left(S_{k-1} Y_{k}\right) \mid \mathcal{F}_{k-1}\right) \\
& \leq V_{k-1}(v, \xi)+H^{n-(k-1)} f\left(S_{k-1}\right)
\end{aligned}
$$

Hence we have the claim.
Next we show that there exists $\xi^{\varepsilon} \in \mathcal{S F}$ for $\varepsilon>0$ such that

$$
\begin{aligned}
& V_{k}(v, \xi)+H^{n-k} f\left(S_{k}\right)-\frac{k \varepsilon}{n} \\
& \leq L_{k}\left(v,\left(\xi_{1}, \xi_{2}, \ldots, \xi_{k}, \xi_{k+1}^{\varepsilon}, \xi_{k+2}^{\varepsilon}, \ldots, \xi_{n}^{\varepsilon}\right)\right), \quad k=n, n-1, \ldots, 1
\end{aligned}
$$

for any $\xi \in \mathcal{S F}$. Applying Lemma 2.3 for $g=f$, we see that there exists some Borel measurable function $\gamma^{\varepsilon}$ on $[0, \infty)^{M}$ such that

$$
(H f)(x)-\frac{\varepsilon}{n} \leq \bar{\eta}\left(\left(x \gamma^{\varepsilon}(x)\right) \cdot\left(Y_{1}-\mathbf{1}\right)+f\left(x Y_{1}\right)\right)
$$

for $x \in[0, \infty)^{M}$. Then, $\xi_{n}^{\varepsilon}=\gamma^{\varepsilon}\left(S_{n-1}\right)$ is an $\left\{\mathcal{F}_{n-1}\right\}$-measurable random variable such that

$$
\begin{aligned}
& V_{n-1}(v, \xi)+(H f)\left(S_{n-1}\right)-\frac{\varepsilon}{n} \\
& \leq V_{n-1}(v, \xi)+\left.\bar{\eta}\left(\left(x \gamma^{\varepsilon}(x)\right) \cdot\left(Y_{1}-\mathbf{1}\right)+f\left(x Y_{1}\right)\right)\right|_{x=S_{n-1}} \\
& \leq V_{n-1}(v, \xi)+\eta\left(\left(S_{n-1} \xi_{n}^{\varepsilon}\right) \cdot\left(Y_{n}-\mathbf{1}\right)+f\left(S_{n-1} Y_{n}\right) \mid \mathcal{F}_{n-1}\right) \\
& \leq \eta\left(V_{n}(v, \xi)+f\left(S_{n}\right) \mid \mathcal{F}_{n-1}\right) \\
& \leq L_{n-1}\left(v, \xi_{1}, \xi_{2}, \ldots, \xi_{n-1}, \xi_{n}^{\varepsilon}\right)
\end{aligned}
$$

Using induction, we can construct $\xi^{\varepsilon}$ such that the condition holds by the same way. This completes the proof of Theorem 2.2.

## 3. Proof of Theorem 1.5

### 3.1. Preparations

Let $(\Omega, \mathcal{F}, P)$ be the probability space defined in Section 1.2. For $k \in \mathbf{N}$, we denote by $\mathcal{L}_{k}$ the set of measurable mappings $\rho: \Omega \times \mathcal{Z} \rightarrow \mathbf{R}$ which satisfy the following:

$$
\begin{aligned}
& \rho(\cdot, z) \text { is }\left\{\mathcal{F}_{k-1}\right\} \text { measurable for each } z \in \mathcal{Z} \\
& \sum_{j=1}^{N} \rho\left(\omega, z_{j}\right) p_{j}=1, \omega \in \Omega \\
& \sum_{j \in J} \rho\left(\cdot, z_{j}\right) p_{j} \geq \Phi_{\mu}\left(\sum_{j \in J} p_{j}\right), J \subset\{1,2, \ldots, M\}, z_{j} \in \mathcal{Z}, j \in J .
\end{aligned}
$$

Also we denote by $\mathcal{Q}^{(n)}, n \in \mathbf{N}$ the set of probability measures $Q \in \mathcal{P}$ which satisfy the following:

$$
\begin{aligned}
& E\left[\left.\frac{d Q}{d P} \right\rvert\, \mathcal{F}_{n}\right]=\prod_{k=1}^{n} \rho_{k}\left(\cdot, Z_{k}\right), \rho_{k} \in \mathcal{L}_{k} \\
& \int_{\Omega} \rho_{k}\left(\omega^{\prime}, Z_{k}(\omega)\right) Y_{i, k}^{(n)}(\omega) P(d \omega)=1, \quad \omega^{\prime} \in \Omega, k=1,2, \ldots, n
\end{aligned}
$$

Let us denote $X_{i, k}^{(n)}=\prod_{l=1}^{k} Y_{i, l}^{(n)}$ for $n \in \mathbf{N}, i=1,2, \ldots, M$, and $k=$ $1,2, \ldots, n$. We also denote $X_{k}^{(n)}=\left(X_{1, k}^{(n)}, X_{2, k}^{(n)} \ldots X_{M, k}^{(n)}\right), k=1,2, \ldots, n$. We define $a_{i j}^{(n)}=\exp \left(z_{i j} \sqrt{T / n}+b_{i} T / n\right), \quad i=1,2, \ldots, M, j=1,2, \ldots, N$, where $z_{j}=\left(z_{1 j}, z_{2 j}, \ldots, z_{M j}\right) \in \mathcal{Z}$.

Our purpose in this subsection is to prove the following.
Lemma 3.1.
(1) $\left(H^{(n)}\right)^{k} g(x)=\inf _{Q \in \mathcal{Q}^{(n)}} E^{Q}\left[g\left(x X_{k}^{(n)}\right)\right], \quad n \in \mathbf{N}, g \in \hat{C}\left([0, \infty)^{M}: \mathbf{R}\right)$, where $H^{(n)}, n \in \mathbf{N}$ are operators on $\hat{C}\left([0, \infty)^{M}: \mathbf{R}\right)$ that correspond to $H$ in Section 3.
(2) $\sup _{n \in \mathbf{N}} \sup _{Q \in \mathcal{Q}^{(n)}} E^{Q}\left[\max _{k=1,2, \ldots, n}\left|X_{k}^{(n)}\right|^{2 m}\right]<\infty, \quad m \in \mathbf{N}$.
(3) There exists a positive number L, which only depends on $M$, such that
$E^{Q}\left[\left|X_{k+l}^{(n)}-X_{k}^{(n)}\right|^{4}\right] \leq L(l T / n)^{2}$ holds for any $k, l=0,1, \ldots, n, k+l \leq n$, and $Q \in \mathcal{Q}^{(n)}$.

Proof. We show assertion (1). We see by Theorem 4.73 in [15] that $\bar{\eta}(X)=\inf _{Q \in \overline{\mathcal{Q}}_{1}^{(n)}} E^{Q}[X]$, for $X \in L^{\infty}\left(\Omega, \mathcal{F}_{1}, P\right)$, where

$$
\begin{align*}
\overline{\mathcal{Q}}_{1}^{(n)} & =\left\{Q \in \mathcal{P} \mid Q[A] \geq \Phi_{\mu}(P[A]), A \in \mathcal{F}_{1}\right\} \\
& =\left\{Q \in \mathcal{P} \left\lvert\, E\left[\left.\frac{d Q}{d P} \right\rvert\, \mathcal{F}_{1}\right]=\rho_{1}\left(\cdot, Z_{1}\right) \in \mathcal{L}_{1}\right.\right\} \tag{23}
\end{align*}
$$

Then we have $H^{(n)} g(x)=\inf _{Q \in \mathcal{Q}_{1}^{(n)}} E^{Q}\left[g\left(x Y_{1}^{(n)}\right)\right]$, where $\mathcal{Q}_{1}^{(n)}=\overline{\mathcal{Q}}_{1}^{(n)} \cap$ $\bigcap_{i=1}^{M}\left\{Q \in \mathcal{P} \mid E\left[\rho_{1}\left(\omega^{\prime}, Z_{1}\right) Y_{i, 1}^{(n)}\right]=1, \omega^{\prime} \in \Omega\right\}$, by a way similar to that in Section 2. We can easily see that $\mathcal{Q}^{(n)} \subset \mathcal{Q}_{1}^{(n)}$. We show the inverse implement. Take $Q \in \mathcal{Q}_{1}^{(n)}$ and define $\tilde{Q} \in \mathcal{P}^{(n)}$ by $E\left[d \tilde{Q} / d P \mid \mathcal{F}_{n}\right]=$ $\prod_{k=1}^{n} \tilde{\rho}_{k}\left(\cdot, Z_{k}\right)$, where $\tilde{\rho}_{k}(\omega, z)=E\left[\left.\frac{d Q}{d P} \right\rvert\, \mathcal{F}_{1}\right](\omega), \omega \in \Omega, z \in \mathcal{Z}, \quad k=$ $1,2, \ldots, n$. Then we see that $\tilde{Q} \in \mathcal{Q}^{(n)}$ and $E^{Q}\left[g\left(x Y_{1}^{(n)}\right)\right]=E^{\tilde{Q}}\left[g\left(x Y_{1}^{(n)}\right)\right]$. This implies that $H^{(n)} g(x)=\inf _{Q \in \mathcal{Q}^{(n)}} E^{Q}\left[g\left(x Y_{1}^{(n)}\right)\right]$.

Suppose that $\left(H^{(n)}\right)^{l} g(x)=\inf _{Q \in \mathcal{Q}^{(n)}} E^{Q}\left[g\left(x X_{l}^{(n)}\right)\right], \quad l \leq k, g \in$ $\hat{C}\left([0, \infty)^{M}\right)$ holds for some $k \in\{1,2, \ldots, n-1\}$. First we show that

$$
\begin{equation*}
\left(H^{(n)}\right)^{k+1} g(x) \leq \inf _{Q \in \mathcal{Q}^{(n)}} E^{Q}\left[g\left(x X_{k+1}^{(n)}\right)\right] \tag{24}
\end{equation*}
$$

Take $Q \in \mathcal{Q}^{(n)}$ and $\rho_{l} \in \mathcal{L}_{l}, l \leq n$ such that $E\left[d Q / d P \mid \mathcal{F}_{n}\right]=\prod_{l=1}^{n} \rho_{l}\left(\cdot, Z_{l}\right)$ holds. We define $Q^{\tilde{\omega}} \in \mathcal{P}$ for each $\tilde{\omega} \in \Omega$ by $E\left[d Q^{\tilde{\omega}} / d P \mid \mathcal{F}_{n}\right]=\prod_{l=1}^{n} \rho_{l}^{\prime}\left(\cdot, Z_{l}\right)$, where $\rho_{l}^{\prime}(\omega, z)=\rho_{k+1}^{\prime}(\tilde{\omega}, z), \omega \in \Omega, z \in \mathcal{Z}$. Then we see that $Q^{\tilde{\omega}} \in \mathcal{Q}^{(n)}$ and

$$
\begin{aligned}
& E^{Q}\left[g\left(x X_{k+1}^{(n)}\right) \mid \mathcal{F}_{k}\right](\tilde{\omega})=\left.E^{Q}\left[g\left(y Y_{k+1}^{(n)}\right) \mid \mathcal{F}_{k}\right](\tilde{\omega})\right|_{y=x X_{k}^{(n)}} \\
& =\left.E^{Q^{\tilde{\omega}}}\left[g\left(y Y_{1}^{(n)}\right)\right]\right|_{y=x X_{k}^{(n)}} \geq H^{(n)} g\left(x X_{k}^{(n)}\right)
\end{aligned}
$$

Also we have

$$
\begin{aligned}
& E^{Q}\left[g\left(x X_{k+1}^{(n)}\right)\right]=E^{Q}\left[E^{Q}\left[g\left(x X_{k+1}^{(n)}\right) \mid \mathcal{F}_{k}\right]\right] \\
& \geq E^{Q}\left[H^{(n)} g\left(x X_{k}^{(n)}\right)\right] \geq\left(H^{(n)}\right)^{k} H^{(n)} g(x)=\left(H^{(n)}\right)^{k+1} g(x)
\end{aligned}
$$

This implies that (24) holds.
Next we show that

$$
\begin{equation*}
\left(H^{(n)}\right)^{k+1} g(x) \geq \inf _{Q \in \mathcal{Q}^{(n)}} E^{Q}\left[g\left(x X_{k+1}^{(n)}\right)\right] \tag{25}
\end{equation*}
$$

Take $\varepsilon>0$. Then we see by assumption that there exist $\bar{Q}^{0}, \bar{Q}^{j} \in \mathcal{Q}^{(n)} j=$ $1,2, \ldots, N$ such that

$$
\begin{align*}
& \left(H^{(n)}\right)^{k+1} g(x) \geq E^{\bar{Q}^{0}}\left[\left(H^{(n)}\right)^{k} g\left(x Y_{1}^{(n)}\right)\right]-\frac{\varepsilon}{2} \\
& \left(H^{(n)}\right)^{k} g\left(x a_{j}^{(n)}\right) \geq E^{\bar{Q}^{j}}\left[g\left(x a_{j}^{(n)} X_{k}^{(n)}\right)\right]-\frac{\varepsilon}{2} \tag{26}
\end{align*}
$$

Take $\rho_{l}^{0}, \rho_{l}^{j} \in \mathcal{L}_{l}, l=1,2, \ldots, n, j=1,2, \ldots, M$, such that $E\left[\left.\frac{d \bar{Q}^{0}}{d P} \right\rvert\, \mathcal{F}_{n}\right]=$ $\prod_{l=1}^{n} \bar{\rho}_{l}^{0}\left(\cdot, Z_{l}\right), E\left[\left.\frac{d \bar{Q}^{j}}{d P} \right\rvert\, \mathcal{F}_{n}\right]=\prod_{l=1}^{n} \bar{\rho}_{l}^{j}\left(\cdot, Z_{l}\right)$ hold. Then we define $\bar{Q} \in \mathcal{P}$ by $E\left[\left.\frac{d \bar{Q}}{d P} \right\rvert\, \mathcal{F}_{n}\right]=\prod_{l=1}^{n} \bar{\rho}_{k}\left(\cdot, Z_{k}\right)$, where

$$
\begin{align*}
& \bar{\rho}_{1}=\bar{\rho}_{1}^{0} \\
& \bar{\rho}_{l}=\sum_{j=1}^{N} \bar{\rho}_{l-1}^{j} 1_{\left\{Z_{1}=z_{j}\right\}}, l=2,3, \ldots, n . \tag{27}
\end{align*}
$$

We see that $\bar{Q} \in \mathcal{Q}^{(n)}$ and

$$
\begin{equation*}
\left(H^{(n)}\right)^{k+1} g(x) \geq E^{\bar{Q}}\left[g\left(x X_{k+1}^{(n)}\right)\right]-\varepsilon \geq \inf _{Q \in \mathcal{Q}^{(n)}} E^{Q}\left[g\left(x X_{k+1}^{(n)}\right)\right]-\varepsilon \tag{28}
\end{equation*}
$$

Since $\varepsilon>0$ is arbitrary, we have (25). This shows the assertion (1).
Next we show the assertion (2). Since $X_{i, n}^{(n)}$ is martingale under $Q \in$ $\mathcal{Q}^{(n)}$, it is sufficient to show that $\sup _{n \in \mathbf{N}} \sup _{Q \in \mathcal{Q}^{(n)}} E^{Q}\left[\left|X_{i, n}^{(n)}\right|^{2 m}\right]<\infty$, for each $i=1,2, \ldots, M$. Take $Q \in \mathcal{Q}^{(n)}$ and fix $\omega \in \Omega$. We denote $q_{\omega, k, j}=$ $Q\left[Z_{k}=z_{j} \mid \mathcal{F}_{k-1}\right](\omega), \quad k=1,2, \ldots, n, j=1,2, \ldots, N$. We see that

$$
1=E^{Q}\left[Y_{i, k}^{(n)} \mid \mathcal{F}_{k-1}\right](\omega)=\sum_{j=1}^{N} q_{\omega, k, j}\left(a_{i l}^{(n)}\right)
$$

$$
\begin{aligned}
=1 & +E^{Q}\left[Z_{i, k} \mid \mathcal{F}_{k-1}\right](\omega) \sqrt{\frac{T}{n}}+b_{i} \frac{T}{n} \\
& +\sum_{j=1}^{N} q_{\omega, k, j}\left\{\exp \left(z_{i j} \sqrt{\frac{T}{n}}+b_{i} \frac{T}{n}\right)-\left(1+z_{i j} \sqrt{\frac{T}{n}}+b_{i} \frac{T}{n}\right)\right\}
\end{aligned}
$$

Then we have

$$
\begin{aligned}
& E^{Q}\left[\left|Y_{i, k}^{(n)}\right|^{2 m} \mid \mathcal{F}_{k-1}\right](\omega) \\
& =1+2 m E^{Q}\left[Z_{i, k} \mid \mathcal{F}_{k-1}\right](\omega) \sqrt{\frac{T}{n}}+2 m b_{i} \frac{T}{n} \\
& \quad+\sum_{j=1}^{N} q_{\omega, k, j}\left\{\exp \left(2 m z_{i j} \sqrt{\frac{T}{n}}+2 m b_{i} \frac{T}{n}\right)-\left(1+2 m z_{i j} \sqrt{\frac{T}{n}}+2 m b_{i} \frac{T}{n}\right)\right\}
\end{aligned}
$$

and

$$
\begin{aligned}
& E^{Q}\left[\left|Y_{i, k}^{(n)}\right|^{2 m} \mid \mathcal{F}_{k-1}\right](\omega) \\
& \begin{aligned}
& \leq 1+\sum_{j=1}^{N}\left\{2 m\left|\exp \left(z_{i j} \sqrt{\frac{T}{n}}+b_{i} \frac{T}{n}\right)-\left(1+z_{i j} \sqrt{\frac{T}{n}}+b_{i} \frac{T}{n}\right)\right|\right. \\
&\left.\quad+\left|\exp \left(2 m z_{i j} \sqrt{\frac{T}{n}}+2 m b_{i} \frac{T}{n}\right)-\left(1+2 m z_{i j} \sqrt{\frac{T}{n}}+2 m b_{i} \frac{T}{n}\right)\right|\right\}
\end{aligned}
\end{aligned}
$$

for $k=1,2, \ldots, n$. We denote by $b^{(n)}$ the right term of this inequality. Note that $b^{(n)}$ is independent of $k, \omega$ and $Q$. We see that $\lim _{n \rightarrow \infty} n\left(b^{(n)}-1\right)$ exists and $\left|n\left(b^{(n)}-1\right)\right| \leq b, n \in \mathbf{N}$, for some $b>0$. Then we have

$$
\begin{aligned}
& E^{Q}\left[\left|X_{i, n}^{(n)}\right|^{2 m} \mid\right] \leq E^{Q}\left[\left|X_{i, n-1}^{(n)}\right|^{2 m} E^{Q}\left[\left|Y_{i, n}^{(n)}\right|^{2 m} \mid \mathcal{F}_{n-1}\right]\right] \\
& \leq\left(1+\frac{b}{n}\right) E^{Q}\left[\left|X_{i, n-1}^{(n)}\right|^{2 m}\right] \leq \cdots \leq\left(1+\frac{b}{n}\right)^{n}, \quad Q \in \mathcal{Q}^{(n)}
\end{aligned}
$$

This implies that $\limsup _{n \rightarrow \infty} \sup _{Q \in \mathcal{Q}^{(n)}} E^{Q}\left[\left|X_{i, n}^{(n)}\right|^{2 m}\right] \leq e^{b}$. Hence we have the assertion.

We show that assertion (3) holds. We see that there exists some $c>0$ such that $E^{Q}\left[\left|Y_{i, k+1}^{(n)}-1\right|^{4} \mid \mathcal{F}_{k}\right](\omega) \leq c\left(\frac{T}{n}\right)^{2}$, for each $i \leq M, k \leq n-1, Q$ and $\omega$ by an argument similar to that of (2). Then using the result of (2), we have $E^{Q}\left[\left|X_{i, k+1}^{(n)}-X_{i, k}^{(n)}\right|^{4} \mid\right] \leq c(T / n)^{2} E^{Q}\left[\left|X_{i, k}^{(n)}\right|^{4}\right] \leq c^{\prime}(T / n)^{2}$ for some $c^{\prime}>0$. Hence we have assertion (3) by Burkholder's Inequality.

### 3.2. Proposition on limit of value

Let $\overline{\mathcal{P}}$ be the set of probability measures $\bar{P}$ on $\left(C[0, \infty)^{M}, \mathcal{B}\left[C[0, \infty)^{M}\right]\right)$ such that the following is satisfied:

The coordinate function $w(\cdot)=\left(w_{1}(\cdot), \ldots, w_{M}(\cdot)\right)$ is a positive martingale with respect to $\left\{\mathcal{B}_{t}\right\}_{t \in[0, T]}$ under $\bar{P}$, where we define $\left\{\mathcal{B}_{t}\right\}_{t \in[0, T]}$ by $\mathcal{B}_{t}=\sigma(w(u) ; u \leq t), \quad 0 \leq t \leq T$.

$$
\bar{P}\left(w_{i}(0)=1, i=1,2, \ldots, M\right)=1
$$

$\left\langle w_{i}, w_{i^{\prime}}\right\rangle ., i, i^{\prime} \in\{1,2, \ldots, M\}$ are absolutely continuous with respect to Lebesgue measure, and

$$
\left(\frac{1}{w_{i}(u) w_{i^{\prime}}(u)} \frac{d\left\langle w_{i}, w_{i^{\prime}}\right\rangle}{d t}(u)\right)_{i, i^{\prime}=1,2, \ldots, M} \in \Gamma, u \in[0, T], \bar{P} \text { a.s. }
$$

Our purpose in this subsection is to prove the following.
Proposition 3.2. Take $g \in \hat{C}\left([0, \infty)^{M}: \mathbf{R}\right)$ and an arbitrary subsequence $(\bar{n})$ of $(n)_{n \in \mathbf{N}}$.
(1) There exist a subsequence $(\bar{n}(k))_{k \in \mathbf{N}}$ of $(\bar{n})$ and a continuous mapping $W_{g}:[0, T] \times[0, \infty)^{M} \rightarrow \mathbf{R}$ such that

$$
W_{g}(t, x)=\lim _{k \rightarrow \infty}\left(H^{(\bar{n}(k))}\right)^{\bar{n}(k)-[\bar{n}(k) t / T]} g(x)
$$

for any $(t, x) \in[0, T] \times[0, \infty)^{M}$, where $[x]$ represents the greatest integer that is not greater than $x$. Also this convergence is uniform on any compact subsets on $[0, T] \times[0, \infty)^{M}$.
(2) $W_{g}(t, \cdot)$ belongs to $\hat{C}\left([0, \infty)^{M}: \mathbf{R}\right)$ for each $t \in[0, T]$.
(3) There exists $\bar{P}_{t, x} \in \overline{\mathcal{P}}$ such that $W_{g}(t, x)=E^{\bar{P}_{t, x}}[g(x w(T-t))]$ holds for any $(t, x) \in[0, T] \times[0, \infty)^{M}$,
(4) $W_{g}(t, x)=\lim _{k \rightarrow \infty}\left(H^{(\bar{n}(k))}\right)^{\left[\frac{\bar{n}(k) t^{\prime}}{T}\right]} W_{g}\left(t+t^{\prime}, \cdot\right)(x)$, for $t, t^{\prime} \in[0, T]$ with $t+t^{\prime} \in$ $[0, T]$ and $x \in[0, \infty)^{M}$.
(5) $W_{g}$ is a viscosity subsolution of Hamilton-Jacobi-Bellman equation (13).

We need two lemmas to prove Lemma 3.2. Let us define $X(t, \omega ; n)$ $=\left(X_{1}(t, \omega ; n), X_{2}(t, \omega ; n), \ldots, X_{M}(t, \omega ; n)\right), t \in[0, T], \omega \in \Omega, n \in \mathbf{N}$ by

$$
\begin{align*}
X(t, \omega ; n) \equiv & \frac{n t-T[n t / T]}{T} X_{[n t / T]+1}^{(n)} \\
& +\frac{T([n t / T]+1)-n t}{T} X_{[n t / T]}^{(n)}, t \neq T, \\
X(T, \omega ; n) \equiv & X_{n}^{(n)}, \tag{29}
\end{align*}
$$

i.e., $X(t ; n)$ is the linear interpolation of $X{ }^{(n)}$.

Lemma 3.3. Let $g \in \hat{C}\left([0, \infty)^{M}: \mathbf{R}\right)$. Then we have

$$
\left|\left(H^{(n)}\right)^{k^{\prime}} g(x)-\left(H^{(n)}\right)^{k} g(x)\right| \leq \bar{K}|x| \sqrt{\frac{T}{n}\left|k^{\prime}-k\right|}, \quad k, k^{\prime} \in\{0,1, \ldots, n\}
$$

for some $\bar{K}>0$ which does not depend on $n \in \mathbf{N}$.
Proof. We may assume that $k^{\prime}>k$. Let $K>0$ be a constant such that $|g(x)| \leq K\left(1+|x|^{2 m}\right),\left|g(x)-g\left(x^{\prime}\right)\right| \leq K\left|x-x^{\prime}\right|, x, x^{\prime} \in[0, \infty)^{M}$ holds. By virtue of Lemma 3.1(3), we have

$$
\begin{aligned}
& \left|E^{Q}\left[g\left(x X_{k^{\prime}}^{(n)}\right)\right]-E^{Q}\left[g\left(x X_{k}^{(n)}\right)\right]\right| \leq E^{Q}\left[\left|g\left(x X_{k^{\prime}}^{(n)}\right)-g\left(x X_{k}^{(n)}\right)\right|\right] \\
& \leq K|x| E^{Q}\left[\left|X_{k^{\prime}}^{(n)}-X_{k}^{(n)}\right|^{4}\right]^{\frac{1}{4}} \leq \bar{K}|x| \sqrt{\frac{T}{n}\left|k^{\prime}-k\right|}
\end{aligned}
$$

for $Q \in \mathcal{Q}^{(n)}$. Hence we have the assertion.
LEMMA 3.4. Let $\left(Q^{(n)}\right)_{n \in \mathbf{N}}, Q^{(n)} \in \mathcal{Q}^{(n)}$ be an arbitrary sequence. We define a probability measure $P^{(n)}$ on $\left(C[0, \infty)^{M}, \mathcal{B}\left[C[0, \infty)^{M}\right]\right)$ by $P^{(n)}=$ $Q^{(n)} \circ X(\cdot ; n)^{-1}$ for each $n \in \mathbf{N}$. Then the sequence $\left(P^{(n)}\right)_{n \in \mathbf{N}}$ is tight. Moreover any cluster point of $\left(P^{(n)}\right)_{n \in \mathbf{N}}$ belongs to $\overline{\mathcal{P}}$.

Proof. We can easily see that

$$
\begin{aligned}
& E^{P^{(n)}}\left[\left|w(t)-w\left(t^{\prime}\right)\right|^{4}\right]=E^{Q^{(n)}}\left[\left|X\left(t^{\prime} ; n\right)-X(t ; n)\right|^{4}\right] \\
& \leq K\left|t^{\prime}-t\right|^{2}, t . t^{\prime} \in[0, T]
\end{aligned}
$$

for some $K>0$ by Lemma 3.1. Hence $\left(P^{(n)}\right)_{n \in \mathbf{N}}$ is tight.

Let $\bar{P}$ be a cluster point of $\left(P^{(n)}\right)_{n \in \mathbf{N}}$. Obviously we see that the coordinate function $w(\cdot)=\left(w_{1}(\cdot), w_{2}(\cdot), \ldots, w_{M}(\cdot)\right)$ is a positive martingale with respect to $\left\{\mathcal{B}_{t}\right\}_{t \in[0, T]}$ under $\bar{P}$, and $\bar{P}\left(w_{i}(0)=1, i=1,2, \ldots, M\right)=1$.

For each $n \in \mathbf{N}$ and $\tilde{\omega} \in \Omega$, we define a probability measure $\hat{Q}_{\tilde{\omega}, k}^{(n)} \in$ $\hat{\mathcal{Q}}, \quad k=0,1, \ldots, n-1$ by $\hat{Q}_{\tilde{\omega}, k}^{(n)}[\hat{A}]=E^{\hat{P}}\left[\rho_{k}^{(n)}(\tilde{\omega}, \hat{Z}) 1_{\hat{A}}\right]$, where $E\left[d Q^{(n)} / d P \mid \mathcal{F}_{n}\right]=\prod_{l=1}^{n} \rho_{l}^{(n)}\left(\cdot, Z_{i}\right) . \quad$ Let $\left(g_{i i^{\prime}}\right)_{i, i^{\prime}=1,2, \ldots, M} \in C([0, T] \times$ $\left.C[0, \infty)^{M}\right)^{M \times M}$ be a matrix valued function such that each $g_{i i^{\prime}}, i, i^{\prime}=$ $1,2, \ldots, M$ is bounded $\left\{\mathcal{B}_{t}\right\}$-adapted function, and $\left(g_{i i^{\prime}}(u, w)\right) \in \mathbf{R}^{M \times M}$ is nonnegative definite for all $(u, w) \in[0, T] \times C[0, \infty)^{M}$. For $n \in \mathbf{N}, k=$ $1,2, \ldots, n$ we have

$$
\begin{aligned}
& E^{P^{(n)}}\left[\sum_{i, i^{\prime}=1}^{M} g_{i i^{\prime}}\left(\frac{k T}{n}\right)\left(w_{i}\left(\frac{k T}{n}+\frac{T}{n}\right)-w_{i}\left(\frac{k T}{n}\right)\right)\left(w_{i^{\prime}}\left(\frac{k T}{n}+\frac{T}{n}\right)-w_{i^{\prime}}\left(\frac{k T}{n}\right)\right)\right] \\
& =E^{Q^{(n)}}\left[\sum_{i, i^{\prime}=1}^{M} g_{i i^{\prime}}\left(\frac{k T}{n}, X(\cdot ; n)\right) E^{Q^{(n)}}\left[\left(X_{i, k+1}^{(n)}-X_{i, k}^{(n)}\right)\left(X_{i^{\prime}, k+1}^{(n)}-X_{i^{\prime}, k}^{(n)}\right) \mid \mathcal{F}_{k}\right]\right] \\
& =E^{Q^{(n)}}\left[\sum_{i, i^{\prime}=1}^{M} g_{i i^{\prime}}\left(\frac{k T}{n}, X(\cdot ; n)\right) X_{i, k} X_{i^{\prime}, k} \frac{E^{\hat{Q}_{\omega, k}^{(n)}}\left[\left(\hat{Y}_{i}^{(n)}-1\right)\left(\hat{Y}_{i^{\prime}}^{(n)}-1\right)\right]}{T / n} \frac{T}{n}\right] \\
& \leq E^{P^{(n)}}\left[\max _{\hat{Q}} \sum_{i, i^{\prime}=1}^{M} g_{i i^{\prime}}\left(\frac{k T}{n}\right) w_{i}\left(\frac{k T}{n}\right) w_{i^{\prime}}\left(\frac{k T}{n}\right) \frac{E^{\hat{Q}}\left[\left(Y_{i}^{(n)}-1\right)\left(Y_{i^{\prime}}^{(n)}-1\right)\right]}{T / n} \frac{T}{n}\right]
\end{aligned}
$$

where $\hat{Q}$ runs $\hat{\mathcal{Q}} \cap \bigcap_{i=1}^{M}\left\{\hat{Q} \in \hat{\mathcal{P}} \mid E^{\hat{Q}}\left[\hat{Y}_{i}^{(n)}\right]=1\right\}$. Then we see that

$$
\begin{aligned}
& \int_{s}^{t} \sum_{i, i^{\prime}=1}^{M} g_{i i^{\prime}}(u, w) d\left\langle w_{i}, w_{i^{\prime}}\right\rangle_{u} \\
& \leq \int_{s}^{t}\left(\max _{\gamma \in \Gamma} \sum_{i, i^{\prime}=1}^{M} \gamma_{i i^{\prime}} g_{i i^{\prime}}(u, w) w_{i}(u) w_{i^{\prime}}(u)\right) d u
\end{aligned}
$$

for $t, s \in[0, T]$. Also we have

$$
\int_{s}^{t} \sum_{i, i^{\prime}=1}^{M} g_{i i^{\prime}}(u, w) d\left\langle w_{i}, w_{i^{\prime}}\right\rangle_{u}
$$

$$
\geq \int_{s}^{t}\left(\min _{\gamma \in \Gamma} \sum_{i, i^{\prime}=1}^{M} \gamma_{i i^{\prime}} g_{i i^{\prime}}(u, w) w_{i}(u) w_{i^{\prime}}(u)\right) d u
$$

for $t, s \in[0, T]$, by the same way. Hence we deduce that $\bar{P} \in \overline{\mathcal{P}}$. This completes the proof.

Now we show Proposition 3.2. Let $K>0$ be a positive number such that $\left|g(x)-g\left(x^{\prime}\right)\right| \leq K\left|x-x^{\prime}\right|, \quad x, x^{\prime} \in[0, \infty)^{M}$ and $|g(x)| \leq K\left(1+|x|^{2 m}\right), \quad x \in$ $[0, \infty)^{M}$ hold. We denote $W_{g}^{(n)}(t, x)=\left(H^{(n)}\right)^{n-[n t / T]} g(x)$. Then using Lemma 3.3, we see that

$$
\begin{aligned}
& \left|W_{g}^{(n)}(t, x)-W_{g}^{(n)}\left(t, x^{\prime}\right)\right| \leq K\left|x-x^{\prime}\right| \\
& \left|W_{g}^{(n)}(t, x)\right| \leq K\left(1+|x|^{2 m}\right) \\
& \left|W_{g}^{(n)}(t, x)-W_{g}^{(n)}\left(t^{\prime}, x\right)\right| \leq K|x| \sqrt{\frac{T}{n}\left|\left[\frac{n t}{T}\right]-\left[\frac{n t^{\prime}}{T}\right]\right|}
\end{aligned}
$$

for some $K>0$ which is independent of $n \in \mathbf{N}$.
(1): We see that the family $\left\{W_{g}^{(\bar{n})}(t, \cdot)\right\}_{n \in \mathbf{N}, t \in[0, T]} \subset \hat{C}\left([0, \infty)^{M}: \mathbf{R}\right)$ is uniformly bounded and equicontinuous on any compact set of $[0, \infty)^{M}$. Then using Ascoli-Arzela's theorem we see that there exists a continuous function $W_{1, g, t}$ on $[0,1]^{M}$ for each $t \in[0, T]$ and a subsequence $\left(\bar{n}_{1}\right)$ of $(\bar{n})$, which does not depend on $t$, such that

$$
\begin{equation*}
\sup _{x \in[0,1]^{M}}\left|W_{g}^{\left(\bar{n}_{1}\right)}(t, x)-W_{1, g, t}(x)\right| \rightarrow 0, \bar{n}^{1} \rightarrow \infty \tag{31}
\end{equation*}
$$

Also we see by the same way that there exists a continuous function $W_{2, g, t}$ on $[0,2]^{M}$ for each $t \in[0, T]$ and a subsequence $\left(\bar{n}_{2}\right)$ of $\left(\bar{n}_{1}\right)$, which does not depend on $t$, such that

$$
\begin{equation*}
\sup _{x \in[0,2]^{M}}\left|W_{g}^{\left(\bar{n}_{2}\right)}(t, x)-W_{2, g, t}(x)\right| \rightarrow 0, \bar{n}^{2} \rightarrow \infty \tag{32}
\end{equation*}
$$

Obviously $W_{1, g, t}=W_{2, g, t}$ on $[0,1]^{M}$, for each $t \in[0, T]$.
Then for each $l \in \mathbf{N}$, we can inductively define continuous functions $W_{l+1, g, t}$ on $[0, l+1]^{M}$ for $t \in[0, T]$ and subsequences $\left(\bar{n}_{l+1}\right)$ of $\left(\bar{n}_{l}\right)$, which does not depend on $t$, such that $W_{1, g, t}=W_{2, g, t}=\cdots=W_{l+1, g, t}$ on $[0, l]^{M}$.

We also define continuous functions $W_{g, t}$ on $[0, \infty)^{M}$ for $t \in[0, T]$ by $W_{g, t}(x)=W_{l, g, t}(x)$ on $[0, l]^{M}$. Obviously $W_{g, t}$ is well-defined, and we see that the sequence $(\bar{n}(k)), \bar{n}(k)=\bar{n}_{k}(k), k \in \mathbf{N}$ satisfies $\lim _{k \rightarrow \infty} W_{g}^{(\bar{n}(k))}(t, x)=W_{g, t}(x)$ for $(t, x) \in[0, T] \times[0, \infty)^{M}$. Using (30), we have

$$
\begin{equation*}
\left|W_{g, t}(x)-W_{g, t^{\prime}}\left(x^{\prime}\right)\right| \leq K\left|x-x^{\prime}\right|+K|x| \sqrt{\left|t-t^{\prime}\right|} \tag{33}
\end{equation*}
$$

for $(t, x),\left(t^{\prime}, x^{\prime}\right) \in[0, T] \times[0, \infty)^{M}$. This implies that the mapping $(t, x) \rightarrow$ $W_{g, t}(x)$ is continuous. Then we can define a continuous mapping $W_{g}$ : $[0, T] \times[0, \infty)^{M}$ by $W_{g}(t, x)=W_{g, t}(x)$. Obviously, $W_{g}$ and $(\bar{n}(k))_{k \in \mathbf{N}}$ satisfy the assertion.
(2): We can easily show the assertion by letting $k \rightarrow \infty$ on both sides of the inequalities (30).
(3): Fix $(t, x) \in[0, T] \times[0, \infty)^{M}$. Hereafter we simply write $(n)_{n \in \mathbf{N}}$ instead of $(\bar{n}(k))_{k \in \mathbf{N}}$ for convention. We see by Lemma 3.1 that there exists $Q_{l}^{(n)} \in$ $\mathcal{Q}^{(n)}$ for each $n, l$ such that $W_{g}^{(n)}(t, x) \geq E^{Q_{l}^{(n)}}\left[g\left(x X_{n-[n t / T]}^{(n)}\right)\right] \geq W_{g}^{(n)}(t, x)-$ $1 / l$. Let $P_{l}^{(n)}=Q_{l}^{(n)} \circ X(\cdot ; n)^{-1}$. Since $\left(P_{l}^{n)}\right)_{n, l \in \mathbf{N}}$ is tight by Lemma 3.4, then there exist a cluster point $P_{t, x} \in \overline{\mathcal{P}}$. Obviously $P_{t, x}$ satisfies the condition.
(4): Fix $t, t^{\prime} \in[0, T], x \in[0, \infty)^{M}$. First we claim that

$$
\begin{equation*}
\left|\left(H^{(n)}\right)^{\left[n t^{\prime} / T\right]} W_{g}^{(n)}\left(t+t^{\prime}, \cdot\right)(x)-\left(H^{(n)}\right)^{\left[n t^{\prime} / T\right]} W_{g}\left(t+t^{\prime}, \cdot\right)(x)\right| \rightarrow 0 \tag{34}
\end{equation*}
$$

as $n \rightarrow \infty$. Fix $\varepsilon>0$. Since the convergence $W_{g}^{(n)}\left(t+t^{\prime}, \cdot\right) \rightarrow W_{g}(t+$ $\left.t^{\prime}, \cdot\right), n \rightarrow \infty$ is uniform on $\prod_{i=1}^{M}\left[0, x_{i} R\right]$, for each $R>0$, there exists $n(R) \in \mathbf{N}$ such that

$$
\sup _{y \in \Pi_{i=1}^{M}\left[0, x_{i} R\right]}\left|W_{g}^{(n)}\left(t+t^{\prime}, y\right)-W_{g}\left(t+t^{\prime}, y\right)\right|<\varepsilon / 2,
$$

for $n>n(R)$. We denote

$$
\begin{equation*}
F^{(n)}=W_{g}^{(n)}\left(t+t^{\prime}, \cdot\right)\left(x X_{\left[n t^{\prime} / T\right]}^{(n)}\right)-W_{g}\left(t+t^{\prime}, \cdot\right)\left(x X_{\left[n t^{\prime} / T\right]}^{(n)}\right) \tag{35}
\end{equation*}
$$

for $n \in \mathbf{N}$. Then for each $Q^{(n)} \in \mathcal{Q}^{(n)}, n>n(R)$ we have

$$
\begin{aligned}
& \left|E^{Q^{(n)}}\left[F^{(n)}\right]\right| \\
& \leq E^{Q^{(n)}}\left[\left|F^{(n)}\right| 1_{\left\{\left|X_{\left[n \prime^{\prime} / T\right]}^{(n)}\right| \leq R\right\}}\right]+E^{Q^{(n)}}\left[\left|F^{(n)}\right| 1_{\left\{\left|X_{\left[n t^{\prime} / T\right]}^{(n)}\right|>R\right\}}\right] \\
& \leq \frac{\varepsilon}{2}+E^{Q^{(n)}}\left[\left|F^{(n)}\right|^{2}\right]^{\frac{1}{2}} Q^{(n)}\left[\left|X_{\left[n t^{\prime} / T\right]}^{(n)}\right|>R\right]^{\frac{1}{2}} \\
& \left.\leq \frac{\varepsilon}{2}+\frac{K}{R} E^{Q^{(n)}}\left[1+\mid X_{\left[n t^{\prime} / T\right]}^{(n)}\right]^{2 m}\right]^{\frac{1}{2}} E^{Q^{(n)}}\left[\left|X_{\left[n t^{\prime} / T\right]}^{(n)}\right|^{2}\right]^{\frac{1}{2}} \\
& \leq \frac{\varepsilon}{2}+\frac{K^{\prime}}{R},
\end{aligned}
$$

where $K, K^{\prime}$ are positive numbers which do not depend on $R, n$, and $Q^{(n)}$. Let $R=\varepsilon / 2 K^{\prime}$ and $n_{0}=n\left(\varepsilon / 2 K^{\prime}\right)$. Then we have $\left|E^{Q^{(n)}}\left[F^{(n)}\right]\right|<\varepsilon$ and

$$
\left|\left(H^{(n)}\right)^{\left[n t^{\prime} / T\right]} W_{g}^{(n)}\left(t+t^{\prime}, \cdot\right)(x)-\left(H^{(n)}\right)^{\left[n t^{\prime} / T\right]} W_{g}\left(t+t^{\prime}, \cdot\right)(x)\right| \leq \varepsilon
$$

for $n>n_{0}$. Hence we have the claim.
Also we see that $\left|W_{g}^{(n)}(t, x)-W_{g}(t, x)\right| \rightarrow 0$, as $n \rightarrow \infty$ and,

$$
\begin{aligned}
& \left|\left(H^{(n)}\right)^{\left[\frac{n t^{\prime}}{T}\right]} W_{g}^{(n)}\left(t+t^{\prime}, \cdot\right)(x)-W_{g}^{(n)}(t, x)\right| \\
& =\left|\left(H^{(n)}\right)^{n-\left[n\left(t+t^{\prime}\right) / T\right]+\left[n t^{\prime} / T\right]} g(x)-\left(H^{n}\right)^{n-[n t / T]} g(x)\right| \\
& \leq K|x| \sqrt{\frac{T}{n}\left|\left[\frac{n t^{\prime}}{T}\right]+\left[\frac{n t}{T}\right]-\left[\frac{n\left(t+t^{\prime}\right)}{T}\right]\right|} \rightarrow 0
\end{aligned}
$$

as $n \rightarrow \infty$. We have the assertion from these results.
(5): Take $(\bar{t}, \bar{x}) \in[0, T) \times[0, \infty)^{M}$. Let $\hat{U} \in C^{\infty}\left([0, T] \times[0, \infty)^{M}\right)$ be a function such that $\hat{U}(\bar{t}, \bar{x})=W_{g}(\bar{t}, \bar{x})$ and $\hat{U} \geq W_{g}$ on some neighbourhood $V$ of $(\bar{t}, \bar{x})$ hold. We can easily see by $(2)$ that $W_{g}(t, x) \leq K\left(1+|x|^{2 m}\right)$ for some $K>0, m \in \mathcal{M}$. Then we may assume that $\hat{U}(t, x) \geq W_{g}(t, x)$, and $|\hat{U}(t, x)|+|(\partial \hat{U} / \partial t)(t, x)|+\sum_{i, i^{\prime}}\left|x_{i} x_{i^{\prime}}\left(\partial^{2} \hat{U} / \partial x_{i} \partial x_{i^{\prime}}\right)(t, x)\right| \leq K\left(1+|x|^{2 m}\right)$, for any $(t, x) \in[0, T] \times[0, \infty)^{M}$. Let $\bar{\gamma}=\left(\bar{\gamma}_{i, i^{\prime}}\right) \in \Gamma$ be the element such that

$$
\begin{aligned}
& \sum_{i, i^{\prime}=1}^{M} \frac{1}{2} \bar{\gamma}_{i, i^{\prime}} \bar{x}_{i} \bar{x}_{i^{\prime}} \frac{\partial^{2} \hat{U}}{\partial x_{i} \partial x_{i^{\prime}}}(\bar{t}, \bar{x})=\min _{\gamma \in \Gamma} \sum_{i, i^{\prime}=1}^{M} \frac{1}{2} \gamma_{i, i^{\prime}} \bar{x}_{i} \bar{x}_{i^{\prime}} \frac{\partial^{2} \hat{U}}{\partial x_{i} \partial x_{i^{\prime}}}(\bar{t}, \bar{x}) \\
& =\min _{\hat{Q}} \sum_{i, i^{\prime}=1}^{M} \frac{1}{2} E^{\hat{Q}}\left[\hat{Z}_{i} \hat{Z}_{i^{\prime}}\right] \bar{x}_{i} \bar{x}_{i^{\prime}} \frac{\partial^{2} \hat{U}}{\partial x_{i} \partial x_{i^{\prime}}}(\bar{t}, \bar{x}),
\end{aligned}
$$

where $\hat{Q}$ runs $\hat{\mathcal{Q}} \cap \bigcap_{i=1}^{M}\left\{\hat{Q} \in \hat{\mathcal{P}} \mid E^{\hat{Q}}\left[\hat{Z}_{i}\right]=0\right\}$.
Also, let $\hat{Q}^{(n)} \in \hat{\mathcal{Q}} \cap \bigcap_{i=1}^{M}\left\{\hat{Q} \in \hat{\mathcal{P}} \mid E^{\hat{Q}}\left[\hat{Y}_{i}^{(n)}\right]=1\right\}, n \in \mathbf{N}$ be measures that attain the minimal of

$$
\min _{\hat{Q}} \sum_{i, i^{\prime}=1}^{M} \frac{1}{2} \frac{E^{\hat{Q}}\left[\left(\hat{Y}_{i}^{(n)}-1\right)\left(\hat{Y}_{i^{\prime}}^{(n)}-1\right)\right]}{T / n} \bar{x}_{i} \bar{x}_{i^{\prime}} \frac{\partial^{2} \hat{U}}{\partial x_{i} \partial x_{i^{\prime}}}(\bar{t}, \bar{x}), \quad n \in \mathbf{N}
$$

where $\hat{Q}$ runs $\hat{\mathcal{Q}} \cap \bigcap_{i=1}^{M}\left\{\hat{Q} \in \hat{\mathcal{P}} \mid E^{\hat{Q}}\left[\hat{Y}_{i}^{(n)}\right]=1\right\}$ for each $n \in \mathbf{N}$. Note that we can naturally regard $\hat{Q}^{(n)}$ as a probability measure on $\left(\Omega, \mathcal{F}_{1}\right)$ for each $n \in \mathbf{N}$. Take $\rho^{(n)} \in \mathcal{L}_{1}$ such that $d \hat{Q}^{(n)} / d P=\rho^{(n)}\left(\cdot, Z_{1}\right)$ holds. We define $\bar{Q}^{(n)} \in \mathcal{Q}^{(n)}$ by $E\left[\left.\frac{d \bar{Q}^{(n)}}{d P} \right\rvert\, \mathcal{F}_{n}\right]=\prod_{k=1}^{n} \bar{\rho}_{k}^{(n)}\left(\cdot, Z_{k}\right)$, where $\bar{\rho}_{k}^{(n)}=\rho^{(n)}, k=$ $1,2, \ldots, n$, and $\bar{P}^{(n)}=\bar{Q}^{(n)} \circ X(\cdot ; n)^{-1}$ for $n \in \mathbf{N}$. We see that there exists a cluster point $\bar{P} \in \mathcal{P}$ of $\left\{\bar{P}^{(n)}\right\}_{n \in \mathbf{N}}$ and $d\left\langle w_{i}, w_{i^{\prime}}\right\rangle_{u}=\bar{\gamma}_{i, i^{\prime}} w_{i}(u) w_{i^{\prime}}(u) d u, \bar{P}-$ a.s., by an argument similar to that of the proof of Lemma 3.4. Then we have

$$
\begin{aligned}
& \hat{U}(\bar{t}, \bar{x})=W_{g}(\bar{t}, \bar{x})=\lim _{k \rightarrow \infty}\left(H^{(n)}\right)^{[n h / T]} W_{g}(\bar{t}+h, \cdot)(\bar{x}) \\
& \leq \limsup _{k \rightarrow \infty} E^{\bar{P}^{(n)}}\left[W_{g}\left(\bar{t}+h, \bar{x} w\left(\frac{T}{n}\left[\frac{n h}{T}\right]\right)\right]\right. \\
& =E^{\bar{P}}\left[W_{g}(\bar{t}+h, \bar{x} w(h))\right] \leq E^{\bar{P}}[\hat{U}(\bar{t}+h, \bar{x} w(h))] .
\end{aligned}
$$

Then we see by Ito's formula that

$$
\begin{equation*}
0 \leq E^{\bar{P}}\left[\int_{0}^{h}\left(\frac{\partial \hat{U}}{\partial t}+\sum_{i, i^{\prime}=1}^{M} \frac{1}{2} \bar{\gamma}_{i, i^{\prime}} x_{i} x_{i^{\prime}} \frac{\partial^{2} \hat{U}}{\partial x_{i} \partial x_{i^{\prime}}}\right)(\bar{t}+u, \bar{x} w(u)) d u\right] \tag{36}
\end{equation*}
$$

Dividing both sides by $h>0$ and letting $h \rightarrow \infty$, we have

$$
\begin{aligned}
0 & \leq\left(\frac{\partial \hat{U}}{\partial t}+\sum_{i, i^{\prime}=1}^{M} \frac{1}{2} \bar{\gamma}_{i, i^{\prime}} x_{i} x_{i^{\prime}} \frac{\partial^{2} \hat{U}}{\partial x_{i} \partial x_{i^{\prime}}}\right)(\bar{t}, \bar{x}) \\
& =\left(\frac{\partial \hat{U}}{\partial t}+\min _{\gamma \in \Gamma} \sum_{i, i^{\prime}=1}^{M} \frac{1}{2} \gamma_{i, i^{\prime}} \bar{x}_{i} \bar{x}_{i^{\prime}} \frac{\partial^{2} \hat{U}}{\partial x_{i} \partial x_{i^{\prime}}}\right)(\bar{t}, \bar{x})
\end{aligned}
$$

This completes the proof.

### 3.3. Conclusion

Now we prove Theorem 1.5, which is our main result in this paper. Take an arbitrary subsequence $(\bar{n})$ of $(n)_{n \in \mathbf{N}}$ and define $W_{f}$ as in Proposition 3.2. Using Proposition 3.2 (3), We have $\inf _{\bar{P} \in \overline{\mathcal{P}}} E^{\bar{P}}[f(x w(T-t))] \leq W_{f}(t, x)$ for $(t, x) \in[0, T] \times[0, \infty)^{M}$. On the other hand, we have the inverse inequality by Theorem A.2, Proposition A.4, and Proposition 3.2 (3). Then we have

$$
W_{f}(t, x)=\inf _{\bar{P} \in \overline{\mathcal{P}}} E^{\bar{P}}[f(x w(T-t))] .
$$

Since the subsequence $(\bar{n})$ is arbitrary, $U(t, x)=\lim _{n \rightarrow \infty}\left(H^{(n)}\right)^{n-[n t / T] T / n} f(x)$ exists for any $t \in[0, T], x \in[0, \infty)^{M}$, and equals $\inf _{\bar{P} \in \overline{\mathcal{P}}} E^{\bar{P}}[f(x w(T-t))]$. Then we see that $U$ is a viscosity solution of (13) because $U(t, x)=$ $W_{f}(t, x)=E^{\bar{P}}[f(x w(T-t))]$ is both a supersolution and subsolution. Also the uniqueness holds by Corollary A.2. Hence we have the assertion from Theorem 2.2. This completes the proof.

## Appendix A. Some remarks on a Bellman equation and viscosity solution

We recall the definition and some property of viscosity solution in this appendix. The reader also refer to [10] for detail.

Definition A.1. We say that a continuous function $U$ : $[0, T] \times$ $[0, \infty)^{M} \rightarrow \mathbf{R}$ is a viscosity supersolution (resp. subsolution) of Hamilton-Jacobi-Bellman equation (13), if

$$
\left(\frac{\partial \hat{U}}{\partial t}+\inf _{\gamma \in \Gamma} \sum_{i, i^{\prime}=1}^{M} \frac{1}{2} \gamma_{i, i^{\prime}} x_{i} x_{i^{\prime}} \frac{\partial^{2} \hat{U}}{\partial x_{i} \partial x_{i^{\prime}}}\right)(\bar{t}, \bar{x}) \leq 0(\text { resp } . \geq 0)
$$

holds for any $(\bar{t}, \bar{x}) \in[0, T] \times[0, \infty)^{M}$ and $\hat{U} \in C^{\infty}\left([0, T] \times[0, \infty)^{M}\right)$ such that $\hat{U}(\bar{t}, \bar{x})=U(\bar{t}, \bar{x})$ and $\hat{U}-U$ takes its local maximum (resp. local minimum) value 0 at $(\bar{t}, \bar{x})$. Also we say that a function $U:[0, T] \times[0, \infty)^{M} \rightarrow \mathbf{R}$ is a viscosity solution if it is both a viscosity supersolution and subsolution.

We will need the following comparison theorem for a viscosity supersolution and a subsolution due to [17].

THEOREM A.2. Let $\bar{U}$ and $\underline{U}$ be a viscosity supersolution and a subsolution of Hamilton-Jacobi-Bellman equation (13). If the following inequalities:

$$
\begin{aligned}
& \sup _{[0, T) \times[0, \infty)^{M}} \underline{U}(t, x) /\left(|x|^{2}+1\right)^{m}<\infty \\
& \inf _{[0, T) \times[0, \infty)^{M}} \bar{U}(t, x) /\left(|x|^{2}+1\right)^{m}>-\infty, \quad m>0, \\
& \underline{U}(T, x) \leq \bar{U}(T, x), \quad x \in[0, \infty)^{M}
\end{aligned}
$$

hold, then we have $\underline{U}(t, x) \leq \bar{U}(t, x),(t, x) \in[0, T) \times[0, \infty)^{M}$. In particular, the viscosity solution $U$ of Hamilton-Jacobi-Bellman equation (13) satisfying $U \in \hat{C}\left([0, \infty)^{M}: \mathbf{R}\right)$ is unique.

Before we state a proposition on Hamilton-Jacobi-Bellman equation (13), we prove a lemma.

Lemma A.3. There exists $C_{m}>0$ for each $m \in \mathbf{N}$ such that

$$
\begin{aligned}
& E^{\bar{P}}\left[\max _{u \in[0, t]}|w(u)-\mathbf{1}|^{2 m}\right] \leq C_{m} t^{m} \\
& E^{\bar{P}}\left[\max _{u \in[0, T]}|w(u)|^{2 m}\right] \leq C_{m}, t \in[0, T], \bar{P} \in \overline{\mathcal{P}}
\end{aligned}
$$

Proof. We see by Burkholder's inequality that

$$
\begin{align*}
& E^{\bar{P}}\left[\max _{u \in[0, t]}|w(u)-\mathbf{1}|^{2 m}\right] \leq c E^{\bar{P}}\left[\sum_{i=1}^{M}\left\langle w_{i}\right\rangle_{u}^{m}\right] \\
& \leq c E^{\bar{P}}\left[\left(\int_{0}^{t} \max _{\gamma \in \Gamma} \sum_{i=1}^{M} \gamma_{i i}\left|w_{i}(u)\right|^{2} d u\right)^{m}\right] \leq c \bar{\gamma}^{m} E^{\bar{P}}\left[\left(\int_{0}^{t}|w(u)|^{2} d u\right)^{m}\right]  \tag{37}\\
& \leq c t^{m} E^{\bar{P}}\left[\int_{0}^{t}|w(u)|^{2 m} d u\right] \leq c+c t^{m} E^{\bar{P}}\left[\int_{0}^{t} \max _{s \in[0, u]}|w(u)-\mathbf{1}|^{2 m} d u\right]
\end{align*}
$$

where all $c$ stand for positive numbers (not necessarily equal) which do not depend on $\bar{P} \in \overline{\mathcal{P}}$ and $t$. Then we have the assertion by Gronwall's inequality.

Let $\bar{U}(t, x)=\inf _{\bar{P} \in \overline{\mathcal{P}}} E^{\bar{P}}[\tilde{f}(x w(T-t))]$. Using Lemma A.3, We can easily see that $\bar{U} \in \hat{C}\left([0, \infty)^{M}: \mathbf{R}\right)$. Now we show the following.

Proposition A.4. $\bar{U}(t, x)$ is a viscosity supersolution of (13).
Proof. First we denote by $\Lambda$ a set of control which is composed of pairs $\left\{\left(\Omega, \mathcal{F}, P ;\left\{\mathcal{F}_{t}\right\}_{t \in[0, T]}\right), X\right\}$ such that the following satisfied:

$$
\left(\Omega, \mathcal{F}, P ;\left\{\mathcal{F}_{t}\right\}_{t \in[0, T]}\right) \text { is a filtered probability space, }
$$

$X=\left(X_{1}, X_{2}, \ldots, X_{M}\right)$ is a continuous positive martingale with respect to $\left\{\mathcal{F}_{t}\right\}_{t \in[0, T]}$ under $P$,

$$
P\left(X_{i}(0)=1, i=1,2, \ldots, M\right)=1
$$

$\left\langle X_{i}, X_{i^{\prime}}\right\rangle, i, i^{\prime} \in\{1,2, \ldots, M\}$ are absolutely continuous with respect to Lebesgue measure, and

$$
\begin{equation*}
\left(\frac{1}{X_{i}(u) X_{i^{\prime}}(u)} \frac{d\left\langle X_{i}, X_{i^{\prime}}\right\rangle}{d t}(u)\right)_{i, i^{\prime}=1,2, \ldots, M} \in \Gamma, u \in[0, T], P \text { a.s. } \tag{38}
\end{equation*}
$$

We define $Q_{t} g(x), \quad t \in[0, T), x \in[0, \infty)^{M}$, and $g \in \bar{C}\left([0, \infty)^{M}: \mathbf{R}\right)$ by

$$
\begin{equation*}
Q_{t} g(x)=\inf _{\bar{P} \in \overline{\mathcal{P}}} E^{\bar{P}}[g(x w(t))] \tag{39}
\end{equation*}
$$

Then we can easily see that $Q_{t} g(x)=\inf _{\lambda \in \Lambda} E^{P}\left[g\left(x X_{t}\right)\right]$ since $P X^{-1} \in \overline{\mathcal{P}}$.
Step 1. We show that $Q_{t+t^{\prime}} g(x) \geq Q_{t} Q_{t^{\prime}} g(x), t, t^{\prime} \in[0, T], x \in$ $[0, \infty)^{M}$. We define a filtration $\left\{\hat{\mathcal{B}}_{u}\right\}_{u \in[0, T]}$ on $\left(C[0, \infty)^{M}, \mathcal{B}\left[C[0, \infty)^{M}\right]\right)$ and a $M$-dimensional $\left\{\hat{\mathcal{B}}_{u}\right\}$-adapted process $\hat{X}_{u}=\left(\hat{X}_{1, u}, \hat{X}_{2, u}, \ldots, \hat{X}_{M, u}\right), \quad u \in$ $[0, T]$, by

$$
\begin{aligned}
& \hat{\mathcal{B}}_{u}= \begin{cases}\mathcal{B}_{t+u}, & 0 \leq u \leq T-t \\
\mathcal{B}_{T}, & T-t<u \leq T\end{cases} \\
& \hat{X}_{i, u}(w)= \begin{cases}w_{i}(t+u) / w_{i}(t), & 0 \leq u \leq T-t \\
w_{i}(T) / w_{i}(t), & T-t<u \leq T\end{cases}
\end{aligned}
$$

Since $\left(C[0, \infty)^{M}, \mathcal{B}\left[C[0, \infty)^{M}\right], \bar{P}\right)$ is standard probability space for each $\bar{P} \in \overline{\mathcal{P}}$, there exists a regular conditional measure $\bar{P}_{t}(w, B): C[0, \infty)^{M} \times$ $\mathcal{B}\left[C[0, \infty)^{M}\right] \rightarrow[0,1], \quad t \in[0, t]$. Then we can easily see that

$$
\left(\left(C[0, \infty)^{M}, \mathcal{B}\left[C[0, \infty)^{M}\right], \bar{P}_{t}(w, \cdot) ;\left\{\hat{\mathcal{B}}_{u}\right\}_{u \in[0, T]}\right), \hat{X}\right) \in \Lambda
$$

and

$$
\begin{aligned}
& E^{\bar{P}}\left[g\left(x w\left(t+t^{\prime}\right)\right)\right]=E^{\bar{P}}\left[E^{\bar{P}}\left[g\left(x w\left(t+t^{\prime}\right)\right) \mid \mathcal{B}_{t}\right]\right] \\
& =E^{\bar{P}}\left[\int g\left(x w\left(t^{\prime}\right) \hat{X}_{t^{\prime}}\right) \hat{P}_{t}\left(w, d w^{\prime}\right)\right] \geq E^{\hat{P}}\left[Q_{t^{\prime}} g(x w(t))\right] \geq Q_{t} Q_{t^{\prime}} g(x)
\end{aligned}
$$

for $\bar{P} \in \overline{\mathcal{P}}$. Hence we have the assertion.
Step 2. Take $(\bar{t}, \bar{x}) \in[0, T) \times[0, \infty)^{M}$ and fix it. Let $\hat{U} \in C^{\infty}([0, T] \times$ $[0, \infty)^{M}$ ) be a function such that $\hat{U}(\bar{t}, \bar{x})=\bar{U}(\bar{t}, \bar{x})$ and $\hat{U} \leq \bar{U}$ on some neighbourhood $V$ of $(\bar{t}, \bar{x})$ hold. We may assume that $\hat{U}(t, x) \leq \bar{U}(t, x)$ and,

$$
\begin{equation*}
|\hat{U}(t, x)|+\left|\frac{\partial \hat{U}}{\partial t}(t, x)\right|+\sum_{i, i^{\prime}}\left|x_{i} x_{i^{\prime}} \frac{\partial^{2} \hat{U}}{\partial x_{i} \partial x_{i^{\prime}}}(t, x)\right| \leq K\left(1+|x|^{2 m}\right) \tag{40}
\end{equation*}
$$

for any $(t, s) \in[0, T] \times[0, \infty)$, because $\bar{U} \in \hat{C}\left([0, \infty)^{M}: \mathbf{R}\right)$.
From here to the end of this proof, $c>0$ will stand for positive numbers (not necessarily equal) which do not depend on $\bar{P} \in \overline{\mathcal{P}}, t \in[0, T], \gamma \in \Gamma$, and $R>0$. First we claim that there exists $M(R)>0$ for each $R>0$ such that $M(R)$ does not depend on $\bar{P} \in \overline{\mathcal{P}}, t \in[0, T], \gamma \in \Gamma$, and

$$
\begin{aligned}
& \left\lvert\, E^{\bar{P}}\left[\int_{0}^{t-\bar{t}} \frac{\partial \hat{U}}{\partial t}(\bar{t}+u, \bar{x} w(u)) d u\right.\right. \\
& \left.\quad+\int_{0}^{t-\bar{t}} \sum_{i, i^{\prime}=1}^{M} \frac{1}{2} \bar{x}_{i} \bar{x}_{i^{\prime}} \frac{\partial^{2} \hat{U}}{\partial x_{i} \partial x_{i^{\prime}}}(\bar{t}+u, \bar{x} w(u)) d\left\langle w_{i}, w_{i^{\prime}}\right\rangle_{u}\right] \\
& \left.-\left\{\frac{\partial \hat{U}}{\partial t}(\bar{t}, \bar{x})(t-\bar{t})+E^{\bar{P}}\left[\sum_{i, i^{\prime}=1}^{M} \frac{1}{2} \bar{x}_{i} \bar{x}_{i^{\prime}} \frac{\partial^{2} \hat{U}}{\partial x_{i} \partial x_{i^{\prime}}}(\bar{t}, \bar{x})\left\langle w_{i}, w_{i^{\prime}}\right\rangle_{t-\bar{t}}\right]\right\} \right\rvert\, \\
& \leq \frac{c(t-\bar{t})}{R}+c M(R)(t-\bar{t})^{3 / 2}
\end{aligned}
$$

for $t>\bar{t}$. To show this claim, we estimate

$$
\begin{align*}
I_{1} & +I_{2} \\
= & E^{\bar{P}}\left[\left|\int_{0}^{t-\bar{t}} \sum_{i, i^{\prime}=1}^{M} \frac{1}{2} \bar{x}_{i} \bar{x}_{i^{\prime}} F_{i i^{\prime}}(u, w) d\left\langle w_{i}, w_{i^{\prime}}\right\rangle_{u}\right| 1_{\left\{\max _{u \in[0, t-t]}|w(u)|>R\right\}}\right] \\
& +E^{\bar{P}}\left[\left|\int_{0}^{t-\bar{t}} \sum_{i, i^{\prime}=1}^{M} \frac{1}{2} \bar{x}_{i} \bar{x}_{i^{\prime}} F_{i i^{\prime}}(u, w) d\left\langle w_{i}, w_{i^{\prime}}\right\rangle_{u}\right| 1_{\left\{\max _{u \in[0, t-\bar{t}]}|w(u)| \leq R\right\}}\right], \tag{41}
\end{align*}
$$

where $F_{i, i^{\prime}}(u, w)=\frac{\partial^{2} \hat{U}}{\partial x_{i} \partial x_{i^{\prime}}}(\bar{t}+u, \bar{x} w(u))-\frac{\partial^{2} \hat{U}}{\partial x_{i} \partial x_{i^{\prime}}}(\bar{t}, \bar{x}), i, i^{\prime}=1,2, \ldots, M$, $R>0, \bar{P} \in \overline{\mathcal{P}}$, and

$$
\begin{align*}
J_{1}+J_{2}= & E^{\bar{P}}\left[\int_{0}^{t-\bar{t}}|G(u, w)| d u 1_{\left\{\max _{u \in[0, t-\bar{t}]}|w(u)|>R\right\}}\right] \\
& +E^{\bar{P}}\left[\int_{0}^{t-\bar{t}}|G(u, w)| d u 1_{\left\{\max _{u \in[0, t-t]}|w(u)| \leq R\right\}}\right] \tag{42}
\end{align*}
$$

where $G(u, w)=\frac{\partial \hat{U}}{\partial t}(\bar{t}+u, \bar{x} w(u))-\frac{\partial \hat{U}}{\partial t}(\bar{t}, \bar{x}), \quad R>0, \bar{P} \in \overline{\mathcal{P}}$. We have the claim by Lemma A.3, Hölder's inequality, Tchebychev's inequality, Burkholder's inequality, and Lipschitz continuity of all derivatives of $\hat{U}$ on a bounded interval. Also we have

$$
\begin{aligned}
& \left\lvert\, E^{\bar{P}}\left[\int_{0}^{t-\bar{t}}\left(\min _{\gamma \in \Gamma} \sum_{i, i^{\prime}=1}^{M} \frac{1}{2} \gamma_{i i^{\prime}} \bar{x}_{i} \bar{x}_{i^{\prime}} \frac{\partial^{2} \hat{U}}{\partial x_{i} \partial x_{i^{\prime}}}(\bar{t}, \bar{x}) w_{i}(u) w_{i^{\prime}}(u)\right) d u\right]\right. \\
& \quad-(t-\bar{t})\left(\min _{\gamma \in \Gamma} \sum_{i, i^{\prime}=1}^{M} \frac{1}{2} \gamma_{i i^{\prime}} \bar{x}_{i} \bar{x}_{i^{\prime}} \frac{\partial^{2} \hat{U}}{\partial x_{i} \partial x_{i^{\prime}}}(\bar{t}, \bar{x})\right)|\leq c| t-\left.\bar{t}\right|^{3 / 2}
\end{aligned}
$$

by Lemma A. 3 and Hölder's inequality.
Step 3. We see by Ito's formula that

$$
\begin{aligned}
& \hat{U}(\bar{t}, \bar{x})=\bar{U}(\bar{t}, \bar{x})=Q(T-\bar{t}) \tilde{f}(\bar{t}, \bar{x}) \\
& \geq Q(t-\bar{t}) Q(T-\bar{t}) \tilde{f}(x)=Q(t-\bar{t}) \bar{U}(t, \cdot)(x)
\end{aligned}
$$

$$
\begin{aligned}
= & \inf _{\bar{P} \in \overline{\mathcal{P}}} E^{\bar{P}}[\bar{U}(t, \bar{x} w(t-\bar{t}))] \geq \inf _{\bar{P} \in \overline{\mathcal{P}}} E^{\bar{P}}[\hat{U}(t, \bar{x} w(t-\bar{t}))] \\
=\hat{U}(\bar{t}, \bar{x})+\inf _{\bar{P} \in \overline{\mathcal{P}}} E^{\bar{P}}[ & \int_{0}^{t-\bar{t}} \frac{\partial \hat{U}}{\partial t}(\bar{t}+u, \bar{x} w(u)) d u \\
& \left.+\int_{0}^{t-\bar{t}} \sum_{i, i^{\prime}=1}^{M} \frac{1}{2} \bar{x}_{i} \bar{x}_{i^{\prime}} \frac{\partial^{2} \hat{U}}{\partial x_{i} \partial x_{i^{\prime}}}(\bar{t}+u, \bar{x} w(u)) d\left\langle w_{i}, w_{i^{\prime}}\right\rangle_{u}\right]
\end{aligned}
$$

Then we have

$$
\begin{aligned}
0 \geq & -c(M(R)+1)(t-\bar{t})^{3 / 2}-\frac{c(t-\bar{t})}{R}+\frac{\partial \hat{U}}{\partial t}(\bar{t}, \bar{x})(t-\bar{t}) \\
& +(t-\bar{t})\left(\min _{\gamma \in \Gamma} \sum_{i, i^{\prime}=1}^{M} \frac{1}{2} \gamma_{i i^{\prime}} \bar{x}_{i} \bar{x}_{i^{\prime}} \frac{\partial^{2} \hat{U}}{\partial x_{i} \partial x_{i^{\prime}}}(\bar{t}, \bar{x})\right), \quad \bar{t}<t \leq T, R>0
\end{aligned}
$$

by the consequence of step 2 . Dividing both sides of the above inequality by $t-\bar{t}>0$ and letting $t \rightarrow \bar{t}$, we have

$$
0 \geq-\frac{c}{R}+\frac{\partial \hat{U}}{\partial t}(\bar{t}, \bar{x})+\min _{\gamma \in \Gamma} \sum_{i, i^{\prime}=1}^{M} \frac{1}{2} \gamma_{i i^{\prime}} \bar{x}_{i} \bar{x}_{i^{\prime}} \frac{\partial^{2} \hat{U}}{\partial x_{i} \partial x_{i^{\prime}}}(\bar{t}, \bar{x})
$$

for all $R>0$. Hence we have the assertion. This completes the proof.
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