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Large Deviation Principles for a Type of

Diffusion Processes on Euclidean Space

By Song Liang

Abstract. We consider a class of diffusion processes on Euclidean
spaces, with the drift terms not weaker than linear order. We show
large deviation principles for empirical distributions of positions for
pinned processes under some explicit conditions in terms of the coef-
ficients of the generator. Such a problem was discussed by Donsker-
Varadhan [2] under some implicit conditions.

1. Introduction

Consider the stochastic differential equation (SDE) on Euclidean space

Rd given by

dX i
t =

d∑
j=1

σij(Xt)dB
j
t + bi(Xt)dt, i = 1, · · · , d,(1.1)

where (B1
t , · · · , Bd

t ) is a d-dimensional Brownian motion. We assume that

the coefficients σ = (σij)
d
i,j=1 and b = (b1, · · · , bd) satisfy the following:

(A1) σ ∈ C∞
b (Rd;Rd2

) and a = σtσ is uniformly elliptic, i.e., there exist

c1, c2 > 0 such that

c1

d∑
i=1

ξ2
i ≤

d∑
i,j=1

aij(x)ξiξj ≤ c2

d∑
i=1

ξ2
i , for all x, ξ ∈ Rd.

(A2) b ∈ C∞(Rd;Rd) and there exists a c3 > 0 such that

d∑
i,j=1

ξiξj∇ibj(x) ≤ c3

d∑
i=1

ξ2
i , for all x, ξ ∈ Rd.
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(A3) There exist c4, c5 > 0 such that x · b(x) ≤ c4 − c5|x|2 for any x ∈ Rd.

Let Px denote the distribution of the solution of (1.1) withX0 = x. Then

(Px, Xt) is the diffusion with generator L0 = 1
2

∑d
i,j=1 aij

∂2

∂xi∂xj
+ b · ∇. We

will prove that (Px, Xt) has a unique invariant probability µ and Pt(x, dy) :=

Px(Xt ∈ dy) has a positive smooth density with respect to µ. (See Corollary

2.2 and Lemma 2.3). So we can define the pinned measure Px( ·
∣∣∣Xt = y)

for all t > 0 and x, y ∈ Rd.

For t > 0, let Lt = 1
t

∫ t
0 δXsds, where δ· denotes the delta measure. Let

µx,yt be the probability given by

µx,yt (A) = Px(Lt ∈ A
∣∣∣Xt = y).

Since the diffusion (Px, Xt) has a unique invariant probability µ, we see

by the ergodic theorem that µx,yt converges to δµ as t → ∞ weakly in

℘(Rd), where ℘(Rd) is the metric space consisting of all probabilities on Rd

endowed with the Prohorov metric.

We say that µx,yt satisfies the large deviation principle (LDP) with rate

function I if I is lower semi-continuous and

− inf
A0

I ≤ lim inf
t→∞

1

t
logµx,yt (A) ≤ lim sup

t→∞

1

t
logµx,yt (A) ≤ − inf

A
I

for any A ∈ B(℘(Rd)). Here B(·) is the Borel σ-field of · , and A0 and A

means the interior and the closure of A, respectively. I is said be to a good

rate function if, in addition, {ν ∈ ℘(Rd); I(ν) ≤ �} is compact in ℘(Rd) for

all � ≥ 0.

Theorem 1.1. µx,yt satisfies the LDP with rate function I given by

I(ν) = sup
{
−
∫
Rd

L0u

u
dν;u ∈ C∞(Rd), u > 0,

L0u

u
is bounded

}
,

ν ∈ ℘(Rd),

for any x, y ∈ Rd, and I is a good rate function.

The condition (A3) implies that the drift has an enough effect to at-

tract the process toward the origin, which guarantees the existence of the
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invariant probability. We do not know if (A3) is optimal or not. The

following example shows that the existence of an invariant probability is

not sufficient for the LDP with good rate function: let d = 1, a = 1

and b(x) = −(1 + |x|2)−1/2x. Then the only candidate for the rate func-

tion is not a good rate function. Actually, the invariant probability is

π(dx) = const × e−(1+|x|2)−1/2
dx, and the rate function, if exists, is the

entropy function I given by I(f2dπ) =
∫
|∇f |2dπ for f2dπ ∈ ℘(R), which

does not have compact level sets. (See, for example, Deuschel-Stroock [3]).

The LDP problem for compact state spaces is initiated by the celebrated

work Donsker-Varadhan [1]. As for non-compact state spaces, Donsker-

Varadhan [2] considered the same problem for Markov processes on com-

plete separable metric spaces. They showed the LDP under some technical

assumptions. Especially, to get the upper bound, they need the following

condition:

(D-V) There exist a function V (x) and a sequence {un;n ∈ N} ⊂
C2(Rd) such that

(1) {x ∈ Rd : V (x) ≥ �} is a compact set for any � ∈ R∪{+∞},
(2) un(x) ≥ 1 for all n ∈ N and all x ∈ Rd,

(3) supx∈W supn∈N un(x) <∞ for each compact set W ⊂ Rd,

(4) limn→∞
(
L0un
un

)
(x) = V (x) for each x ∈ Rd,

(5) supn∈N,x∈Rd

(
L0un
un

)
(x) <∞.

We remark that, although Donsker-Varadhan [2] checked that the

Ornstein-Uhlenbeck process satisfies (D-V), it is not easy to prove (D-V)

for diffusions given by SDEs in general. Our purpose is to give an explicit

condition for the LDP in terms of the coefficients of SDEs.

We remark that (D-V) follows from the following (see Appendix):

(A3’) There exist constants c4, c5, c6 > 0 and γ2 ≥ γ1 > 1 satisfying γ2 <

2γ1 − 1 such that x · b(x) ≤ c4 − c5|x|γ1+1 and |b(x)| + |∇b(x)| ≤
c6(1+ |x|γ2) for any x ∈ Rd, where ∇b(x) is the matrix ( ∂

∂xi
bj(x))di,j=1.

The condition (A3’) is more rigid than (A3) and excludes the Ornstein-

Uhlenbeck process. It seems hard to deduce (D-V) from (A3). So we develop

a new technique to prove the LDP under (A3).
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It is standard to use spectral decomposition and measure change to prove

the LDP. Unfortunately, one can not carry out these on Cb(R
d) (see Remark

2). To overcome this difficulty, we introduce new spaces

B0
α := {f ∈ C(Rd); ‖f‖B0

α
:= sup

x∈Rd

(1 + |x|2)−α
2 |f(x)| <∞}, α ≥ 0.

Considering P c
t f(x) = EPx [e

∫ t
0 c(Xs)dsf(Xt)] on B0

α in stead of Cb(R
d) en-

ables us to use the spectral decomposition and the measure change argument

(see Section 2 and Section 3 for the details).

The organization of the paper is as follows: In Section 2 we will show

the boundedness of {Pt}t≥0 on B0
α and give some basic facts. In Section 3

we will discuss measure changes. In Section 4 we will proof the exponential

tightness of {µx,yt }t≥0. The proof of Theorem 1.1 will be given in Sections 5

and 6.

Acknowledgments. The author would like to express her deepest grat-

itude to Professor Shigeo Kusuoka and Professor Hirofumi Osada for their

helpful suggestions and advice. She also thank the referee for useful com-

ments.

2. Boundedness of Pt

Define ψ(x) = (1 + |x|2) 1
2 , x ∈ Rd. For any α ∈ R, let K1

α =
2c4+c2d+(α−2)+c2

2c5
and K2

α = 2α/2
(
1 + (K1

α)α/2
)
. Our main result of this

section is the following:

Lemma 2.1. For any α ≥ 2, x ∈ Rd and t > 0,

EPx [|Xt|α]
2
α ≤ max

{
e−2c5t|x|2 +K1

α(1− e−2c5t),K1
α

}
.(2.1)

ψ−αPtψ
α ≤ K2

α.(2.2)
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Proof. By Ito’s formula and (1.1), we have for any α ≥ 2

d|Xt|α = α|Xt|α−2
d∑

i,j=1

Xi
tσij(Xt)dB

j
t(2.3)

+
(
α|Xt|α−2Xt · b(Xt) +

α

2
|Xt|α−2tra(Xt)

+
1

2
α(α− 2)|Xt|α−4

d∑
i,j=1

Xi
tX

j
t aij(Xt)

)
dt.

Let vα,x(t) = EPx [|Xt|α]. Then (2.3) together with (A1) and (A3) implies

d

dt

(
vα,x(t)

2
α

)
≤ (2c4+c2d+(α−2)c2)−2c5vα,x(t)

2
α = 2c5

(
K1
α − vα,x(t)

2
α

)
.

Solving this and noting that vα,x(0) = |x|α, we obtain (2.1). (2.2) is imme-

diate from (2.1). �

Lemma 2.1 gives us the tightness of {Pt(y, ·)}t≥0, which combined with

the positivity of the transition probability yields the following:

Corollary 2.2. The diffusion process (Px, Xt) has a unique invariant

probability µ, which has all moments finite.

By Kusuoka-Liang [5], we deduce from (A1) and (A2) the following

Lemma 2.3 Pt(x, dy) = Px(Xt ∈ dy) has a smooth positive density

pt(x, y) with respect to µ, and

sup
x∈Rd,|y|≤r

pt(x, y) <∞, for any r, t > 0.

3. Measure Changes

For ϕ ∈ Cb(R
d) define the transition kernel {Pϕ

t }t≥0 by

Pϕ
t (x,A) = EPx

[
exp(

∫ t

0
ϕ(Xu)du)1A(Xt)

]
, x ∈ Rd, A ∈ E(Rd), t ≥ 0.
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We use the same symbol {Pϕ
t }t≥0 to denote the corresponding semi-group.

When ϕ = 0, we write Pϕ
t as Pt for the sake of simplicity.

We have by (2.2) that, if α ≥ 2, then {ψ−αPϕ
t ψ

α}t≥0 is a semi-group

on Cb(R
d), whose infinitesimal generator is L0 + αA · ∇ + Bα + ϕ, where

A =
(
ψ−1

∑d
i=1 aij∇iψ

)d
i,j=1

and Bα(x) = ψ(x)−αL0ψ
α(x). By assump-

tion, lim sup|x|→∞Bα(x) ≤ −c5α. So there exists an α = α(ϕ) ≥ 2 such

that lim sup|x|→∞Bα(x) + ϕ(x) + ||ϕ||∞ ≤ −c5.
We have by (2.2) that ψ−α(ϕ)Pϕ

t ψ
α(ϕ) maps Cb(R

d) to Cb(R
d) for any

t > 0 and

||ψ−α(ϕ)Pϕ
t ψ

α(ϕ)||op ≤ et||ϕ||∞Cα(ϕ),(3.1)

where ‖ · ‖op means ‖ · ‖Cb(Rd)→Cb(Rd). Also,

||ψ−α(ϕ)Pϕ
t ψ

α(ϕ)||op ≥ ψ−α(ϕ)(0)Pϕ
t ψ

α(ϕ)1(0) ≥ e−t||ϕ||∞ .

So its logarithmic spectral radius Λϕ = limt→∞
1
t log ||ψ−α(ϕ)Pϕ

t ψ
α(ϕ)||op on

Cb(R
d) is well-defined and satisfies |Λϕ| ≤ ||ϕ||∞. Let

Qϕ
t = e−Λϕtψ−α(ϕ)Pϕ

t ψ
α(ϕ).(3.2)

Then by (3.1) and |Λϕ| ≤ ||ϕ||∞ we have

sup
0≤s≤t

‖Qϕ
s ‖op <∞, for all t ∈ [0,∞).(3.3)

We remark that the infinitesimal generator of Qϕ
t is L0 + α(ϕ)A · ∇ +

Bα(ϕ) +ϕ−Λϕ. lim sup|x|→∞Bα(ϕ)(x) +ϕ(x)−Λϕ ≤ −c5 by the definition

of α(ϕ) and Λϕ. So there exist two functions Bϕ
1 , B

ϕ
2 ∈ C(Rd) such that

Bα(ϕ) + ϕ− Λϕ = Bϕ
1 + Bϕ

2 , Bϕ
1 (x)→ 0 as |x| → ∞, and Bϕ

2 (x) ≤ −c5 for

any x ∈ Rd. We have

Qϕ
t = Qϕ,1

t +

∫ t

0
Qϕ
t−sB

ϕ
1Q

ϕ,1
s ds, for any t > 0,(3.4)

where Qϕ,1
t is the semi-group with generator L0 + α(ϕ)A · ∇+Bϕ

2 .

Lemma 3.1. (1) ‖Qϕ,1
t ‖op ≤ e−c5t for any t > 0,

(2) Qϕ,1
t has a continuous density qϕ,1t (x, y) with respect to µ for any t > 0,
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(3) for any φ ∈ Cb(R
d) satisfying φ(x)→ 0 as |x| → ∞, φQϕ,1

s is a compact

operator for any s > 0.

Proof. Let {Q̃ϕ,1
t }t≥0 be the semi-group corresponding to L0+α(ϕ)A·

∇. Then ||Q̃ϕ,1
t ||op ≤ 1 and Qϕ,1

t ≤ e−c5tQ̃ϕ,1
t , which yields assertion (1).

(2) and (3) follow from a routing argument. �

Notice that the set of compact operators is closed with respect to Rie-

mann integral. Therefore, by Bϕ
1 (x) → 0(as |x| → ∞) and (3.3), Lemma

3.1 implies the following:

Lemma 3.2.
∫ t
0 Q

ϕ
t−sB

ϕ
1Q

ϕ,1
s ds is a compact operator for any t > 0.

Lemma 3.1 and (3.4) give us the following.

Lemma 3.3. For any ϕ ∈ Cb(R
d), there exist N ∈ N, λ1, · · · , λN ∈

C with �λi = 0, i = 1, · · · , N , finite dimensional spectral projections

E1, · · · , EN and a semi-group {Q̃ϕ
t }t≥0 on Cb(R

d) such that ||Q̃ϕ
t ||op → 0

exponentially fast as t → ∞, E1, · · · , EN and Q̃ϕ
t are orthogonal to each

other and

Qϕ
t =

N∑
i=1

eλit


1 t t2

2! · · · tni−2

(ni−2)!
tni−1

(ni−1)!

0 1 t · · · tni−3

(ni−3)!
tni−2

(ni−2)!

· · · · · · · · · · · · · · · · · ·
0 0 0 · · · 1 t

0 0 0 · · · 0 1

Ei + Q̃ϕ
t(3.5)

as operators on Cb(R
d), where ni is the dimension of Ei, i = 1, · · · , N .

We refer to [4] for the definitions of the spectral projections and orthog-

onal.

Proof. By using the same method as in the proof of [5, Proposition

5.4] and the paragraph following it, there exist N ∈ N, λ1, · · · , λN ∈ C and

corresponding finite dimensional spectral projections E1, · · · , EN such that

1. Qϕ
t Ei = EiQ

ϕ
t for all t > 0 and i = 1, · · · , N , and

2. ||Qϕ
t −

∑N
i=1Q

ϕ
t Ei||op → 0 exponentially as t→∞.
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As a semi-group on Ei(Cb(R
d)), Qϕ

t

∣∣∣
Ei(Cb(Rd))

is uniformly continuous.

Therefore, by [4, Theorem VIII.1.2], there exists a bounded operator Ai

such that

Qϕ
t

∣∣∣
Ei(Cb(Rd))

= etAi .

The spectrum of Ai is λi. So by taking an orthonormal base of Ei(Cb(R
d))

suitably, and by dividing Ei(Cb(R
d)) into perpendicular parts if necessary,

we may and do assume that

Ai =


λi 1 0 · · · 0

0 λi 1 · · · 0

· · · · · · · · · · · · · · ·
0 0 · · · λi 1

0 0 · · · 0 λi

 .

Hence

Qϕ
t

∣∣∣
Ei(Cb(Rd))

= eλit


1 t t2

2! · · · tni−2

(ni−2)!
tni−1

(ni−1)!

0 1 t · · · tni−3

(ni−3)!
tni−2

(ni−2)!

· · · · · · · · · · · · · · · · · ·
0 0 0 · · · 1 t

0 0 0 · · · 0 1

 . �

Let C∞(Rd) denote the set of the continuous functions that converge to

0 at ∞.

Lemma 3.4. (1) Qϕ
t maps C∞(Rd) into C∞(Rd),

(2) E1, · · · , EN map C∞(Rd) into C∞(Rd).

Proof. Choose any f ∈ C∞(Rd) and fix it. For any ε > 0, there

exists a R > 0 such that |f(y)| ≤ ε for |y| > R. So by (3.2),

Qϕ
t f(x) ≤ e2t||ϕ||∞

(
ψ−α(ϕ)(x)EPx

[
ψα(ϕ)(Xt); |Xt| ≤ R

]
||f ||∞

+ψ−α(ϕ)(x)EPx

[
ψα(ϕ)(Xt)f(Xt); |Xt| > R

] )
≤ e2t||ϕ||∞

(
||f ||∞ψα(ϕ)(R)ψ−α(ϕ)(x)

+εψ−α(ϕ)(x)EPx

[
ψα(ϕ)(Xt)

])
.
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By Lemma 2.1, ψ−α(ϕ)(x)EPx
[
ψα(ϕ)(Xt)

]
, x ∈ Rd, is bounded, which com-

pletes the proof of assertion (1). Assertion (2) follows from (1) and the

definition of Ei, i = 1, · · · , N . �

Lemma 3.5. Let n1, · · · , nN be the ones defined in Lemma 3.3. Then

ni = 1 for any i ∈ {1, · · · , N} with Ei(C∞(Rd)) �= {0}. Therefore, there

exist bounded linear functionals a1, · · · , aN and f1, · · · , fN ∈ C∞(Rd) such

that ai(fj) = δij, Q̃
ϕ
t fi = 0 for i, j = 1, · · · , N and

Qϕ
t f =

N∑
i=1

eλitai(f)fi + Q̃ϕ
t f, for any f ∈ C∞(Rd).

Proof. Let n = max{n1, · · · , nN}. Without loss of generality, we may

and do assume that n = n1. Let a = 2π
−iλ1

.

We first show that there exists a g̃ ∈ C∞(Rd,R+) such that Qϕ
a g̃ = g̃.

Since 1
m

∑m
k=1 e

ibk converges as m→∞ for any b ∈ R, we have by Lemma

3.4 that for any f ∈ C∞(Rd), 1
m

∑m
k=1(ak)

−nQϕ
akf converges in C∞(Rd) as

n→∞. Define the operator A : C∞(Rd)→ C∞(Rd) by

Af = lim
m→∞

1

m

m∑
k=1

(ak)−nQϕ
akf, f ∈ C∞(Rd).

Af ≥ 0 for any f ≥ 0, and there exists a g ∈ C∞(Rd) such that Ag �= 0.

So A|g| ≥ |Ag| ≥ 0 and A|g| ≡/ 0. By definition Qϕ
aA = AQϕ

a = A, so

Qϕ
aA|g| = A|g|, which implies that A|g|(x) > 0 for any x ∈ Rd. Therefore,

we have found a g̃ = A|g| ∈ C∞(Rd,R+) such that Qϕ
a g̃ = g̃.

Let C0(R
d) denote the set of continuous functions with compact sup-

port. For any f ∈ C0(R
d), since g̃(x) > 0 for any x ∈ Rd, there exists

a constant cf > 0 such that |f | ≤ cf g̃. Notice that by Lemma 3.4, c7 :=

supt∈(0,a] ||Qtg̃||∞ < ∞. For any t > 0, let t̃ = inf{s > 0; a|(t− s)} ∈ (0, a].

Since the operator Qϕ
t is monotone nondecreasing, we have that

Qϕ
t |f | ≤ cfQ

ϕ
t g̃ = cfQ

ϕ

t̃
g̃ ≤ cfc7.

i.e., Qϕ
t |f |, t > 0, is bounded. This is true for any f ∈ C0(R

d). Therefore,

ni must be 1 for any i = 1, · · · , N with Eϕ
i C0(R

d) �= {0}. In other words,
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for any i = 1, · · ·N with ni �= 1, we must have Eϕ
i C0(R

d) = {0}. Since the

operator Eϕ
i is bounded and C0(R

d) is dense in C∞(Rd), this implies that

Eϕ
i C∞(Rd) = {0}. This gives us our first assertion.

The others are now easy. �

Lemma 3.6. There exist a hϕ ∈ C∞(Rd) and a probability νϕ such that

supp(νϕ) = Rd, {Qϕ
t }t>0 is invariant under νϕ and

Qϕ
t f = hϕ

∫
Rd

fdνϕ + Q̃ϕ
t f, for any f ∈ Cb(R

d),

where Q̃ϕ
t is the same as in Lemma 3.3. Q̃ϕ

t is orthogonal to hϕ〈·, dνϕ〉,
hence hϕ is the only positive eigenfunction of Qϕ

t .

Proof. For i = 1, · · · , N , let fi ∈ C∞(Rd) be the eigenfunction cor-

responding to λi, as given in Lemma 3.5. Then Qϕ
t |fi| ≥ |fi|. So by Lemma

3.5, 1
T

∫ T
0 Qϕ

t |fi|dt converges in C∞(Rd) to a non-trivial limit as T → ∞.

Write the limit as f̃i. So Qϕ
t f̃i = f̃i. Let h =

∑N
i=1 f̃i. Then Qϕ

t h = h

for any t > 0. So h ≥ 0 and h ≡/ 0 imply that h(x) > 0 for any x ∈ Rd.

Choose a x ∈ Rd and fix it. We have that 1
T

∫ T
0 Qϕ

t h(x)dt = h(x) > 0. Let

Br = {y; |y| ≤ r}, r > 0. Then

1

T

∫ T

0
Qϕ
t (x,Br) ≤

h(x)

infBr h
<∞, for any r > 0.(3.6)

On the other hand, h1Bc
r
→ 0 in C∞(Rd) as r →∞, hence Qϕ

t (h1Bc
r
) =∑N

i=1 e
λitai(h1Bc

r
)+Q̃ϕ

t (h1Bc
r
)→ 0 uniformly in t > 0 as r →∞. Therefore,

there exists a r0 > 0 such that for any r > r0, supt>0Q
ϕ
t (h1Bc

r
)(x) <

h(x)
2 , hence 1

T

∫ T
0 Qϕ

t (h1Br)(x)dt = 1
T

∫ T
0 Qϕ

t h(x)dt− 1
T

∫ T
0 Qϕ

t (h1Bc
r
)(x)dt >

h(x)
2 > 0. So

1

T

∫ T

0
Qϕ
t (x,Br) >

h(x)

2 supBr
h
> 0, for any r > r0.(3.7)

(3.6) and (3.7) give us that 1
T

∫ T
0 Qϕ

t (x, dy)dt converges to a non-trivial

measure. Write the limit as νϕ. It is obvious that {Qϕ
t } is νϕ-invariant. So

suppνϕ = Rd.
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Notice that f1, · · · , fN are all integrable with respect to νϕ. Also, for

any f ∈ C∞(Rd), we have by the definition of Q̃ϕ
t that 1

T

∫ T
0 Qϕ

s Q̃
ϕ
t f(x)ds =

1
T

∫ T
0 Q̃ϕ

t+sf(x)ds→ 0 as T →∞. Therefore, Q̃ϕ
t f is integrable with respect

to νϕ and
∫
Rd Q̃

ϕ
t fdν

ϕ = 0 for any f ∈ C∞(Rd) and t > 0.

For i = 1, · · · , N , we have Qϕ
t fi = eλitfi. If fi could not be written

as a complex number times a positive valued function, then Qϕ
t |fi| ≥ |fi|

and the equality does not always holds. Since suppνϕ = Rd, this implies

that
∫
Rd Q

ϕ
t |fi|dνϕ >

∫
Rd |fi|dνϕ, which contradicts with the fact that Qϕ

t is

νϕ-invariant. Therefore, by ignoring the constant times, any eigenfunction

must be in C∞(Rd;R+). Hence λi = 0 for i = 1, · · · , N . If N ≥ 2, then

there would exist f1, f2 ∈ C∞(Rd,R+) such that f1 �= f2 and Qϕ
t fi = fi,

i = 1, 2. So there exists a constant a ∈ R such that f1 − af2 is neither

always positive nor always negative, and Qϕ
t (f1 − af2) = (f1 − af2). This

contradicts with the fact that any eigenfunction must be in C∞(Rd,R+),

as we just proved. Therefore, N = 1 and λ1 = 0.

Write f1 as hϕ. For any f ∈ C∞(Rd), we have that Qϕ
t f = a1(f)hϕ+Q̃ϕ

t .

Both sides above are integrable with respect to νϕ, {Qϕ
t }t≥0 is νϕ-invariant,

and Q̃ϕ
t is orthogonal to a1(·)hϕ. Therefore,

∫
Rd fdν

ϕ =
∫
Rd Q

ϕ
t fdν

ϕ =

a1(f)
∫
Rd h

ϕdνϕ. So by re-normalizing hϕ if necessary, we have that a1(f) =∫
Rd fdν

ϕ, f ∈ C∞(Rd).

We show that νϕ is actually a finite measure, so by re-normalizing,

we may assume that it is a probability. There exist bounded functions

fn ∈ C∞(Rd;R+), n ∈ N, such that ||fn||∞ ≤ 1 and fn(x) ↑ 1 as n → ∞
for any x ∈ Rd. Choose any x ∈ Rd and fix it. By Lemma 2.1,∫

Rd

fndν
ϕ = hϕ(x)−1

(
Qϕ

1 fn(x)− Q̃ϕ
1 fn(x)

)
≤ hϕ(x)−1

(
e2||ϕ||∞ψ−α(x)EPx [ψα(X1)] + ‖Q̃ϕ

1 ‖op
)
<∞.

Therefore, 1 is also integrable with respect to νϕ, i.e., νϕ is a finite measure.

The only thing left is to extend the results above to the whole Cb(R
d).

For any f ∈ Cb(R
d), there exist functions fn ∈ C∞(Rd) such that ||fn||∞ ≤

||f ||∞ for any n ∈ N and fn(x) → f(x) as n → ∞ for any x ∈ Rd.∣∣∣Qϕ
t fn − (

∫
Rd fndν

ϕ)hϕ
∣∣∣ = |Q̃ϕ

t fn| ≤ ‖Q̃
ϕ
1 ‖op||f ||∞ for any t > 0 and n ∈ N.

Notice that Qϕ
t fn(x)→ Qϕ

t f(x) for any x ∈ Rd and
∫
Rd fndν

ϕ →
∫
Rd fdν

ϕ
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as n→∞. Take n→∞ in the inequality above, and we get our assertion. �

Corollary 3.7. Use the same notations as in Lemma 3.6. Then

Pϕ
t f = eΛ

ϕtψα(ϕ)hϕ
∫
Rd

fψ−α(ϕ)dνϕ + eΛ
ϕtψα(ϕ)Q̃ϕ

t (ψ−α(ϕ)f)

for any f ∈ Cb(R
d) and t > 0.

We also have the following:

Corollary 3.8. If there exist a λ ∈ R and a f ∈ C(Rd,R+) such

that Pϕ
t f = eλtf for any t > 0, then λ ≥ Λϕ.

Proof. Since Pϕ
t f = eλtf for any t > 0, we get from the definition of

Qϕ
t that

Qϕ
t (ψ−α(ϕ)f) = eλte−Λϕtf, for any t > 0.

On the other hand, choose any f̃ ∈ Cb(R
d,R+) such that f̃ ≤ ψ−α(ϕ)f ,

and choose any x ∈ Rd. We have by Lemma 3.6 that

Qϕ
t (ψ−α(ϕ)f)(x) ≥ Qϕ

t f̃(x) =
(∫

Rd

f̃dνϕ
)
hϕ(x) + Q̃ϕ

t f̃(x)

→
(∫

Rd

f̃dνϕ
)
hϕ(x) > 0

as t→∞. These give us that λ ≥ Λϕ. �

Remark 1. When ϕ = 0, we can take α(0) = 2. Since Pt1 = 1, it is

easy that Λ0 = 0, h0 = ψ−2 and ν0 = ψ2µ.

Remark 2. For general ϕ ∈ Cb(R
d), we may not expect the (unique)

positive eigenfunction of Pϕ
t to be bounded. For example, let b(x) = −x,

α ∈ R, and ϕα(x) = −ψ−α(x)
(

1
2∆ψα(x)− x · ∇ψα(x)

)
. Then ϕα is in

Cb(R
d), and (1

2∆ + b · ∇+ ϕα)ψα = 0. So ψα is a positive eigenfunction of

Pϕ
t , which is certainly not bounded if α > 0.

Now, we can define a set of probabilities {Qϕ
x}x∈Rd on (Ω,F) such that

Qϕ
x(A) =

e−Λϕt

hϕ(x)
ψ−α(ϕ)(x)EPx

[
1A(Xt) exp(

∫ t

0
ϕ(Xu)du)ψα(ϕ)(Xt)h

ϕ(Xt)

]
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for any x ∈ Rd, t ≥ 0 and A ∈ Ft. Let {Qϕ
t } be the corresponding semi-

group of bounded linear operators on Cb(R
d).

Notice that by Lemma 3.6,

Qϕ
t f(x) =

1

hϕ(x)
Qϕ
t (fhϕ)(x)

=

∫
Rd

fhϕdνϕ +
1

hϕ(x)
Q̃ϕ
t (fhϕ)(x), f ∈ Cb(R

d).

The (unique) invariant probability of {Qϕ
t } is πϕ := hϕνϕ.

4. Exponential Tightness

A family of probabilities {νt}t≥0 is said to be exponentially tight if for

any L ≥ 0, there exists a compact CL such that limt→∞
1
t log νt(C

c
L) ≤ −L.

Our main result of this section is the following:

Proposition 4.1. {µx,yt }t≥0 is exponentially tight for any x, y ∈ Rd.

We first prepare several lemmas. Notice that by Stirling’s formula

K3
α :=

∞∑
n=0

1

n!

(
2K1

αn

)αn
2 <∞, for any α ∈ (0, 2),

where K1
αn is as defined in Section 2. So we have the following by Lemma

2.1:

Lemma 4.2. For any α ∈ (0, 2), there exist constants Cα > 0 and

Tα ∈ N such that

EPx

[
e|Xt|α

]
≤ Cαe

1
2
|x|α , for any t ≥ Tα − 1 and x ∈ Rd.

Proof. For any m ∈ N, there exists a constant C(m) < 1 such that∑m
n=0

1
n!z

n < C(m)ez for any z ≥ 0. Hence

ez ≤ (1− C(m))−1
(
1 +

∞∑
n=m+1

1

n!
zn
)
, for any z ≥ 0.
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For α ∈ (0, 2), let m = [ 2
α ]. Then by Lemma 2.1,

EPx [|Xt|αn] ≤
(
e−2c5t|x|2 +K1

αn

)αn
2 ≤ 2

αn
2 e−αnc5t|x|αn + (K1

αn)
αn
2

for any n ≥ m+ 1, x ∈ Rd and t > 0. Therefore,

EPx

[
e|Xt|α

]
≤ (1− C(m))−1

(
1 +

∞∑
n=m+1

1

n!
EPx [|Xt|αn]

)
≤ (1− C(m))−1(K3

α + 2) exp(e−αc2t2α/2|x|α).

Choosing Tα ∈ N so that e−αc2t2α/2 ≤ 1
2 for any t ≥ Tα − 1 completes the

proof. �

Lemma 4.3. For any C ∈ (0, c5c2 ), there exists a constant ξC > 0 such

that

EPx

[
eC|Xt|2

]
≤ eC|x|2eξCt, for any x ∈ Rd and t > 0.

Proof. For any C ∈ (0, c5c2 ), by (A3), there exists a ξC > 0 such

that 2Cx · b(x) + Cc2d + 2C2c2|x|2 ≤ ξC for any x ∈ Rd. Therefore, we

have by Ito’s formula that d
dtE

Px

[
eC|Xt|2

]
≤ ξCE

Px

[
eC|Xt|2

]
. This and

EPx

[
eC|X0|2

]
= eC|x|2 give us our assertion. �

Lemma 4.4. For any α ∈ (0, 2), there exists a constant pα > 0 such

that

sup
t>0,x∈W

(
EPx

[
epα

∫ t
0 |Xs|αds

])1/t
<∞, for any W ⊂⊂ Rd.

Here ⊂⊂ means compact subset.

Proof. For any t > 0, let n = [t] ∈ N ∪ {0}. Choose and fix any

α ∈ (0, 2), and let Cα > 0 and Tα ∈ N be as in Lemma 4.2. Also, fix any

C < c5
c2
∧ 1

2 . Then

EPx

[
e

C
2Tα

∫ t
0 |Xs|αds

]
≤ EPx

[
e

C
2Tα

∫ (n+1)Tα
0 |Xs|αds

]
(4.1)

≤ EPx

[
e

C
Tα

∫ Tα
0 |Xs|αds

] 1
2 · EPx

[
e

1
2Tα

∫ (n+1)Tα
Tα

|Xs|αds
] 1

2

.
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We estimate the first term on the right hand side of (4.1). Since zα ≤
1 + z2 for any z ≥ 0, we have by Jensen’s inequality and Lemma 4.3

EPx

[
e

C
Tα

∫ Tα
0 |Xs|αds

]
≤ eC

1

Tα

∫ Tα

0
EPx

[
eC|Xs|2

]
ds ≤ eCeC|x|2eξCTα .(4.2)

As for the second term on the right hand side of (4.1), we see by Hölder’s

inequality

EPx

[
e

1
2Tα

∫ (n+1)Tα
Tα

|Xs|αds
]
≤

Tα−1∏
r=0

EPx

[
e

1
2

∑ n
k=1

∫ kTα+r+1
kTα+r |Xs|αds

]1/Tα
.(4.3)

On the other hand, by Schwartz’s inequality and Jensen’s inequality,

EPx

[
e

1
2

∫ Tα+r
Tα+r−1 |Xs|αdse

1
2
|XTα+r|α

]
≤

(∫ Tα+r

Tα+r−1
EPx

[
e|Xs|α

]
ds · EPx

[
e|XTα+r|α

] ) 1
2

≤ Cαe
1
2
|x|α .

Here we used Lemma 4.2 for the second line. This combined with the

Markovian property implies by induction that

EPx

[
e

1
2

∑ n
k=1

∫ kTα+r+1
kTα+r |Xs|αds · e 1

2
|XnTα+r+1|α

]
≤ Cn

αe
1
2
|x|α , n ∈ N.

In particular,

EPx

[
e

1
2

∑ n
k=1

∫ kTα+r+1
kTα+r |Xs|αds

]
≤ Cn

αe
1
2
|x|α .(4.4)

By (4.3) and (4.4),

EPx

[
e

1
2Tα

∫ (n+1)Tα
Tα

|Xs|αds
]
≤ Cn

αe
1
2
|x|α .(4.5)

(4.1), (4.2) and (4.5) complete the proof. �

Lemma 4.5. For any α ∈ (0, 2), there exists a constant p̃α > 0 such

that

sup
x,y∈W

sup
t>0

(
EPx

[
ep̃α

∫ t
0 |Xs|αds

∣∣∣Xt = y
])1/t

<∞, for any W ⊂⊂ Rd.
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Proof. Choose any C ∈ (0, pα ∧ c5
2c2

) and fix it, where pα is as in

Lemma 4.4. We have by Lemma 4.3 that

EPz

[
eC

∫ 1
0 |Xs|αds

]
≤ eC

∫ 1

0
EPz

[
eC|Xs|2

]
ds

≤ eC+ξCeC|z|2 , for any z ∈ Rd.

By Lemma 2.3, we have that c8 := supx∈Rd,y∈W p1(x, y) <∞. Therefore,

EPx

[
e

C
2

∫ t
0 |Xs|αds

∣∣∣Xt = y
]

≤ c8E
Px

[
eC

∫ t−1
0 |Xs|αds

]1/2
· EPx

[
(eC+ξCeC|Xt−1|2)2

]1/2
≤ c8E

Px

[
eC

∫ t−1
0 |Xs|αds

]1/2
· eC+ξCeC|x|2eξ2Ct/2, for any y ∈ Rd.

This and Lemma 4.4 give us our assertion. �

Proof of Proposition 4.1. Choose an α ∈ (0, 2) and fix it. Let p̃α >

0 be as in Lemma 4.5. Define V : Rd → R, x �→ p̃α|x|α. By Lemma 4.5,

there exists a constant c9 > 0 such that EPx

[
exp

(∫ t
0 V (Xs)ds

) ∣∣∣Xt = y
]
≤

ec9t for any t > 0. For any l > 0, there exists a kl ∈ N such that infBc
kl
V ≥

l2. Therefore,

Px

(
Lt(B

c
kl

) >
1

l

∣∣∣Xt = y

)
≤ e

− t
l

(
infBc

kl
V

)
EPx

[
e
∫ t
0 V (Xs)ds

∣∣∣Xt = y
]

≤ e−(l−c9)t.

For any L ∈ N, let CL = ∩l≥L
{
ν ∈ ℘(Rd); ν(Bkl) ≥ 1− 1

l

}
. Then CL

is compact and

Px

(
Lt ∈ Cc

L

∣∣∣Xt = y
)
≤

∞∑
l=L

e−(l−c)t ≤ e−(L−c9)t

1− e−1
, for any t ≥ 1.

This gives us our assertion. �
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5. Proof of Upper Bound

We show the upper bound in this section (See Lemma 5.3 below).

First, we have the following. As the proof is easy, we omit it here.

Lemma 5.1. For any ϕ ∈ Cb(R
d), Pϕ

t has a strictly positive continuous

density pϕt (x, y) with respect to µ, and | log pϕt (x, y)| ≤ ||ϕ||∞t+| log pt(x, y)|.
In particular, pϕ1 (·, y) is bounded for any y ∈ Rd.

Let Λϕ = limt→∞
1
t log ||ψ−α(ϕ)Pϕ

t ψ
α(ϕ)||op as before. Notice that

pϕt (x, y) = Pϕ
t−1(p

ϕ
1 (·, y))(x), and pϕ1 (·, y) is bounded. So we have the follow-

ing by Corollary 3.7:

Lemma 5.2. For any x, y ∈ Rd, 1
t log pϕt (x, y) → Λϕ as t → ∞. In

particular, 1
t log pt(x, y)→ 0 as t→∞.

We have by Lemma 5.2

1

t
log

∫
℘(Rd)

et〈ϕ,ν〉µx,yt (dν) =
1

t
logEPx

[
e
∫ t
0 ϕ(Xs)ds

∣∣∣Xt = y
]

=
1

t
log

pϕt (x, y)

pt(x, y)
→ Λϕ

as t→∞. This is true for any ϕ ∈ Cb(R
d). Let

Λ∗(ν) = sup{
∫
Rd

φdν − Λφ;φ ∈ Cb(R
d)}, ν ∈ ℘(Rd).

Then we get the following by Proposition 4.1 and Deuschel-Stroock [3]:

Lemma 5.3. Λ∗ is a non-negative, lower semi-continuous, convex func-

tion, and

lim sup
t→∞

1

t
logµx,yt (C) ≤ − inf

ν∈C
Λ∗(ν), for any closed sets C ⊂ ℘(Rd).
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6. Proof of Lower Bound

We prove the lower bound in this section. First, we have the following

law of large numbers.

Remark 3. For any ϕ ∈ Cb(R
d), W ⊂⊂ Rd and ε > 0,

Qϕ
x(Lt ∈ B(πϕ, ε)

∣∣∣Xt = y)→ 1

as t→∞ uniformly in x, y ∈W , where πϕ is the probability defined at the

end of Section 3, and B(ν, ε) means the set {η ∈ ℘(Rd)
∣∣∣dist(ν, η) < ε} for

any ν ∈ ℘(Rd) and ε > 0.

Lemma 6.1. For any ϕ ∈ Cb(R
d), W ⊂⊂ Rd and ε > 0,

lim inf
t→∞

1

t
log inf

x,y∈W
Px(Lt ∈ B(µϕ, ε)

∣∣∣Xt = y) ≥ −Λ∗(µϕ).

Proof. Choose ϕ ∈ Cb(R
d) and fix it. For any δ > 0, there exists

an ε1 ∈ (0, ε) such that |
∫
Rd ϕdν −

∫
Rd ϕdπ

ϕ| ≤ δ for any ν ∈ ℘(Rd) with

dist(ν, πϕ) ≤ ε1. Therefore, by Remark 3,

lim inf
t→∞

1

t
log inf

x,y∈W
Px(Lt ∈ B(πϕ, ε)

∣∣∣Xt = y)

≥ lim inf
t→∞

1

t
log inf

x,y∈W

(
eΛ

ϕtEQϕ
x

[
e−t

∫
Rd ϕdLt1{Lt∈B(πϕ,ε1)}

∣∣∣Xt = y
])

≥ Λϕ −
∫
Rd

ϕdπϕ − δ

≥ −Λ∗(πϕ)− δ.

Let δ → 0, and we get our assertion. �

Remark 4. From the proof of Lemma 6.1, we see that Λφ−
∫
Rd φdπ

ϕ ≥
Λϕ −

∫
Rd ϕdπ

ϕ for any φ ∈ Cb(R
d). Therefore, Λ∗(πϕ) =

∫
Rd ϕdπ

ϕ − Λϕ.

Let us define J in the following way. For any ν ∈ ℘(Rd), let

Jε(ν) = inf
{ n∑

i=1

ηiΛ
∗(πφi);n ∈ N, ηi ≥ 0,

n∑
i=1

ηi = 1,

φi ∈ Cb(R
d), dist(ν,

n∑
i=1

ηiπ
φi) ≤ ε

}
, ε > 0,
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and let

J(ν) = lim
ε→0

Jε(ν) = sup
ε>0

Jε(ν).

Also, let J(ν) = +∞ for any ν ∈ M(Rd) \ ℘(Rd), where M(Rd) denotes

the set of all signed measures on Rd with finite total variations.

Notice that Λ∗ is always non-negative, and ℘(Rd) is complete with re-

spect to the topology given by νn → ν ⇔
∫
Rd f(dνn − dν) → 0 for any

f ∈ Cb(R
d), νn, ν ∈ M(Rd). So we have the following result. The proof is

easy and will be omitted.

Lemma 6.2. J : M(Rd) → R ∪ {+∞} is convex and lower semi-

continuous.

Let J∗ be the Legendre transfer of J given by J∗(φ) = sup{
∫
Rd φdν −

J(ν); ν ∈M(Rd)}, φ ∈ Cb(R
d). Then we have the following.

Lemma 6.3. Λφ = J∗(φ) for any φ ∈ Cb(R
d), and J(ν) = Λ∗(ν) for

any ν ∈ ℘(Rd).

Proof. Λ∗ is convex and lower semi-continuous. So it is easy by the

definition of J that J(ν) ≥ Λ∗(ν) for any ν ∈ ℘(Rd). Therefore, for any

ν ∈ ℘(Rd) and φ ∈ Cb(R
d), J(ν) ≥ Λ∗(ν) ≥

∫
Rd φdν − Λφ, hence Λφ ≥∫

Rd φdν − J(ν). On the other hand, it is easy from the definition of J that

J(πφ) ≤ Λ∗(πφ), which is equal to
∫
Rd φdπ

φ − Λφ as mentioned in Remark

4. So Λφ ≤
∫
φdπφ − J(πφ). Therefore, Λφ = sup{

∫
Rd φdν − J(ν); ν ∈

℘(Rd)} = sup{
∫
Rd φdν − J(ν); ν ∈ M(Rd)} = J∗(φ) for any φ ∈ Cb(R

d).

This gives us our first assertion.

The second assertion is now easy by Lemma 6.2 and [3, Theorem

2.2.15]. �

Lemma 6.4.

inf
t>T0,x,y∈W

pt(x, y) > 0

for any W ⊂⊂ Rd and T0 > 0.

Proof. We have by Lemma 2.1 (with α = 2) that

sup
s>0,x∈W

Px(|Xs| > r) ≤ sup
s>0,x∈W

1

r2
EPx [|Xs|2] ≤

1

r2
max

{
sup
x∈W
|x|2,K1

2

}
.
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Therefore, there exists a constant r > 0 such that sups>0,x∈W Px(|Xs| >
r) < 1

2 , hence infs>0,x∈W Px(|Xs| ≤ r) > 1
2 . Therefore,

pt(x, y) =

∫
Rd

pt−T0(x, z)pT0(z, y)µ(dz)

≥ inf
|z|≤r,y∈W

pT0(z, y)× Px(|Xt−T0 | ≤ r)

≥ 1

2
inf

|z|≤r,y∈W
pT0(z, y) > 0, for any t > T0, x, y ∈W. �

Lemma 6.5.

lim inf
t→∞

1

t
logPx(Lt ∈ B(ν, ε)

∣∣∣Xt = y) ≥ −Λ∗(ν)

for any ν ∈ ℘(Rd), ε > 0 and x, y ∈ Rd.

Proof. Let Lt1,t2 = 1
t2−t1

∫ t2
t1
δXsds, 0 ≤ t1 < t2 < ∞. For any

n ∈ N, ηi ∈ [0, 1], φi ∈ Cb(R
d), i = 1, · · · , n, satisfying

∑n
i=1 ηi = 1 and

dist(ν,
∑n

i=1 ηiπ
φi) < ε

2 , we have that

n⋂
i=1

{
L∑ i−1

j=0 ηjt,
∑ i

j=0 ηjt
∈ B(πφi ,

ε

2
)
}
⊂

{
Lt ∈ B(

n∑
i=1

ηiπ
φi ,

ε

2
)
}

⊂ {Lt ∈ B(ν, ε)} .

Choose and fix any W ⊂⊂ Rd with π(W ) > 0 and x, y ∈W . Write x0 = x

and xn = y. We have from Markov property that

Px(Lt ∈ B(ν, ε)
∣∣∣Xt = y)

≥ Px

(
n⋂
i=1

{
L∑ i−1

j=0 ηjt,
∑ i

j=0 ηjt
∈ B(πφi ,

ε

2
)
} ∣∣∣Xt = y

)

≥
∫
x1,··· ,xn−1∈W

n∏
i=1

Pxi−1

(
Lηit ∈ B(πφi ,

ε

2
)
∣∣∣Xηit = xi

)
×

n∏
i=1

pηit(xi−1, xi)π(dx1) · · ·π(dxn−1)
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≥
n∏
i=1

(
inf

xi−1,xi∈W
Pxi−1

(
Lηit ∈ B(πφi ,

ε

2
)
∣∣∣Xηit = xi

))
×

n∏
i=1

(
inf

xi−1,xi∈W
pηit(xi−1, xi)

)
π(W )n−1.

Notice that inft>1
∏n

i=1

(
infxi−1,xi∈W pηit(xi−1, xi)

)
> 0 by Lemma 6.4.

Therefore, by Lemma 6.1,

lim inf
t→∞

1

t
logPx(Lt ∈ B(ν, ε)

∣∣∣Xt = y)

≥ lim inf
t→∞

n∑
i=1

1

t
log

(
inf

xi−1,xi∈C
Pxi−1

(
Lηit ∈ B(πφi ,

ε

2
)
∣∣∣Xηit = xi

))

≥ −
n∑
i=1

ηiΛ
∗(πφi).

Take infimum with respect to n ∈ N and ηi, φ, i = 1, · · · , n, and we get from

the definitions of Jε/2 and J that

lim inf
t→∞

1

t
logPx(Lt ∈ B(ν, ε)

∣∣∣Xt = y) ≥ −Jε/2(ν) ≥ −J(ν).

This combined with Lemma 6.3 gives us our assertion. �

Therefore, we get the following lower bound.

Lemma 6.6.

lim inf
t→∞

1

t
logPx(Lt ∈ G

∣∣∣Xt = y) ≥ − inf
ν∈G

Λ∗(ν)

for any open subset G ⊂ ℘(Rd).

Finally, we prove the following identification of the rate function.

Lemma 6.7. I = Λ∗ = J .

Proof. The second equality is done in Lemma 6.3. We show the first

one.



576 Song Liang

First, for any ϕ ∈ C∞(Rd) ∩ Cb(R
d), by Corollary 3.7, there exists a

unique positive hϕ ∈ C(Rd) such that Pϕ
t h

ϕ = eΛ
ϕthϕ for any t > 0. So

hϕ ∈ C∞(Rd) and L0h
ϕ + ϕhϕ = Λϕhϕ. Define Lϕ by Lϕf = (hϕ)−1(L0 +

ϕ − Λϕ)(hϕf) = (hϕ)−1L0(h
ϕf) + (ϕ − Λϕ)f . Lϕ is nothing but the in-

finitesimal generator of {Qϕ
x}.

I(ν) = sup{−
∫
Rd

L0u

u
dν;u ∈ C∞(Rd), u > 0,

L0u

u
is bounded}

=

∫
Rd

ϕdν − Λϕ

+ sup{−
∫
Rd

Lϕ((hϕ)−1u)

(hϕ)−1u
dν;u ∈ C∞(Rd), u > 0,

Lϕ((hϕ)−1u)

(hϕ)−1u
is bounded}

≥
∫
Rd

ϕdν − Λϕ.

This holds for any ϕ ∈ C∞(Rd) ∩ Cb(R
d), hence for any ϕ ∈ Cb(R

d).

Therefore, I(ν) ≥ Λ∗(ν).
We next show the opposite inequality. For any u ∈ C∞(Rd,R+) such

that L0u
u is bounded, let ϕu = −L0u

u . Then since (L0 − ϕu)u = 0, we have

Pϕu
t u = u for any t > 0. hence by Corollary 3.8, Λϕu ≤ 0. Therefore,

−
∫
Rd

L0u
u dν ≤ −

∫
Rd

L0u
u dν − Λ−L0u

u ≤ Λ∗(ν). Take supreme with respect

to u, and we get I(ν) ≤ Λ∗(ν). This completes the proof of our assertion. �

These finish the proof of Theorem 1.1.

Appendix: Deduction of (D-V) from (A3’)

In this Appendix, we sketch the proof of the fact that the condition

(D-V) is satisfied under the assumption (A3’).

We assume (A3’) throughout this appendix.

By (A3’), we have that 2γ1 − γ2 − 1 > 0. Therefore, there exists an

a0 ∈ (0, 2γ1 − γ2 − 1). Let α > 0 be any constant, and let ϕ(x) = |x|a0 ,

x ∈ Rd. Then we have by Liang [7] the following: (1) ΛP,ϕ is well-defined

and finite, (2) there exists a unique (up to constant times) hϕ ∈ B0
α such

that hϕ = e−ΛϕtPϕ
t h

ϕ for any t > 0, and hϕ does not depend on α > 0, (3)
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(hϕ)−1 ∈ B0
α and ∇hϕ ∈ B0

γ2−γ1+1+β+α+a0
for any β > 0. Let un = ψαhϕ,

n ∈ N, and let V = Λϕ−ϕ+ L0ψα

ψα +
∑ d

i,j=1 aij∇iψ
α∇jh

ϕ

ψαhϕ . By taking constant

times if necessary, we may assume that the second condition of (D-V) is

satisfied. The third and the forth conditions are trivial. Notice that by

(A3’), there exist constants A1, A2 > 0 such that ψ−α(x)L0ψ
α(x) ≤ A1 −

A2α|x|γ1−1 for any x ∈ Rd. Also, since aij , i, j = 1, · · · , d, are bounded,

there exists a constant A3 > 0 such that∣∣∣∣∣
∑d

i,j=1 aij∇iψ
α∇jh

ϕ

ψαhϕ

∣∣∣∣∣ ≤ αA3
|x||∇hϕ|
ψ2hϕ

∈ B0
γ2−γ1+β+2α+a0

.

Since a0 < γ1−1−(γ2−γ1) by our assumption, there exist positive constants

α, β > 0 such that γ2 − γ1 + β + 2α+ a0 < γ1 − 1. Therefore, V (x)↘ −∞
as |x| ↗ +∞, hence V satisfies the first condition of (D-V). The fifth one

is now also easy.
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