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On an Ergodic Property of Diffusion Semigroups on

Euclidean Space

By Shigeo Kusuoka and Song Liang

Abstract. Consider a class of uniform elliptic diffusion processes
on Euclidean spaces. We estimate transition densities and their deriva-
tives uniformly with respect to the starting points. We use these re-
sults to prove an ergodicity of ∇P c

t (see (1.2) and Theorem 1.4) under
certain conditions. This is useful in precise estimate of large deviation
principles.

1. Introduction

Let N be an integer, W = {w ∈ C([0,∞);RN ) : w(0) = 0}, and µ the

standard Wiener measure on W.

Let αij ∈ C∞
b (RN ), i, j = 1, · · · , N , and assume that there exist c1, c2 >

0 such that

c1

N∑
i=1

ξ2
i ≤

N∑
j=1

(
N∑
i=1

αij(x)ξi)
2 ≤ c2

N∑
i=1

ξ2
i , for any x, ξ ∈ RN .

Let βi ∈ C∞(RN ), i = 1, · · · , N . We assume the following through the

paper.

(A-1) There exists a c3 > 0 such that

N∑
i,j=1

ξiξj∇iβj(x) ≤ c3

N∑
i=1

ξ2
i , for any x, ξ ∈ R,

where ∇i = ∂
∂xi

, i = 1, · · · , N .

Let us consider the following stochastic differential equation (SDE).


dXi(t, x) =
∑N

j=1 αij(X(t, x))dwj(t) + βi(X(t, x))dt,

i = 1, · · · , N,
X(0, x) = (X1(0, x), · · · , XN (0, x)) = x ∈ RN .

(1.1)
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Our first main result is the following.

Theorem 1.1. There exists a modification X : [0,∞)×RN×W → RN

of the solution of (1.1) satisfying the following.

(1) X(t, ·, w) : RN → RN is a smooth function for any t ∈ [0,∞) and any

w ∈ W .

(2) ∂γ

∂xγX(·, ·, w) is continuous on [0,∞) × RN for any w ∈ W and multi

index γ.

(3) supx∈RN

∑N
i,j=1 E

µ[supt∈[0,T ] |∇iX
j(t, x)|p] < ∞, for any p > 1, T > 0.

Let Cb(R
N ) denote the set of bounded continuous functions defined

on RN . We may regard Cb(R
N ) as a Banach space with norm ‖ f ‖∞

= supx∈RN |f(x)|, f ∈ Cb(R
N ). For any c ∈ Cb(R

N ), we define the semi-

group P c
t , t ∈ [0,∞), on Cb(R

N ) by

(P c
t f)(x) = Eµ[exp(

∫ t

0
c(X(s, x))ds)f(X(t, x))], f ∈ Cb(R

N ).(1.2)

In case of c = 0, we denote P c
t by Pt. Then we have the following result

essentially due to Kusuoka-Stroock [4].

Theorem 1.2. There exists a strictly positive smooth function p de-

fined on (0,∞) × RN × RN such that (Ptf)(x) =
∫
RN p(t, x, y)f(y)dy, f ∈

Cb(R
N ), and

sup{| ∂
γ

∂yγ
p(t, x, y)| + | ∂

∂xi

∂γ

∂yγ
p(t, x, y)|; x, y ∈ RN , |y| ≤ r} < ∞

for any t > 0, multi index γ and r > 0.

Now let us introduce the following assumption.

(A-2) sup{µ(|X(t, x)| ≥ n);x ∈ RN} → 0 as n → ∞ for any t > 0.

Theorem 1.3. If there exists an increasing convex function

ϕ : [0,∞) → R such that ϕ(s) → ∞ as s ↑ ∞,
∫∞ ds

ϕ(s) < ∞, and that

x · β(x) ≤ −ϕ(|x|2), x ∈ RN ,

then (A-2) is satisfied.
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Let C1
b (R

N ) denote the set of continuously differentiable functions f

such that f itself and its derivatives ∇if , i = 1, · · · , N , are bounded.

Theorem 1.4. Assume (A-1) and (A-2). Then we have the following.

(1) For any c ∈ Cb(R
N ) and t > 0, the linear operator P c

t defined on Cb(R
N )

is compact. Moreover, there exist an hc ∈ Cb(R
N ), a probability measure νc

on RN and constants λc ∈ R, ε > 0 such that inf{hc(x); x ∈ RN} > 0 and

‖ exp(−λct)P c
t f − (

∫
RN

f

hc
dνc)hc ‖∞

≤ ε−1 exp(−εt) ‖ f ‖∞, t ≥ 0, f ∈ Cb(R
N ).

(2) Further, if c ∈ C1
b (R

N ), then hc ∈ C1
b (R

N ), and there exits a constant

δ > 0 such that

N∑
i=1

‖ exp(−λct)∇i(P
cf) − (

∫
R

f

hc
dνc)∇ih

c ‖∞

≤ δ−1 exp(−δt)(‖ f ‖∞ +
N∑
i=1

‖ ∇if ‖∞), t ≥ 0, f ∈ C∞
0 (RN ).

The problem of Theorem 1.1 for the case of bounded coefficients has

been discussed, for example, by Ikeda-Watanabe [2]. Kusuoka-Stroock [3]

[4] considered the similar question as Theorem 1.2, but under different con-

ditions. We use them to prove Theorem 1.4. With the help of Theorem 1.4,

it is easy to get an estimate of the derivative of Green operators which is

useful in precise estimates of large deviation principles. This problem has

been motivated by a work in [5].

The organization of the paper is as follows: In Section 2 we give the

proof of Theorem 1.1. In Section 3 we define a new semi-group and use it

to prove Theorem 1.2. In Section 4 we give the proof of Theorem 1.3. And

the proof of Theorem 1.4 is given in Section 5.

2. Proof of Theorem 1.1

We give a proof of Theorem 1.1 in this section. First notice that by

(A-1) we have

(x− y) · (β(x) − β(y))(2.1)
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=
N∑

i,j=1

(xj − yj)(xi − yi)

∫ 1

0
dt∇iβj(y + t(x− y)) ≤ c3|x− y|2.

Proposition 2.1. There exists a version X(t, x) of the solution of

(1.1) such that X(·, ·, w) : [0,∞)×RN → RN is continuous for all w ∈ W .

Proof. Let c4 = c3 +
∑N

i,j,k=1 ‖ ∇kαij ‖∞< ∞. It follows from Ito’s

formula and (2.1) that

|X(t, x) −X(t, y)|2

≤ |x− y|2 + c4

∫ t

0
|X(s, x) −X(s, y)|2ds

+2
N∑

i,j=1

∫ t

0
(Xi(s, x) −Xi(s, y))(αij(X(s, x)) − αij(X(s, y)))dwj(s).

Let τn = inf{t > 0; |X(t, x) −X(t, y)| > n}, n ≥ 1. For any p > 2, we

have by Doob’s inequality that

Eµ[sup{|X(s, x) −X(s, y)|; s ∈ [0, t ∧ τn]}2p]

≤ 3p
(
|x− y|2p + c4

ptp−1
∫ t∧τn

0
Eµ|X(s, x) −X(s, y)|2pds

+(
p

p− 1
)pEµ

[∣∣∣ N∑
i,j=1

∫ t∧τn

0
(Xi(s, x) −Xi(s, y))

×(αij(X(s, x)) − αij(X(s, y)))dwj(s)
∣∣∣p]).

Therefore, by Burkholder’s inequality and Hölder’s inequality, there exists

a c5 > 0 depending only on C, T and p such that

Eµ
[
sup{|X(s, x) −X(s, y)|; s ∈ [0, t ∧ τn]}2p

]
≤ c5

(
|x− y|2p +

∫ t

0
Eµ[sup{|X(s, x) −X(s, y)|; s ∈ [0, u]}2p]du

)

for any t ∈ [0, T ], x, y ∈ RN , n ≥ 1. Letting n → ∞ and using Gronwall’s

inequality, we get that for any p ∈ (2,∞) and T > 0, there is a c6 > 0

satisfying

Eµ[sup{|X(s, x) −X(s, y)|; s ∈ [0, t]}2p] ≤ c6|x− y|2p, x, y ∈ RN .
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This and Kolomogorov’s theorem (c.f., e.g., Stroock-Varadhan [8] or Revuz-

Yor [7]) imply our assertion. �

Proof of Theorem 1.1. By Proposition 2.1, we may and do assume

that the solution X(t, x) is continuous with respect to (t, x) for µ−a.s.w. Let

τr,n(w) = inf{t > 0; max|x|≤r |X(t, x, w)| ≥ n}, r, n ≥ 1. Then τr,n(w) ↑ ∞
as n → ∞ for µ − a.s.w. Choose βn,i ∈ C∞

b (RN ), i = 1, · · · , N , such that

βn,i(x) = βi(x) for |x| ≤ n+1 and i = 1, · · · , N . Let Xn(t, x) be the solution

of the SDE


dXn,i(t, x) =
∑N

j=1 αij(Xn(t, x))dwj(t) + βn,i(Xn(t, x))dt,

i = 1, · · · , N,
Xn(0, x) = x ∈ RN .

We recall Xn(t, x) has a modification such that Xn(t, ·, w) : RN → RN

is a smooth function for any t ∈ [0,∞) and w ∈ W , and ∂γ

∂xγXn(·, ·, w) :

[0,∞) × RN is continuous for any w ∈ W and multi-index γ (see Ikeda-

Watanabe [2]).

Uniqueness of the solution of the SDE implies that

µ({w ∈ W ; X(t, x) = Xn(t, x)

for any (t, x) ∈ [0, T ] × RN with |x| ≤ r})
≥ µ(τr,n ≥ T ) → 1, as n → ∞

for any T > 0 and r ≥ 1. This implies (1) and (2) of Theorem 1.1.

We next turn to (3). It is easy to see that

d∇iXj(t, x) =
N∑

k,�=1

∇iXk(t, x)∇kαj�(X(t, x))dw�(t)

+
N∑

k=1

∇iXk(t, x)∇kβj(X(t, x))dt

and ∇iXj(0, x) = δij , i, j = 1, · · · , N , for µ-a.s. w. Therefore,

N∑
i,j=1

|∇iXj(t, x)|2
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≤ N + 2
N∑

i,j,k,�=1

∫ t

0
∇iXj(s, x)∇iXk(s, x)∇kαj�(X(s, x))dw�(s)

+
N∑

i,j,�=1

∫ t

0
(

N∑
k=1

∇iXk(s, x)∇kαj�(X(s, x)))2ds

+c3

∫ t

0

N∑
i,j=1

|∇iXj(s, x)|2ds.

Use the same argument as in the proof of Proposition 2.1, we obtain (3) of

Theorem 1.1. �

3. Semigroup {Qt} and Proof of Theorem 1.2

In this section, we introduce a new semigroup {Qt}t≥0 and use it to

prove Theorem 1.2.

Let E = Cb(R)1+N . E is a Banach space with norm ‖ g ‖E=
∑N

i=0

‖ gi ‖∞, g = (g0, g1, · · · , gN ) ∈ E. For each c ∈ C1
b (R

N ), let

M c(t, x) = exp(

∫ t

0
c(X(s, x))ds), (t, x) ∈ [0,∞) × RN ,

and Y c
ij : [0,∞) × RN ×W → R, i, j = 0, 1, · · · , N , be such that

Y c
00(t, x) = M c(t, x), Y c

0i(t, x) = 0,

Y c
i0(t, x) = ∇iM

c(t, x), Y c
ij(t, x) = ∇iXj(t, x)M c(t, x),

i, j = 1, · · · , N.
Let us define the operator Qc

t , t ≥ 0, by

(Qc
tg)i(x) =

N∑
j=0

Eµ[Y c
ij(t, x)gj(X(t, x))], i = 0, 1, · · · , N, x ∈ RN ,

for g = (g0, g1, · · · , gN ) ∈ E. In the case that c = 0, we denote Qc
t by Qt,

and Y c
ij by Yij . Since supx∈RN Eµ[|Y c

ij(t, x)|2] < ∞, i, j = 0, 1, · · · , N , and

X(t, x), Y c
ij(t, x), i, j = 0, 1, · · · , N , are continuous in x for µ-a.s., we have

that Qc
t is a bounded linear operator on E for each t ≥ 0.

Let acij ∈ C(RN ), i, j = 0, 1, · · · , N , be given by

ac00(x) = c(x), aci0(x) = (∇ic)(x),

ac0j(x) = 0, acij(x) = c(x)δij , i, j = 1, · · · , N,



An Ergodic Property of Diffusion Semigroups on Rd 543

and let Ac be the bounded linear operator given by

(Acg)i(x) =
N∑
j=0

acij(x)gj(x),

i = 0, 1, · · · , N, x ∈ RN , g = (g0, g1, · · · , gN ) ∈ E.

Proposition 3.1. Let c ∈ C1
b (R

N ). Then we have the following.

(1) {Qc
t ; t ≥ 0} is a semigroup

(2) For any f ∈ C1
b (R

N ) and t ≥ 0, P c
t f ∈ C1

b (R
N ) and

(P c
t f,∇1(P

c
t f), · · · ,∇N (P c

t f)) = Qc
t((f,∇1f, · · · ,∇Nf))(3.1)

(3) For any t > 0 and g ∈ E,

Qc
tg = Qtg +

∫ t

0
Qc

t−sA
cQsg ds.

Proof. Notice that dM c(t, x) = c(X(t, x))M c(t, x)dt and

d∇iM
c(t, x) =

(
c(X(t, x))∇iM

c(t, x)

+ (
N∑

k=1

∇iXk(t, x)(∇kc)(X(t, x)))M c(t, x)
)
dt.

Let aijk ∈ C(RN ), i, j, k = 0, 1, · · · , N , be given by

a000(x) = a00k(x) = ai00(x) = ai0k(x) = a0j0(x) = a0jk(x) = 0,

aij0(x) = ∇iβj(x), aijk(t, x) = ∇iαjk(x), i, j, k = 1, · · · , N.

Then

dY c
ij(t, x) =

N∑
k=0

N∑
�=1

Y c
ik(t, x)akj�(X(t, x))dw�(t)

+
N∑

k=0

Y c
ik(t, x)(akj0(X(t, x)) + ackj(X((t, x)))dt,

Y c
ij(0, x) = δij , i, j = 0, 1, · · · , N.
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Define θ : [0,∞)×W → W by θ(s, w)(t) = w(t+s)−w(s), s, t ∈ [0,∞),

w ∈ W . Then we have from the uniqueness of the solution of SDE that

Y c
ij(t+ s, x, w) =

N∑
k=0

Y c
ik(t, x, w)Y c

kj(s,X(t, x, w), θ(t, w))(3.2)

This implies assertion (1).

For any x, v ∈ RN and f ∈ C1
b (R

N ), we have

(P c
t f)(x+ v) − (P c

t f)(x)

=
N∑
i=1

Eµ[

∫ 1

0
Y c
i0(t, x+ sv)f(X(t, x+ sv))ds]

+
N∑

i,j=1

Eµ[

∫ 1

0
Y c
ij(t, x+ sv)∇jf(X(t, x+ sv))ds].

Since
∑

i,j supxE[|Y c
ij(t, x)|2] < ∞, this gives us assertion (2).

Let (Y −1
ij (t, x))Ni,j=0 denote the inverse matrix of (Y 0

ij(t, x))Ni,j=0. Then

by Ito’s formula, d(
∑N

k=0 Y
c
ik(t, x)Y −1

kj (t, x)) =
∑N

k,�=0 Y
c
ik(t, x)ack�(X(t, x))×

Y −1
�j (t, x)dt. Therefore, by (3.2),

Y c
ij(t, x, w) − Y 0

ij(t, x, w)

=
N∑

k,�=0

∫ t

0
Y c
ik(s, x, w)ack�(X(s, x, w))Y 0

�j(t− s,X(s, x, w), θ(s, w))ds.

This implies assertion (3). �

Proposition 3.2. There exist qij ∈ C∞((0,∞) × RN × RN ), i, j =

0, 1, · · · , N, such that

q0j = 0, j = 1, · · · , N,

sup{| ∂
γ

∂yγ
qij(t, x, y)|; x, y ∈ RN with |y| ≤ r} < ∞(3.3)

for any t > 0, r ≥ 1 and multi-index γ, and

(Qtg)i(x) =
N∑
j=0

∫
RN

qij(t, x, y)gj(y)dy,(3.4)

t > 0, g = (g0, g1, · · · , gN ) ∈ E.
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Proof. The proof is similar to that of Kusuoka-Stroock [4, Theorem

4.5], so we give only a sketch.

Let us take an arbitrary r ≥ 1 and fix it for a while. Choose a β′ ∈
C∞

0 (RN ;RN ) such that β′(x) = β(x) for any x ∈ RN with |x| ≤ r+ 3. Let

X ′(t, x) be the solution of the SDE{
dX ′

i(t, x) =
∑N

j=1 αij(X
′(t, x))dwj(t) + β′

i(X
′(t, x))dt, i = 1, · · · , N,

X ′(0, x) = x ∈ RN .

By Theorem 1.1, we may and do assume that X ′(t, x) is smooth in x. Let

τ ′(w, x) = inf{t ≥ 0; |X ′(t, x)| = r + 3}. By using the uniqueness of the

SDE’s for X(t, x) and ∇iXj(t, x), i, j = 1, · · · , N , we have that X(t, x, w) =

X ′(t, x, w) and ∇iXj(t, x) = ∇iX
′
j(t, x), t ≤ τ ′(x,w), for any x ∈ RN with

|x| ≤ r + 1. Define Y ′
ij : [0,∞) × RN × W → R, i, j = 0, 1, · · · , N, by

Y ′
ij(t, x) = δij if i = 0 or j = 0, and Y ′

ij(t, x) = ∇iX
′
j(t, x) if i �= 0 and j �= 0.

Let Q′
t, t > 0 be the bounded linear operator on E given by

(Q′
tg)i(x) =

N∑
j=0

Eµ[Y ′
ij(t, x)gj(X

′(t, x)), t < τ ′(x)],

g = (g0, g1, · · · , gN ) ∈ E.

Let BR = {x ∈ RN ; |x| < R}, R > 0. By the same argument as in

Kusuoka-Stroock [4, Section 4], there exist q′ij(t, x, ·) ∈ L1(RN , dx), i, j =

0, 1, · · · , N , such that q′ij(t, x, ·)
∣∣∣
Br+2

∈ C∞(Br+2) for any (t, x) ∈ (0,∞) ×
RN with |x| ≤ r+1, (Q′

tg)i(x) =
∑N

j=0

∫
RN q′ij(t, x, y)gj(y)dy for any g ∈ E,

sup{ ∂γ

∂yγ
q′ij(t, x, y);x, y ∈ Br+1} < ∞, t > 0,

and

sup{ ∂γ

∂yγ
q′ij(t, x, y); (t, x, y) ∈ (0, T ] × RN ×Br

with |x| = r + 1} < ∞, T > 0,

for any multi-index γ. Moreover, by definition, we have q′ij(t, x, ·) = 0 if one

of the following holds: i = 0, j �= 0 or i �= 0, j = 0. Now define τn(x,w),
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n ≥ 0, and σn(x,w) n ≥ 1, x ∈ RN , inductively, by

τ0(x,w) = 0,

σn(x,w) = inf{t ≥ τn−1(x,w); |X(t, x, w)| ≤ r + 1},
τn(x,w) = inf{t ≥ σn(x,w); |X(t, x, w)| ≥ r + 3}, n ≥ 1.

Then we see that for any g ∈ C0(Br)
1+N ⊂ E,

(Qtg)i(x) =
∞∑
n=1

N∑
j=0

Eµ[Yij(t, x)gj(X(t, x));σn(x) ≤ t < τn(x)]

=
∞∑
n=1

N∑
j=0

Eµ[Yij(σn(x), x)(Q′
t−σn(x)g)j(X(σn(x), x));σn(x) ≤ t]

=
N∑

k=0

∫
Br

dygk(y)

×(
∞∑
n=1

N∑
j=0

Eµ[Yij(σn(x), x)(q′jk(t− σn(x), X(σn(x), x), y);

σn(x) ≤ t]).

This completes the proof. �

Proof of Theorem 1.2. For any f ∈ C∞
0 (RN ), we have by (3.1)

and (3.4) that

Ptf(x) =

∫
RN

q0,0(t, x, y)f(y)dy,

(∇iPtf)(x) =

∫
RN

qi,0(t, x, y)f(y)dy −
N∑
j=1

∫
RN

∂

∂yj
qi,j(t, x, y)f(y)dy.

This combined with (3.3) yields Theorem 1.2. �

4. Proof of Theorem 1.3

We prove Theorem 1.3 in this section.

Let c7 =
∑N

i,j=1 ‖αij(x)‖2
∞. By assumption, there exists an s0 > 0 such

that

t0 :=

∫ ∞

s0

ds

ϕ(s) − c7
< ∞.
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Let a(t) ≥ s0, t ∈ (0, t0], be given by∫ ∞

a(t)

ds

ϕ(s) − c7
= t.

Let v(t, x) = Eµ[|X(t, x)|2], (t, x) ∈ [0,∞) ×RN . Then by assumption and

Ito’s formula, we have

d

dt
v(t, x) ≤ c7 − Eµ[ϕ(|X(t, x)|2)] ≤ c7 − ϕ(v(t, x)).

Let τ(x) = inf{t ≥ 0; v(t, x) ≤ s0}. Then

− 1
ϕ(v(t,x))−c7

d
dtv(t, x) ≥ 1, 0 < t < τ(x),

v(t, x) ≤ s0, t > τ(x).

This implies that∫ v(0,x)

v(t,x)

ds

ϕ(s) − c7
≥ t, for 0 < t ≤ τ(x) ∧ t0.

Hence v(t, x) ≤ a(t), 0 < t ≤ τ(x) ∧ t0. So

v(t, x) ≤ a(t), t ∈ (0, t0].

Therefore,

sup
x∈RN

µ(|X(t, x)| > r) ≤ a(t)

r2
, r > 0, t ∈ (0, t0].

This completes the proof of Theorem 1.3.

5. Proof of Theorem 1.4

Throughout this section we assume (A-1) and (A-2).

Proposition 5.1. (1) P c
t is a compact operator on Cb(R

N ) for any

c ∈ Cb(R
N ) and t > 0.

(2) Qc
t is a compact operator on E for any c ∈ C1

b (R
N ) and t > 0.

Proof. Since the proofs are similar, we give only the proof of assertion

(2). By Proposition 3.1 (3), it is sufficient to prove that Qt is compact on

E for any t > 0.
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Choose and fix ϕ ∈ C∞
0 (RN ; [0, 1]) with ϕ(x) = 1 for |x| ≤ 1. Let

ϕn(x) = ϕ(nx), x ∈ RN , n ≥ 1. Let Qt,n be the linear operator on E given

by Qt,ng = Qt(ϕ
2
ng), g ∈ E. First, we prove that Qt,n is compact on E for

any t > 0 and n ≥ 1.

Fix t > 0 and n ≥ 1 for a while. Let {g(m)}∞m=1 be any bounded sequence

in E. Then the sequence {(1 −�)−1(ϕng
(m))}∞m=1 is relatively compact in

E. So by taking subsequence if necessary, we may and do assume that

{(1 −�)−1(ϕng
(m))}∞m=1 is convergent in E. Since

(Qt,ng
(m))i(x) =

N∑
j=0

∫
RN

(1−�y)(ϕn(y)qij(t, x, y))(1−�)−1(ϕng
(m))(y)dy,

we get by Proposition 3.2 that ‖ Qt,ng
(m)−Qt,ng

(m′) ‖E→ 0 as m,m′ → ∞.

This finishes the proof of the fact that Qt,n is compact on E for any t > 0

and n ≥ 1.

Notice that

‖ Qt,ng −Qtg ‖E

≤
N∑

i,j=0

sup
x∈RN

|Eµ[Y 0
ij(t, x)(1 − ϕn(X(t, x))2)gj(X(t, x))]|

≤ (
N∑

i,j=0

sup
x∈RN

Eµ[|Y 0
ij(t, x)|2]1/2) sup

x∈RN

µ(|X(t, x)| ≥ n)1/2 ‖ g ‖E ,

for any g ∈ E.

So Qt,n → Qt (n → ∞) as operators on Cb(E). Hence Qt is also compact

on E. �

Proposition 5.2. For c ∈ Cb(R
N ) and t > 0, there exist an h ∈

Cb(R
N ), a probability measure ν in RN , and λ0, C, ε > 0 such that P c

t h =

λ0h,
∫
RN hdν = 1, inf{h(x);x ∈ RN} > 0 and

‖ λ−n
0 (P c

t )nf − (

∫
RN

f

h
dν)h ‖∞≤ C(1 − ε)n ‖ f ‖∞, f ∈ Cb(R

N ).

Proof. Let c ∈ Cb(R
N ) and t > 0 be given. We first prove the

following.
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Claim 1. If f ∈ Cb(R
N ) satisfies f ≥ 0 and f �= 0, then inf{(P c

t f)(x);

x ∈ RN} > 0.

Proof of Claim 1. By virtue of support theorem (c.f. Stroock-

Varadhan [8]), we have that µ(X(t/2, x) ∈ U) > 0, x ∈ RN , for any

non-void open set U in RN . So (P c
t/2f)(x) > 0, x ∈ RN . By (A-2), we

see that there exists a r > 0 such that µ(|X(t/2, x)| ≤ r) ≥ 1/2 for all

x ∈ RN . Therefore,

inf{(P c
t f)(x);x ∈ RN} = inf{P c

t/2(P
c
t/2(f))(x);x ∈ RN} > 0.

This implies Claim 1.

Let B be the complex Banach space given by B = Cc
b (R

N ;C) with

norm ‖ f ‖B= supx∈RN |f(x)|, f ∈ B. Then B is the complex extension of

Cb(R
N ). So the bounded linear operator P c

t can be extended to a bounded

linear operator on B. We denote this by the same symbol P c
t . P c

t is a

compact linear operator on B, and the spectrum σ(P c
t ) of P c

t has no cluster

point except 0. Let λ0 = max{|λ|;λ ∈ σ(P c
t )}.

Claim 2. Suppose that λ ∈ σ(P c
t ) with |λ| = λ0 and f ∈ B satisfies

f �= 0 and P c
t f = λf . Then λ = λ0 and there exists an a ∈ C such that

f = a|f |.

Proof of Claim 2. It is obviuos that P c
t (|f |) − |λ||f | ≥ 0. So it

is sufficient to prove P c
t (|f |) = |λ||f |. Let h = P c

t (|f |) ∈ Cb(R
N ). Then

P c
t h − λ0h ≥ 0, and inf{h(x);x ∈ RN} > 0 by Claim 1. Suppose that

P c
t h−λ0h �= 0. Then by Claim 1, there exists a δ > 0 such that P c

t (P c
t h) ≥

(λ0 +δ)P c
t h. Therefore we have lim supn→∞

1
n log ‖ (P c

t )nh ‖B≥ log(λ0 +δ).

This contradicts the fact that limn→∞
1
n log ‖ (P c

t )n ‖operator= log λ0. So we

have P c
t h = λ0h. This and Claim 1 imply P c

t (|f |) = |λ||f |, which completes

the proof of Claim 2.

By Claims 1 and 2, we see that λ0 ∈ σ(P c
t ) and there exists an h ∈

Cb(R
N ) such that P c

t h = λ0h and infx∈Rd h(x) > 0. Let E(λ0) = E(λ0, P
c
t )

be the projection operator as in Dunford-Schwartz [1, Chapter VII].

Claim 3. The dimension of the image of E(λ0) is one.
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Proof of Claim 3. Suppose not. Then we have by Claim 2 that

there exists an f ∈ B such that λ−n
0 ‖ (P c

t )nf ‖B→ ∞ as n → ∞. On the

other hand, since infx∈RN h(x) > 0, there exists a constant cf > 0 such that

|f | ≤ cfh, hence lim supn→∞ λ−n
0 ‖ (P c

t )nf ‖B≤ cf ‖ h ‖∞. This makes a

contradiction.

By Claim 2, we have that sup{|λ|;λ ∈ σ(P c
t ) \ {λ0}} < λ0. Combining

this with Claim 3, we get that there exist a bounded linear operator S :

B → C and C, ε > 0 such that

‖ λ−n
0 (P c

t )nf − S(f)h ‖B≤ C(1 − ε)n ‖ f ‖B, f ∈ B.

We can easily see that S(h) = 1 and S(f) ≥ 0 for any f ∈ Cb(R
N ,R+).

Moreover S(λ−1
0 P c

t f) = S(f) for f ∈ B. For n ≥ 1, let ϕn(x) = ((n −
|x|) ∧ 1) ∨ 0, x ∈ RN . Then by Riesz’s theorem, there exist finite measures

νn on RN such that S(ϕnf) =
∫
fdνn for f ∈ Cb(R

N ) and n ∈ N. We

have by (A-2) that (P c
t (ϕnf))(x) ↑ (P c

t f)(x) as n → ∞ for x ∈ RN and

f ∈ Cb(R
N ,R+). Since P c

t is compact, we have that S(ϕnf) → S(f) in B

as n → ∞ for f ∈ Cb(R
N ). So there exists a finite measure ν on RN such

that S(f) =
∫
fdν for f ∈ Cb(R

N ). Re-normalize ν and h if necessary, and

we get Proposition 5.2. �

Proposition 5.3. Let c ∈ Cb(R
N ). Then there exist an h ∈ Cb(R

N ),

a probability measure ν on RN and η ∈ R, C, ε > 0 (different from before)

such that P c
t h = exp(ηt)h, t > 0,

∫
RN hdν = 1, inf{h(x);x ∈ RN} > 0 and

‖ exp(−ηt)P c
t f − (

∫
RN

f

h
dν)h ‖∞ ≤ C exp(−εt) ‖ f ‖∞,

t > 0, f ∈ Cb(R
N ).

Proof. By Proposition 5.2, for each n ≥ 0 there exist a hn ∈ Cb(R
N ),

a λn > 0 and a probability measure νn on RN such that P c
2−nhn = λnhn,∫

RN hndνn = 1, inf{hn(x);x ∈ RN} > 0, and λ−k
n P c

2−nkf →
(
∫
RN

f
hn
dνn)hn in Cb(R

N ) as k → ∞ for f ∈ Cb(R
N ). So νn = ν0, hn = h0

and λn = λ2−n

0 for n ≥ 1. Let η = log λ0. Since (P c
sh0)(x) → (P c

t h0)(x) as
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s → t for each x ∈ RN , we get that P c
t h0 = exp(ηt)h0 for t > 0. Also,

‖ exp(−ηt)P c
t f − (

∫
RN

f

h0
dν0)h0 ‖∞

≤ exp(2 ‖ c ‖∞) ‖ λ−n
0 (P c

1 )nf − (

∫
RN

f

h0
dν0)h0 ‖∞

for t ∈ [n, n+ 1] and f ∈ Cb(R
N ). These imply our Proposition. �

Proposition 5.3 implies (1) of Theorem 1.4. Next, we prove (2) of The-

orem 1.4.

Let EC = Cb(R
N ;C1+N ). Then EC is a complex extension of the real

Banach space E. Let c ∈ C1
b (R

N ) and fix it in the rest of this section.

Then for every t > 0, Qc
t can be extended to a compact linear operator

on EC. We use the same symbol Qc
t to denote this. Let Rn denote the

linear operator Qc
2−n on EC, n ≥ 0. The spectrum σ(Rn) has no cluster

points except zero. Let E(λ;Rn), λ �= 0, denotes the spectral projection, i.e.,

E(λ;Rn) = F (Rn), where F is a function such that F = 1 in a neighborhood

of λ and F = 0 in a neighborhood of σ(Rn) \ {λ} (c.f. Dunford-Schwartz

[1, Chapter VII]). Since Rn = R2
n+1, we have by [1] the following:

Proposition 5.4.

(1) σ(Rn) = {λ2;λ ∈ σ(Rn+1)}, n ≥ 0.

(2) E(λ2, Rn) = E(λ,Rn+1) + E(−λ,Rn+1) For any λ ∈ C \ {0} and

n ≥ 0.

Proof of Theorem 1.4. Let h, ν and η be as in Proposition 5.3,

Sn = {λ ∈ σ(Rn); |λ| ≥ exp(2−n(η − 2))}, and #(Sn) the number of

elements of Sn. Then by Proposition 5.4, we have Sn = {λ2; λ ∈ Sn+1},
n ≥ 0. Hence #(Sn) is non-decreasing in n. Also,

∑
λ∈S0

E(λ;R0) =
∑
λ∈Sn

E(λ;Rn).

So #(Sn) is dominated by the dimension of Im
(∑

λ∈S0
E(λ;R0)

)
. Thus

there exist n0 ≥ 1 and M ≥ 1 such that #(Sn) = M for any n ≥ n0. So

there exist λn,i, n ≥ n0, i = 1, 2, · · · ,M , such that Sn = {λn,i; i = 1, · · · ,M}
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and λn,i = λn+1,i, i = 1, · · · ,M, n ≥ n0. Therefore, Ei = E(λn,i;Rn),

i = 1, 2, · · · ,M , is independent of n ≥ n0. By the same argument as in the

proof of Proposition 5.3, we have Qc
tEi = EiQ

c
t for i = 1, · · · ,M , and there

exists a C > 0 such that

‖ Qc
t −

M∑
i=1

Qc
tEi ‖operator≤ C exp((η − 1)t), t > 0.

Let Ri
t, t ≥ 0, i = 1, · · · ,M , be the restriction of Qc

t on Im(Ei). Then

{Ri
t; t ≥ 0} is a continuous semigroup of linear operators on Im(Ei). More-

over, λn,i is the unique eigenvalue of Ri
2−n . So there exists an ηi ∈ C such

that exp(ηit) is the unique eigenvalue of Ri
t, i = 1, · · · ,M .

Now let f ∈ C1
b (R

N ). Then we have by Proposition 3.1 (2)that

∫
RN

dx(ψ0(x) −
N∑
i=1

∇iψi(x))(P c
t f)(x)dx

=

∫
RN

dx(ψ0(x), · · · , ψN (x)) · (Qc
t(f,∇1f, · · · ,∇Nf))(x)

for any ψi ∈ C∞
0 (RN ) and i = 0, 1, · · · , N . Therefore,

exp(−ηt)
M∑
j=1

∫
RN

dx(ψ0(x), · · · , ψN (x)) · (Rj
t (Ej(f,∇1f, · · · ,∇Nf)))(x)

→ (

∫
RN

f

h
dν)(

∫
RN

dx(ψ0(x) −
N∑
i=0

∇iψi(x))h(x)), as t → ∞.

So

exp(−ηt)
M∑
i=1

Ri
t(Ei(f,∇1f, · · · ,∇Nf)) → (

∫
RN

f

h
dν)(h,∇1h, · · · ,∇Nh)

in the sense of Schwartz’ distribution. Since Im(Ei), i = 1, · · · ,M , are of

finite dimensions and are linearly independent, we get that

exp(−ηt)Ri
t(Ei(f,∇1f, · · · ,∇Nf)) → 0, if ηi �= η,

exp(−ηt)Ri
t(Ei(f,∇1f, · · · ,∇Nf))

→ (
∫
RN

f
hdν)(h,∇1h, · · · ,∇Nh) if ηi = η.
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These imply that


Ei(f,∇1f, · · · ,∇Nf) = 0, if ηi �= η and Re(ηi) ≥ η,

Ei(f,∇1f, · · · ,∇Nf)

= (
∫
RN

f
hdν)(h,∇1h, · · · ,∇Nh), if ηi = η.

So h ∈ C1
b (R

N ) and there exist C, δ > 0 such that

‖ exp(−ηt)Qc
t(f,∇1f, · · · ,∇Nf) − (

∫
RN

f

h
dν)(h,∇1h, · · · ,∇Nh) ‖E

≤ C exp(−δt)

for any t > 0 and f ∈ C1
b (R

N ). This completes the proof of Theorem 1.4. �
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