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1. Introduction

In this paper we generalize local class field theory from the viewpoint

of class field theory for (fractional fields of) complete local rings. First,

we review briefly the history of higher-dimensional class field theory. For

one-dimensional complete regular local rings having finite residue field, class

field theory for their fractional fields is classical. On the other hand for two-

dimensional complete regular local rings such as Fq[[X1, X2]] or Zp[[X1]],

their class field theory was successfully obtained by A. N. Parshin in [Pa1]

and S. Saito in [Sa1] independently by using Milnor KM
2 -idele class group.

Such generalizations of local class field theory by using Milnor K-groups
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originate in the celebrated papers [Ka1], [Pa1], [Pa2] of K. Kato and A. N.

Parshin who established so-called higher dimensional local class field the-

ory. Soon thereafter, S. Bloch succeeded in proving class field theory for

arithmetic surfaces in [Bl] by the elegant approach through algebraic K-

theory. By using this result of Bloch, K. Kato and S. Saito established

two-dimensional global class field theory in [Ka-Sa1], where the above re-

sult of S. Saito in [Sa1] played an important role. Here, we also remark that

in positive characteristic case, two-dimensional global class field theory was

also announced by A. N. Parshin in [Pa3].

In [Ka-Sa1], fractional fields of such complete local ring as Fq[[X1, X2]]

or Zp[[X1]] are called semi-global fields (there exist other different types

of semi-global fields. For more details, we refer [Ka-Sa1]). By generalizing

techniques developed in [Bl] or [Ka-Sa1], Kato and Saito finally accom-

plished so-called higher dimensional global class field theory in [Ka-Sa2]

(there, class field theory for arbitrary finitely generated fields over prime

fields are proved and established). But surprisingly, they no longer used

class field theory of semi-global fields obtained as fractional fields of com-

plete local rings Fq[[X1, . . . , Xn]] for n ≥ 3. So, the motivation for our study

can be explained to prove class field theory of fractional fields of complete

regular local rings Fq[[X1, . . . , Xn]] with arbitrary n ≥ 3. In this paper we

treat the case n = 3, and the general case n ≥ 4 is to be established in the

forthcoming paper [Ma2]. We explain more closely our formalism of class

field theory. Let us take a three-dimensional complete regular local ring

A : = Fq[[X1, X2, X3]] and denote by K its fractional field. We consider the

maximal abelian extension Kab of K in the fixed algebraic closure K of

K. Then, we construct the Milnor KM
3 -idele class group CK and the reci-

procity map ρK : CK → Gal(Kab/K) through which Gal(Kab/K) should

be approximated by CK .

We define the idele class group CK in Section 1, where at the same time

we put a certain nice topology on it. An interesting fact is that our Milnor

KM
3 -idele class group CK quite a lot resembles those of two-dimensional

global fields constructed by Kato-Saito (cf. loc.cit.). The reciprocity map

ρK is defined in rather traditional way in Section 5. For this, we must

prove reciprocity laws enjoyed by various local fields Kp or Km in Propo-

sition 5.3 (for the definition of Kp,Km, see the notation in Section 1). In

Sections 5, 6, ρK is proved to describe Gal(Kab/K) in a desirable manner.
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That is, our Milnor KM
3 -idele class group CK contains all informations of

Gal(Kab/K) as all previous successful cases. We will state our main results.

Theorem 1.1 (Theorem 5.1). Let A : = Fq[[X1, X2, X3]] and K be

its fractional field. We assume q = pm, hence K has characteristic p > 0.

Then, by using the topological idele class group CK mentioned above, it holds

the following dual reciprocity isomorphism :

ρ∗K : H1
Gal(K, Qp/Zp)

∼→ Homcont(CK , Qp/Zp),

where Homcont(CK , Qp/Zp) denotes the set of all continuous homomor-

phisms of finite order from CK to Qp/Zp.

This theorem is the most essential part in this paper and is established

in Section 5 by using the simple commutative diagram (5.71) obtained by

using all results in previous sections. In (5.71), the top exact sequence

which is proved in Theorem 5.5 plays a crucial role. Next we state prime to

p parts.

Theorem 1.2 (Theorem 6.1). Let A, K be as above and l �= p be an

arbitrary prime. Then under the Bloch-Milnor-Kato conjecture (see below),

it holds the dual reciprocity isomorphism

ρ∗K : H1
Gal(K, Ql/Zl)

∼→ Homcont(CK , Ql/Zl).

We explain the Bloch-Milnor-Kato conjecture. For an arbitrary field

F and a natural number m, it asserts the bijectivity of the Galois symbol

KM
m (F )/n

∼→ Hm
Gal(F, µ

⊗m
n ) for an arbitrary natural number n prime to

ch(F ). For the proof of Theorem 1.2, we use this conjecture with F = K

and m = 3, n = lk (k ≥ 1). The proof of Theorem 1.2 is much easier than

that of Theorem 1.1 except for using some non-trivial results in algebraic K-

theory or using Saito’s Hasse principle for two-dimensional (not necessarily

regular) normal local rings. Combining Theorem 1.1 and Theorem 1.2, we

get the following class field theory of K :
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Theorem 1.3 (Theorem 6.2). Let A, K be as in Theorem 1.1. Then

under the Bloch-Milnor-Kato conjecture for K, we have the following dual

reciprocity isomorphism :

ρ∗K : H1
Gal(K, Q/Z)

∼→ Homcont(CK , Q/Z) · · · (♦)

where Homcont denotes the set of all continuous homomorphisms of finite

order.

This theorem proves class field theory for K in a satisfactory manner. In

fact, the isomorphism (♦) involves the existence theorem which is treasured

in class field theory.

Corollary 1.4 (Corollary 6.3). Let A, K be as in Theorem 1.1.

Then under the Bloch-Milnor-Kato conjecture for K, the reciprocity homo-

morphism

ρK : CK → Gal(Kab/K)

has the dense image in Gal(Kab/K) with the Krull topology.

Finally we show that for certain finite abelian extensions of K, we have

the following explicit reciprocity isomorphisms which are familiar in local

or global class field theory:

Corollary 1.5 (Corollary 6.4). Let A, K be as in Theorem 1.3

and we assume the Bloch-Milnor-Kato conjecture for K. Then, for an ar-

bitrary finite abelian extension L/K such that the integral closure of A in

L is regular, we have the reciprocity isomorphism

ρK : CK/NL/K(CL)
∼→ Gal(L/K),

where NL/K denotes the norm for Milnor K-groups.

This result can be seen as the first successful explicit description for the

Galois group of finite abelian extension of semi-global fields in the sense of

Kato-Saito (cf. loc.cit.).

Convention. Through the paper, for an arbitrary commutative ring,

we always denote by P iR the set of height i prime ideals of R.
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2. Construction of the Idele Class Group CK

In this section we introduce the Milnor K-theoretic topological idele

class group CK which plays the central role in this paper. First, we review

basic results. Recall that for an arbitrary field k, the n-th Milnor K-group

KM
n (k) is defined by

Definition 1. We define Minor’s K-group KM
q (k) for a field k as

KM
q (k) : = ((k×)⊗q)/J,

where J is the subgroup of the q-fold tensor product (k∗)⊗k of k× (as a Z-

module) generated by elements of the form a1⊗. . .⊗aq satisfying ai+aj = 1

for some i �= j. For a discrete valuation field F , we will define Kato-

filtrations U iKM
n (F ) for i ≥ 0 as

U iKM
n (F ) := {Image: x1 ⊗ x2 ⊗ · · · ⊗ xn �→ KM

n (F ) |(2.1)

s.t. x1 ∈ U (i)(F ), x2, . . . , xn ∈ K∗},

where U (i)(F ) denotes the multiplicative group (1+uiF OF )∗ ⊂ O∗
F . Here,

uF and OF denote the uniformizing parameter and the valuation ring of F ,

respectively.

Next, we recall class field theory for n-dimensional local fields established

by K. Kato and A. N. Parshin in [Ka1], [Pa1]. For this, we first give the

definition of higher dimensional local fields.

Definition 2. A complete discrete valuation field kn is said to be n-

dimensional local if there exists the following sequence of fields ki (1 ≤ i ≤
n) :

each ki is a complete discrete valuation field having ki−1 as the residue

field of the valuation ring Oki of ki, and k0 is defined to be a finite field.

For n-dimensional local field kn, K. Kato and A. N. Parshin established

its class field theory as follows:

Theorem 2.1 (Kato, Parshin). For an arbitrary n-dimensional local

field kn, there exists the canonical reciprocity map

ρkn : KM
n (kn)→ Gal(kabn /kn)
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which satisfies the following two conditions :

i) for an arbitrary finite abelian extension k′/kn, ρkn induces an isomor-

phism

ρkn : KM
n (kn)/Nk′/kn(KM

n (k′))
∼→ Gal(k′/kn),

ii) the correspondence k′ �→ Nk′/kn(KM
n (k′)) is a bijection between the

set of all finite abelian extensions of kn and the set of all open subgroups of

KM
n (kn) of finite index.

For the convenience, we fix the following notation:

Notations

P 2
A : = the set of all height 2 primes of A,

P 1
A : = the set of all height 1 primes of A,

P 1
m: = the set of all height 1 primes of Am,

pm: = element of P 1
m,

Am:= lim←− nA(m)/m
n (A(m) is a localization, where all elements outside

m are invertible),

Ap: = lim←− nA(p)/p
n,

Am,pm: = lim←− nAm(pm)/p
n
m (this is a complete discrete valuation ring)

Km: = FracAm, Kp: = FracAp, Km,pm: = FracAm,pm.

Remark 1. In the above notation, Am becomes a two-dimensional

complete regular local ring whose residue field κ(m) is one-dimensional lo-

cal. We also remark that Km,pm is a three-dimensional local field explained

in Definition 2.

We will introduce a notion of modulus M .

Definition 3. A modulus M is a formal sum

M : = Σp∈P 1
A
np (p)

of prime divisors (p) defined by (p = 0) in SpecA, and the integer coefficient

np is zero except for finitely many ps.
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Next, for an arbitrary modulus M and each m ∈ P 2
A, we define the group

Cm(M) by

Cm(M)

(2.2)

:= Coker

KM
3 (Km)

diagonal−→
⊕

pm∈P 1
m

(
KM

3 (Km,pm)/UM(pm)KM
3 (Km,pm)

) ,

where pm denotes a height one prime of two-dimensional complete local ring

Am and the positive integer M(pm) is defined to be np if pm �→ p under the

canonical map SpecAm,pm→ SpecA. Gathering Cm(M) over all elements

m ∈ P 2
A, we define the group CK(M)/n for n ≥ 2 as

CK(M)/n := Coker

⊕
p∈P 1

A

KM
3 (Kp)→

⊕
m∈P 2

A

Cm(M)/n

 ,(2.3)

and put the discrete topology on CK(M)/n. The reason why we take

modulo n in (2.3) is that we should prove its well-definedness. That is,

the image of each group KM
3 (Kp) in

∏
m∈P 2

A
Cm(M)/n actually lives in the

direct sum. We prove this as the following lemma:

Lemma 2.2. For each p ∈ P 1
A, the image of KM

3 (Kp) in∏
m∈P 2

A,m⊃pCm(M)/n lies in
⊕

m∈P 2
A,m⊃pCm(M)/n.

Proof. We will only treat the case n = p to fix ideas. Hereafter, we

will denote by kM3 (Kλ) the group KM
3 (Kλ)/p and by U ikM3 (Kλ) the image

U iKM
3 (Kλ) in kM3 (Kλ).

Take an arbitrary height one prime λ ∈ P 1
A. Then, each element of

KM
3 (Kλ)/p lands in only such component Cm(M)/p of

∏
m∈P 2

A
Cm(M)/p as

m ⊃ λ. So, we have only to prove that an arbitrary element α ∈ kM3 (Kλ)

vanishes in Cm(M)/p for almost all m which contains λ. If we denote by np

the coefficient of (p) in M , the definition of Cm(M)/p immediately shows

that UnλkM3 (Kλ) vanishes in Cm(M)/p. On the other hand, Theorem 2.7 at

the end of this section shows the surjection kM3 (K) � kM3 (Kλ)/U
nλkM3 (Kλ),

which allow us to consider α ∈ kM3 (K). So, we can write

α = (a1, b1, c1) · · · (an, bn, cn)(2.4)
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with ai, bi, ci ∈ K. Further as A is uniquely factorized domain, we may

assume that all ai, bi, ci lie in A[ 1
up1

, . . . , 1
upm

] with finitely many height

one primes pj (j = 1, . . . ,m). The problematic height two primes can be

classified into the following three types :

i) height two prime m which lie over both λ and some pj (�= λ).

ii) height two prime m such that λ splits into several primes in Am.

Indeed, this is the case if the curve λ has the nodal singularity at m (we can

consider λ as a curve in the surface SpecA \mA).

iii) height two primes which lie over both λ and some height one prime

p having its modulus number np > 0.

We will exclude these three cases in the below. The point is that only

finitely many height two primes are candidates for each of these three types.

So even in total, only finitely many height two primes are excluded. In the

next Sub-lemma, we prove that except for finitely many ms excluded just

now, an arbitrary element α ∈ kM3 (K) vanishes in Cm(M)/p.

The situation is as follows: α ∈ kM3 (Am[ 1
λ ]), M(pm) = 0 for every height

one prime pm in Am except for λ (λ remains prime because we excluded the

type (ii)).

Sub-lemma 2.3. For an element m ∈ P 2
A, the group kM3 (Am[ 1

λ ]) van-

ishes in Cm(M)/p if each modulus M(p) is zero for all pm ∈ P 1
m such that

pm �= λ.

Proof. Consider the Gersten-Quillen complex

kM3 (Am[
1

λ
])→ kM3 (Km)

⊕∂pm→
⊕
pm
=λ

kM2 (κ(pm))→ 0,(2.5)

where ∂pm is the boundary map ∂pm: kM3 (Km,pm) → kM2 (κ(pm)) in alge-

braic K-theory. By Theorem 2.7 below, the kernel of each boundary map

∂pm coincides with U0kM3 (Km,pm). So the above sequence (2.5) shows that

kM3 (Am[ 1
λ ]) lies in U0kM3 (Km,pm) for all pm such that pm �= λ. So immediately

follows that if we move an arbitrary element α ∈ kM3 (Am[ 1
λ ]) ⊂ kM3 (Km,λ)

into
⊕

pm
=λ
(
kM3 (Km,pm)/U0kM3 (Km,pm)

)
using the diagonal image of α ∈

kM3 (Km) in Cm(M)/p, α becomes 0 in kM3 (Km,pm)/U0kM3 (Km,pm) for all pm

such that pm �= λ. Hence, we get the desired assertion in the sub-lemma. �
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We are in the stage to define the idele class group CK for K.

Definition 4. We define the topological idele class group CK by

CK := lim←−M,n≥2 CK(M)/n,(2.6)

where lim←−M is taken by the surjection CK(M ′)/n � CK(M)/n if M ′ −M

is effective (⇔ n′
p− np ≥ 0), and we endow the inverse limit topology on

CK induced from the discrete topology on each CK(M)/n (by definition,

the fundamental open subsets of CK are the inverse images of all subgroups

of CK(M)/n in CK with M running over all moduli and n ≥ 2).

We have a useful lemma.

Lemma 2.4 (Explicit Representation of CK). The above idele class

group CK can be also represented explicitly as follows :

CK/n
∼→ lim←−MDK,n/F

MDK,n,(2.7)

where FMDK,n := Image

( ∏′

m,pm

UM(pm)KM
3 (Km,pm)→ DK,n

)
(M(pm) is de-

fined in (2.2)) and DK,n is defined by

DK,n :=

 ∏′

m∈P 2
A,pm∈P 1

m

KM
3 (Km,pm)/n

 /
∏

m∈P 2
A

KM
3 (Km)

∏
p∈P 1

A

KM
3 (Kp).

( ∏′

m,pm

KM
3 (Km,pm)/n

)
is the subgroup of the direct product( ∏

m,pm

KM
3 (Km,pm)/n

)
such that an arbitrary element a ∈( ∏′

m,pm

KM
3 (Km,pm)

)
satisfies the following two conditions :

1) there can be associated the set S of finitely many height-one prime

ideals of A such that (m, pm)-component am,pm of a lies in U0KM
3 (Km,pm)/n

if pm �→ p such that p /∈ S,
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2) for any element p ∈ P 1
A, (m, pm)-component am,pm of a lies in

KM
3 (Am[ 1

upm
])/n for almost all pm such that pm �→ p.

Finally, it also holds that

DK,n/F
MDK,n

∼→ CK(M)/n.(2.8)

Proof. This is easily observed in the similar way as in Sub-lemma

2.3. �

Next, we define the subgroup F 0CK of CK which plays an important

role in Section 5.

F 0Cm(M) := Image

 ⊕
pm∈P 1

m

U0KM
3 (Km,pm)→ Cm(M)


F 0CK(M)/n := Image

⊕
m∈P 2

A

F 0Cm(M)→ CK(M)/n

 .(2.9)

By an easy check, we see an isomorphism F 0DK,n/F
MDK,n

∼= F 0CK(M)/n.

Using this, we have

Definition 5. We define F 0CK by the inverse limit

F 0CK := lim←−M,n≥2F
0CK(M)/n.(2.10)

In Section 5 and Section 6, it is proved that this group F 0CK corre-

sponds to the maximal unramified extension of K by the reciprocity map

ρK . So, if the residue field of A is Fq, it follows that Coker(F 0CK → CK) ∼=
Gal(Fq/Fq) ∼= Ẑ.

Here, we also review the Bloch-Milnor-Kato conjecture which plays an

important role in the proof for prime to p part in Section 6.

Conjecture (Bloch-Milnor-Kato). For an arbitrary field K and a

natural number n prime to the characteristic of K, there holds the following

Galois symbol isomorphism :

KM
n (K)/m

∼→ Hn
Gal(K, µ⊗n

m ).
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For this conjecture, recent development of motivic cohomology by Vo-

evodsky or Rost and others seems to bring the final solution in the near

future. For the p primary version of this conjecture, we have

Theorem 2.5 (Bloch-Gabber-Kato). For an arbitrary field K of posi-

tive characteristic p, the following differential symbol becomes an iso-

morphism :

KM
n (K)/pm

∼→ H0
Gal(K, WmΩnK, log),

where WmΩnK, log denotes the logarithmic Hodge-Witt sheaves of length m.

This theorem works often useful at several places in Section 5. We also

review the purity theorem for Logarithmic Hodge-Witt sheaves established

by Shiho.

Theorem 2.6 (Shiho [Sh2], Theorem 3.2). Let X be an arbitrary reg-

ular scheme X of dimension n such that any closed point x ∈ X(n) satisfies

[κ(x) : κ(x)p] = pi. Then, for any regular closed subscheme Z ↪→ X of

codimension c, it holds the following purity isomorphism :

H1
ét(Z, Ωn+i−c

Z,log ) ∼= H1+c
Z (X, Ωn+i

X,log).

This theorem is also indispensable in Section 5 in proving isomorphisms

between local cohomologies of henselian local rings and those of complete

local rings.

Finally, we recall Kato’s calculation of Milnor K-groups for discrete

valuation rings which are basic throughout this paper.

Theorem 2.7 (Kato [Ka1] II, Lemma 6, p.616). Let L be a discrete

valuation field with residue field F such that (F : F p) = pd, and

KM
n (L), U iKM

n (L) be as in Definition 1. We denote by kMn (L) the group

KM
n (L)/KM

n (L)p, and denote by U ikMn (L) the image of U iKM
n (L) in kMn (L).

Then, each sub-quotient GrikMn (L) : = U ikMn (L)/U i+1kMn (L) is calculated

as follows :
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(1)There exists an exact sequence

0→ KM
n (F )→ KM

n (L)/U1KM
n (L)

∂→ KM
n−1(F )→ 0

and Ker(KM
n (L)

∂→ KM
n−1(F )) coincides with U0KM

n (L). Consequently, it

holds

U0KM
n (L)/U1KM

n (L) ∼= KM
n (F ).

Hereafter, we assume i > 0, and πL denotes a uniformizing parameter of

the valuation ring OL of L.

(2) if p � i , there exists an isomorphism

ξi : Ωn−1
F

∼→ GrikMn (L),

where ξi sends ω = s dt1/t1 ∧ . . . ∧ dtn−1/tn−1 �→ (1 + s πiL, t1, . . . , tn−1) ∈
GrikMn (L).

(3) if p | i , there exists an isomorphism

ξi : Ωn−1
F /Ωn−1

F,d=0 ⊕ Ωn−2
F /Ωn−2

F,d=0
∼→ GrikMn (L),

where ΩiF,d=0 denotes the set of d-closed i-forms of F . ξi sends ω ∈ Ωn−1
F

in the same way as in (2) and sends ω = s dt1/t1 ∧ . . . ∧ dtn−2/tn−2 �→
(1 + s πiL, t1, . . . , tn−2, πL) ∈ GrikMn (L).

(4) if ch(k) = 0 and i = e p/(p− 1), there exists an isomorphism

ξe p/(p−1) : Ωn−1
F /(1 + aC)Ωn−1

F,d=0 ⊕ Ωn−2
F /(1 + aC)Ωn−2

F,d=0
∼→ GrikMn (L),

where a := π−e
L p is the residue class of π−e

L p in F , and maps are defined in

the same way in the above.

Remark 2. In this paper, we use Theorem 2.7 for d = 2, n = 3. So

in this case, the term Ωn−1
F /Ωn−1

F,d=0 in (3) vanishes, which follows from the

fact all two-forms in Ω2
F are d-closed (note that (F : F p) = p2).
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3. Duality for Two Dimensional Complete Gorenstein Local

Rings

In this section, we establish explicit duality results for two-dimensional

complete normal Gorenstein local rings having finite residue field. We begin

with the Grothendieck duality theorem.

Theorem (Grothendieck [Ha], Theorem 6. 2, p. 278). For an arbitrary

normal local ring R over a field k and an arbitrary finite R-module M , the

following isomorphisms hold :

Ext−iR (M,D•
R)⊗R R̂ ∼= HomR(H i

mR
(R, M), IR)(3.1)

H i
mR

(R, M) ∼= HomR(Ext−iR (M,D•
R), IR),(3.2)

where D•
R, IR denote the normalized dualizing complex and the injective hull

of R, respectively. For a gorenstein local ring R, we have D•
R
∼= ΩnR [n] and

for a regular local ring R, IR is given by IR : = lim−→ i>0 R/m
i
R. Hence for a

gorenstein local ring R, (3.1) reads

Extn−iR (M, ΩnR)⊗R R̂ ∼= HomR(H i
mR

(R, M), IR).(3.3)

The following corollaries are very useful which follow from the definition

of IR :

Corollary 3.2. Under the same assumption in Theorem 3.1, if R is

Gorenstein, it holds

Extn−iR (M, ΩnR)⊗R R̂ ∼= Hom(H i
mR

(R, M), κ(mR)),

where Hom denotes the set of all homomorphisms between discrete groups

and κ(mR) := R/mR.

Corollary 3.3. Under the same assumption in Corollary 3.2, it holds

H i
mR

(R, M) ∼= Homcont(Extn−iR (M, ΩnR), κ(mR)),

where cont means the set of continuous homomorphism with respect to mR-

adic topology on Extn−iR (M, ΩnR).
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By using these results, we will prove

Theorem 3.4. Let R be an arbitrary two-dimensional normal Goren-

stein local ring with residue field Fq, and F be its fractional field. We attach

the discrete group

D1 : = Coker

Ω2
F

diagonal−→
⊕

q∈P 1
R

(
Ω2
Fq
/Ω2

Rq

) ,

where Fq, Rq denote completions of F, R at height one prime q, respectively.

Then with this module, we have the following canonical isomorphism :

R̂
∼→ Hom(D1, Z/p),(3.4)

where Hom denotes the set of homomorphisms between discrete groups.

Proof. We will use Corollary 3.2. We put M = Ω2
R, n = 2, i = 2.

Then, it reads

R̂ ∼= Hom(H2
mR

(R, Ω2
R), Fq) ∼= Hom(H2

mR
(R, Ω2

R), Z/p),

where the second isomorphism comes from trace homomorphism Tr: Fq →
Z/p. Thus, the proof of the isomorphism (3.4) is reduced to

Claim 3.5. There holds an isomorphism H2
mR

(R, Ω2
R) ∼= D1.

Proof. Let us consider the following localization sequence which is

exact :

· · · →H1
mR

(SpecR, Ω2
SpecR) → H1(SpecR, Ω2

SpecR) → H1(X, Ω2
X) →

H2
mR

(SpecR, Ω2
SpecR) → H2(SpecR, Ω2

SpecR) → H2(X, Ω2
X) · · · ,(3.5)

where X = SpecR \mR with the maximal ideal mR of R. We see that both

groups H1(SpecR, Ω2
SpecR) and H2(SpecR, Ω2

SpecR) in (3.5) vanish, so we

obtain the isomorphism

H1 (X, Ω2
X) ∼= H2

mR
(SpecR, Ω2

SpecR).(3.6)

We analyze the group H1(X, Ω2
X). First we notice that the Krull dimension

of X is 1. By considering the localization sequence in étale cohomology of X
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with the attention to the fact that each height one prime of X corresponds

bijectively to the unique height one prime of R, we obtain the following

exact sequence :

· · · →H0(X, Ω2
X) → H0(F, Ω2

F ) →⊕
q∈X(1)

H1
q(X, Ω2

X) → H1(X, Ω2
X) → 0,

where the final 0 is obtained by replacing the group H1(F,Ω2
F ) by 0. From

this sequence, we can find that the group H1(X, Ω2
X) is explicitly expressed

as

H1(X, Ω2
X) ∼=

 ⊕
q∈X(1)

H1
q(X, Ω2

X)

 /
(
H0(F, Ω2

F )/H0(X, Ω2
X)
)
.

By replacing H0(F, Ω2
F ) and H0(X, Ω2

X) with Ω2
F and Ω2

R respectively, we

obtain

H1(X, Ω2
X) ∼=

 ⊕
q∈X(1)

H1
q(X, Ω2

X)

 /(Ω2
F /Ω2

R).(3.7)

We have H1
q(X, Ω2

X) ∼= H1
q(SpecRh

q, Ω2
SpecRh

q
), where Rh

q denotes the

henselization of R at q. So, it holds that

H1
q(X, Ω2

X) ∼= H1
q(SpecRh

q, Ω2
SpecRh

q
) ∼= Ω2

Fh
q
/Ω2

Rh
q

∼= Ω2
Fq
/Ω2

Rq
,(3.8)

where Rq, Fq denote the completion of Rh
q, F

h
q at q, respectively. From (3.6),

(3.7) and (3.8), the desired isomorphism H2
mR

(R, Ω2
R) ∼= D1 follows. �

Next, we state the duality theorem for R/Rp.

Theorem 3.6. Let R be same as in Theorem 3.4. We will define the

discrete module D2 by

D2 : = Coker

Ω1
F

diagonal−→
⊕
q∈P 1

R

(Ω1
Fq
/(Ω1

Fq,d=0,Ω
1
Rq

))

 .
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Then, there exists the following isomorphism :

(R/Rp) ∼= Hom(D2, Z/p).

Proof. For the proof, we need the Cartier operator C. Let us consider

the exact sequences

0→ R
x →xp→ R→ R/Rp → 0(3.9)

0→ (R/Rp)∗ →

⊕
q∈P 1

R

(
Ω2
Fq
/Ω2

Rq

) /Ω2
F

C→(3.10)

⊕
q∈P 1

R

(
Ω2
Fq
/Ω2

Rq

) /Ω2
F → 0,

where (3.10) is obtained by taking the Pontryagin dual of (3.9) together

with Theorem 3.4. But the property of the Cartier operator C shows that

Ker(C : Ω2
Fq
→ Ω2

Fq
) = dΩ1

Fq
∼= (Ω1

Fq
/Ω1

Fq, d=0)(3.11)

Ker(C : Ω2
F → Ω2

F ) = dΩ1
F
∼= (Ω1

F /Ω
1
F,d=0),(3.12)

where d denotes the differential operator. So by (3.11), it follows that

Ker(C : Ω2
Fq
/Ω2

Rq
→ Ω2

Fq
/Ω2

Rq
) = Ω1

Fq
/(Ω1

Fq, d=0,Ω
1
Rq

)(3.13)

Now from (3.12) and (3.13), easy arguments show

Ker
(
C : (

⊕
q∈P 1

R

(Ω2
Fq
/Ω2

Rq
))/Ω2

F → (
⊕
q∈P 1

R

(Ω2
Fq
/Ω2

Rq
))/Ω2

F

)
(3.14)

=

 ⊕
q∈P 1

R

(Ω1
Fq
/(Ω1

Fq, d=0,Ω
1
Rq

))

 /Ω1
F ,

where the right hand side of (3.14) is nothing but D2. Thus, we get the
following commutative diagram:

0 −−−−→ R −−−−→ R −−−−→ R/Rp −−−−→ 0�∼=
�∼=

�
0 −−−−→ Hom(D1, Z/p) −−−−→ Hom(D1, Z/p) −−−−→ Hom(D2, Z/p) −−−−→ 0
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from which we get the desired bijectivity R/Rp ∼= Hom(D2, Z/p). �

Here, we state the duality theorem for F , F/F p where F is the fractional

field of R. For this, we explain the differential idele class groups. It is defined

by

E1 := (
∏

q∈P 1
R

Ω2
Fq

)/Ω2
F(3.15)

E2 := (
∏

q∈P 1
R

(Ω1
Fq

/Ω1
Fq,d=0))/(Ω

1
F /Ω

1
F,d=0),(3.16)

where Ω2
F , (Ω1

F /Ω
1
F,d=0) are embedded diagonally into the numerators of

(3.15) and (3.16), respectively. The restricted product in (3.15) is defined

by the condition that any element in it lies in the group
(∏

q∈U Ω2
Rq

)
⊕(⊕

q
∈U Ω2
Fq

)
for some open U ⊂ SpecR. The restricted product in (3.16)

is in the same way defined as (3.15).

Remark 3. We want to mention that the above defined differential

idele class groups E1, E2 are also defined in terms of the differential idele

class groups D1, D2. For this, we will prepare the modulus M :=
∑

q∈P 1
R

nq(q),

where nq = 0 for almost all q. Then, E1, E2 are given by

E1
∼= lim←−MCoker

Ω2
F

diagonal−→
⊕

q∈P 1
R

(
Ω2
Fq
/qnqΩ2

Rq

)
E2
∼= lim←−MCoker

Ω1
F

diagonal−→
⊕
q∈P 1

R

(Ω1
Fq
/(Ω1

Fq,d=0, q
nqΩ1

Rq
))

 ,

where we put the discrete topology on Coker
(
Ω2
F

diagonal−→
⊕

q∈P 1
R
×(

Ω2
Fq
/qnqΩ2

Rq

))
and put the inverse limit topology on E1. We also treat in

the same manner for E2. The proof of these isomorphisms are understood

without difficulty by direct calculation.

The duality results for F , F/F p are stated as follows:
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Theorem 3.7. Let R be the same ring as in Theorem 3.4 and F be its

fractional field. Then, there exists the following isomorphism :

F ∼= Homc(E1, Z/p),

where Homc denotes the set of homomorphism χ : (
∏

q∈P 1
R

Ω2
Fq

)/Ω2
F → Z/p

such that χ annihilates qnqΩ2
Rq

for each q with some nq≥ 0 and almost all

nq = 0.

Theorem 3.8. For an arbitrary complete local ring R with fractional

field F which satisfies the condition in Theorem 3.4, there exists the follow-

ing canonical isomorphism :

(F/F p) ∼= Homc(E2, Z/p),

where Homc denotes the same meaning as in Theorem 3.7.

These theorems are immediately obtained from Theorem 3.4, Theo-

rem 3.6 respectively by considering the fact that F = lim−→ f∈RR[ 1
f ] and

the isomorphisms explained in Remark 3.

4. The Complete Discrete Valuation Field Kp

In this section, we will devote ourselves to prove the following class field

theory for Kp:

Theorem 4.1. For each height one prime p of A, we consider the com-

plete discrete valuation field Kp (cf. Notations in page 5). Then, the filtered

topological idele class group F iCKp(i ≥ −1) can be associated for Kp and it

holds the following dual reciprocity isomorphism :

ρ∗Kp
: H2

p(Ap, Z/p) ∼= Homcont(F
0CKp, Z/p),(4.1)

where Homcont denotes the set of continuous homomorphisms of finite or-

ders.

We begin with the definition of the idele class group CKp for Kp. Firstly,

we define the three-dimensional local field Kp,q for each height one prime
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q of two-dimensional complete normal local ring Ã/p (Ã/p denotes the nor-

malization of A/p). Kp,q is the complete discrete valuation field defined

uniquely up to isomorphism by the following two conditions :

1) Kp⊂ Kp,q and mKpOKp,q = mKp,q, where mKp and mKp,q denote the

maximal ideals of the valuation rings OKp and OKp,q, respectively.

2) The residue field OKp,q/mKp,q of the valuation ring OKp,q of Kp,q co-

incides with the fractional field κ(p)q of the complete discrete valuation ring

(Ã/p)q:= lim←− n(Ã/p)(q)/q
n. Equivalently explained, κ(p)q is the completion

of κ(p) at q.

We consider the Milnor K-group KM
3 ((Ã/p)q[[up]]) of the two-dimen-

sional complete local ring (Ã/p)q[[up]] and put the filtration

F iKM
3 ((Ã/p)q[[up]]) for an integer i ≥ 0 by

F iKM
3 ((Ã/p)q[[up]]) := Ker

(
KM

3 ((Ã/p)q[[up]])→ KM
3 (((Ã/p)q/q

i)[[up]])
)
.

More explicitly, we have

F iKM
3 ((Ã/p)q[[up]]) ∼= {1 + q

i(Ã/p)q[[up]], (Ã/p)q[[up]]
∗, (Ã/p)q[[up]]

∗}
(4.2)

which, for example, is obtained by faithfully following arguments of Denis-

Stein [De-St] who proved Ker
(
KM

2 (R)→ KM
2 (R/a)

) ∼= {1 + aR, R∗}. We

return to the definition of CKp. For an arbitrary modulus M :=
∑

q∈P
Ã/p

nq (q)

of Ã/p (nq is 0 except for finitely many primes) and the integer i ≥ 0, we

introduce the group CKp(M, i) by

CKp(M, i) := Coker

(
KM

3 (Kp)(4.3)

diagonal−→
⊕

q∈P 1

Ã/p

(
KM

3 (Kp,q)

FnqKM
3 ((Ã/p)q[[up]]) ∩ U iKM

3 (Kp,q)

))
,

where we consider FnqKM
3 ((Ã/p)q[[up]]) ⊂ KM

3 (Kp,q) by taking its image

induced from the natural map

(Ã/p)q[[up]] ↪→ κ(p)q[[up]] ↪→ κ(p)q((up)) ∼= Kp,q.(4.4)
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Now we can give

Definition 6. Our topological idele class group is defined by

CKp = lim←−M, i≥0 CKp(M, i),(4.5)

where M runs over all moduli of Ã/p. For the topology, we put the discrete

topology on each CKp(M, i) and endow the induced inverse limit topology

on CKp.

Remark 4. This idele class group CKp resembles that of complete

discrete valuation fields having global residue fields. In fact, for such c.d.v.f.

as has Fp(X) as its residue field, Kato gave the definition of its idele class

group in [Ka1] III and proved its class field theory. It is found that our way

of construction is essentially equivalent to Kato’s one.

The next task is to construct the reciprocity pairing

H1
Gal(Kp, Z/p)× CKp/p→ Z/p.(4.6)

First, choose isomorphisms

Kp
∼= κ(p)((up)), κ(p)q = Frac((Ã/p)q) ∼= Fq((sq))((tq)).(4.7)

Then Kp,q is explicitly rewritten as

Kp,q
∼= Fq((sq))((tq))((up)).(4.8)

On the other hand, for each three-dimensional local field Kp,q, there exists

the following residue pairing by Kato-Parshin:

H1
Gal(Kp,q, Z/p)×KM

3 (Kp,q)/p→ Z/p(4.9)

defined by
(
χp,q, (ap,q, bp,q, cp,q)

)
�→ Res dsq

sq
∧ dtq

tq
∧ dup

up

(χp,q
dap,q

ap,q
∧ dbp,q

bp,q
∧

dcp,q
cp,q

) ∈ Z/p, where Res dsp
sp

∧ dtq
tq

∧ duq
uq

denotes TrFq/Fp(c−1,−1,−1) ∈ Fp. Here,

TrFq/Fp is the trace operator and c−1,−1,−1 is the coefficient of
dsp
sp
∧ dtqtq ∧

duq

uq

in the three-form (χp,q
dap,q

ap,q
∧ dbp,qbp,q

∧ dcp,qcp,q
) ∈ Ω3

Kp,q
. Fix χ ∈ H1

Gal(Kp, Z/p).
Then, by using the restriction homomorphism

rp,q: H1
Gal(Kp, Z/p)→ H1

Gal(Kp,q, Z/p)(4.10)
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in Galois cohomology, we can consider the above pairing by Kato-Parshin

for each q. After gathering over all q, except for the reciprocity law which we

will prove just below, it is found that the gathered pairings factor through

CKp(M, i) for some M and i which depend on χ. viz;

χ × CKp(M, i)/p → Z/p.(4.11)

By considering all χ in the left hand side which is equivalent to consider

the inductive limit for all χ, the corresponding right hand side in the pair-

ing (4.11) turns out to be the inverse limit over all M, i, that is,

lim←−M, i≥0 CKp(M, i)/p = CKp/p. Thus, we get the desired pairing (4.6).

As mentioned above, we will prove the following reciprocity law:

Proposition 4.2. For an arbitrary elements a ∈ KM
3 (Kp), χ ∈

H1
Gal(Kp, Z/p), the sum

∑
q∈P1(Ã/p)

(rp,q(χ), a)q = 0, where rp,q is defined

in (4.10) and ( , )q denotes the Kato-Parshin pairing (4.9).

Proof. First, we remark that we can take an integer i ≥ 0 such that

rp,q(χ) annihilates the subgroup U iKM
3 (Kp,q) for all q. We can see The-

orem 2.7 shows that any element (ap, bp, cp) ∈ KM
3 (Kp)/p can be written

as

(ap, bp, cp) = (1 + αujp, β, γ)(4.12)

with α, β, γ ∈ κ(p) modulo U iKM
3 (Kp,q). On the other hand, the repre-

sentation of Kp in (4.7) allows us to interpret each χp ∈ H1
Gal(Kp, Z/p) ∼=

Kp/(P− 1)Kp

(
(P− 1)x := xp − x

)
as

χp =
∑

n�−∞
δn unp,

where each δn ∈ κ(p) and δn unp denotes the image of δn u
n
p in Kp/(P−1)Kp.

But for n ≥ 1, it is easily seen that the pair
(
δn unp, (ap, bp, cp)

)
goes to 0

under the pairing (4.11). Thus, we have only to check the above proposition

in the case

χp = (
δn
unp

)
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for an arbitrary n ≥ 0. Using the representation (4.12), we find the residue

pairing
(
( δnunp

), (1 + αujp, β, γ)
)

= 0 if j � n. Otherwise, n = kj and then it

becomes (
(
δkj

ukjp
), (1 + αujp, β, γ)

)
(4.13)

�→
∑

q∈P 1

Ã/p

Res dsq
sq

∧ dtq
tq

(
(−1)k−1jδkj(α

k d β

β
∧ d γ

γ
)

)
.

But if we consider (−1)k−1jδkj ∈ κ(p) and αk d ββ ∧
d γ
γ ∈ Ω2

κ(p), the claim

that the right hand side of (4.13) = 0 is nothing but the reciprocity law (in

the class field theory) for κ(p), which is proved by Kato (cf. Proposition 7

in [Ka3]). Hence, we are done. �

Next, we give the definition of filtrations on CKp and H1
Gal(Kp, Z/p).

Definition 7. For an arbitrary positive integer i ≥ 0, we define the

decreasing filtration F iCKp on CKp and the increasing filtration

NiH
1
Gal(Kp, Z/p) on H1

Gal(Kp, Z/p) by

1) F iCKp:= Ker
(
CKp � lim←−M CKp(M, i)

)
(4.14)

2) NiH
1
Gal(Kp, Z/p) := {Im: x �→ (Kp/(P− 1)Kp) | x ∈ Kp

satisfies vup(x) ≥ −i}, where (P− 1)

is defined by (P− 1) (x) = xp − x.

For NiH
1
Gal(Kp, Z/p), we see an isomorphism

N∞H1
Gal(Kp, Z/p)/N0H

1
Gal(Kp, Z/p) ∼= H2

p(Ap, Z/p)(4.15)

(N∞H1
Gal(Kp, Z/p) = H1

Gal(Kp, Z/p)) which immediately follows from the

(exact) localization sequence

0→ H1
Gal(Ap, Z/p)→ H1

Gal(Kp, Z/p)→ H2
p(Ap, Z/p)→ 0.
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We also consider the filtration F i(CKp/m) on CKp/m for an arbitrary inte-

ger m > 0 by

F i(CKp/m) := Image
(
F iCKp→ CKp/m

)
(4.16)

and take the following graded-quotients :

Gri(CKp/p) := F i(CKp/p)/F
i+1(CKp/p)(4.17)

GriH
1
Gal(Kp, Z/p) := NiH

1
Gal(Kp, Z/p)/Ni−1H

1
Gal(Kp, Z/p).(4.18)

For these graded-quotients, we have

Lemma 4.3. There hold the following isomorphisms :

1. if p � i, κ(p)
∼→ GriH

1
Gal(Kp, Z/p)(4.19)

by κ(p) � a �→ (
a

uip
) ∈ GriH

1
Gal(Kp, Z/p)

2. if p | i, κ(p)/κ(p)p
∼→ GriH

1
Gal(Kp, Z/p)(4.20)

by κ(p) � a �→ (
a

uip
) ∈ GriH

1
Gal(Kp, Z/p).

This lemma is checked without any difficulty by explicit calculation.

Lemma 4.4. For i ≥ 0, there exist the following surjections :

1. Gr0(CKp/p) = 0.(4.21)

2. if p � i, (
∏

q∈P 1

Ã/p

Ω2
κ(p)q

)/Ω2
κ(p) � Gri(CKp/p).(4.22)

3. if p | i (> 0),(4.23)

(
∏

q∈P 1

Ã/p

(Ω1
κ(p)q

/Ω1
κ(p)q, d=0))/(Ω

1
κ(p)/Ω

1
κ(p), d=0) � Gri(CKp/p).

As an important fact, each left hand side of (4.22), (4.23) coincides with

the differential ideles defined at (3.15), (3.16), respectively.

Proof. By Kato’s Theorem 2.7, (4.22) and (4.23) follow by consid-

ering the definition of CKp in Definition 6 (one should pay our attention
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to the fact that in the definition of CKp, the filtration F •CKp is taken

into account). Thus, only the case 1 requires the proof. It suffices to

prove Gr0(KM
3 (Kp,q)/p) = 0 for each component of CKp/p. According

to Theorem 2.7 again, we have Gr0(KM
3 (Kp,q)/p) ∼= KM

3 (OKp,q/mKp,q)/p,

where mKp,q denotes the maximal ideal of the valuation ring OKp,q. But the

residual field OKp,q/mKp,q is, by definition, κ(p)q which is two-dimensional

local field of characteristic p > 0. Thus we have isomorphisms

Gr0(KM
3 (Kp,q)/p) ∼= KM

3 (OKp,q/mKp,q)/p
∼= KM

3 (κ(p)q)/p. But thanks to

Bloch-Gabber-Kato Theorem 2.5, we have KM
3 (κ(p)q)/p ∼= Ω3

κ(p)q, log which

is zero considering that fact that the number of p-bases of κ(p)q, which is

two-dimensional local field, is two. �

Now, we are in the stage to prove Theorem 4.1.

Proof of Theorem 4.1. First, we see that the pairing (4.6) induces

the pairing

H2
p(Ap, Z/p) × F 0

(
CKp/p

)
→ Z/p(4.24)

from which we obtain the dual reciprocity homomorphism

H2
p(Ap, Z/p)→ Homcont(F

0
(
CKp/p

)
, Z/p).(4.25)

We will prove that (4.25) is an isomorphism. For the proof, we will define

the filtration on H2
p(Ap, Z/p) induced from those on H2

Gal(Kp, Z/p) by us-

ing (4.15). We denote by the same symbol NiH
2
p(Ap, Z/p) these filtrations.

Thus, we have

Gr0H
2
p(Ap, Z/p) = 0, GriH

2
p(Ap, Z/p) ∼= GriH

1
Gal(Kp, Z/p) (i > 0).

(4.26)

We consider the following pairing between each gr-quotients :

GrnH
2
p(Ap, Z/p) × Grn(CKp/p) → Z/p(4.27)

which is induced from the pairing (4.24). The well-definedness of this pair-

ing is easily checked. It is also found that the pairing (4.27) induces the

homomorphism

GrnH
2
p(Ap, Z/p) → Homcont(Grn(CKp/p), Z/p),(4.28)
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where we put the induced topology on Grn(CKp/p) from that on CKp. The

key result is

Claim 4.5. The homomorphism (4.28) is an isomorphism.

Proof. We treat the case p � n (the case p | n is also proved without

any change). Let us consider the commutative diagram

GrnH
2
p(Ap, Z/p) −−−→ Homcont(Grn(CKp/p), Z/p)�∼=

�∩

κ(p)
∼=−−−→ Homcont((

∏
q∈P 1

Ã/p

Ω2
κ(p)q

)/Ω2
κ(p), Z/p),

(4.29)

where the left vertical isomorphism follows from Lemma 4.3 together with

the fact that GrnH
2
p(Ap, Z/p) ∼= GrnH

1
Gal(Kp, Z/p) and the lower hori-

zontal isomorphism follows from Theorem 3.7. Finally, the right vertical

inclusion follows from Lemma 4.4 together with the fact that for an arbi-

trary continuous homomorphism χ ∈ Homcont(Grn(CKp/p), Z/p), the com-

position (
∏

q∈P 1

Ã/p

Ω2
κ(p)q

)/Ω2
κ(p) � Grn(CKp/p)

χ→ Z/p becomes the contin-

uous homomorphism of (
∏

q∈P 1

Ã/p

Ω2
κ(p)q

)/Ω2
κ(p) in the sense of Theorem 3.7.

Now, the commutativity of the diagram (4.29) shows the desired bijectivity

of (4.28). �

We prove Theorem 4.1 by downward induction, which is the original

method by Kato in his proof of higher dimensional local class field the-

ory [Ka1]. We begin the proof. First, we see that the injectivity of (4.25) fol-

lows immediately from Claim 4.5. So, we will show the surjectivity of (4.25).

Let us take an arbitrary element χ ∈ Homcont(F
0
(
CKp/p

)
, Z/p). By the

continuity of χ, χ annihilates some filtration F j
(
CKp/p

)
on CKp/p. So,

if we will restrict χ to the subgroup F j−1
(
CKp/p

)
, we have the induced

homomorphism χ : Grj−1
(
CKp/p

)
→ Z/p. But Claim 4.5 shows that such

continuous homomorphism always comes from Grj−1H
2
p(Ap, Z/p). Thus

we may take some element χj−1 ∈ NjH
2
p(Ap, Z/p) such that χj−1 = χ on

F j−1(CKp/p). We proceed this way taking the new character (χ−χj−1) on
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F j−2(CKp/p). In the same way, we have (χ− χj−1) : Grj−2(CKp/p)→ Z/p
and this comes from Nj−1H

2
p(Ap, Z/p). That is, we have χj−2 = (χ−χj−1)

on F j−2CKp/p, where χj−2 ∈ Nj−1H
2
p(Ap, Z/p). By the inductive pro-

cedure, it is easily found that there exist elements χj−1, χj−2, ..., χ1 ∈
NjH

2
p(Ap, Z/p) ⊂ H2

p(Ap, Z/p) (Nj is the increasing filtration) such that

χ = χj−1 + χj−2 + ... + χ1 on F 1
(
CKp/p

)
.(4.30)

But as proved in Lemma 4.4, Gr0(CKp/p) = 0, which shows that

F 0
(
CKp/p

)
= F 1

(
CKp/p

)
. So from (4.30), it follows that χ ∈ H2

p(Ap, Z/p),
which shows the desired surjectivity of (4.25). Thus the bijectivity of (4.1)

is established. �

5. Proof of the Existence Theorem (p-Primary Parts)

The following existence theorem for p primary parts is our aim:

Theorem 5.1. Let A := Fq[[X1, X2, X3]] and K be the fractional field

of A. Then there exists the canonical dual reciprocity isomorphism

ρ∗K : H1
Gal(K, Qp/Zp)

∼→ Homcont(CK , Qp/Zp),(5.1)

where Homcont denotes the set of all continuous homomorphisms from CK
to Qp/Zp of finite order.

The proof of Theorem 5.1 is given at the end of this section by using

the key commutative diagram (5.71). For the dual reciprocity homomor-

phism ρ∗K , its definition mod p, i.e. ρ∗K/p is given at (5.14). The idea of

constructing general ρ∗K/p
m goes same way, and the reason why we focus

our consideration to ρ∗K/p is explained by the following lemma

Lemma 5.2. The isomorphism (5.1) is deduced from the isomorphism

ρ∗K/p : H1
Gal(K, Z/p) ∼→ Homcont(CK , Z/p).(5.2)

Proof. From the short exact sequence

0 → Z/pn → Z/pn+1 → Z/p → 0,
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we get the long exact sequence of the Galois cohomology

0 → H1
Gal(K, Z/pn) → H1

Gal(K, Z/pn+1) → H1
Gal(K, Z/p) → 0,

where the vanishing H2
Gal(K, Z/p) = 0 comes from the well-known fact that

Galois cohomology with p-torsion coefficients vanishes for fields of charac-

teristic p > 0. On the other hand, we have the exact sequence

CK/p→ CK/p
n+1 → CK/p

n → 0.

So, by taking the Pontryagin dual of this exact sequence, we get the exact

sequence

0→ Homcont(CK/p
n, Z/pn)→ Homcont(CK/p

n+1, Z/pn+1)

→ Homcont(CK/p, Z/p).

Now, let us consider the commutative diagram

0→ H1
Gal(K, Z/p

n) → H1
Gal(K, Z/p

n+1) → H1
Gal(K, Z/p) →0� ρK

∗/pn
� ρK

∗/pn+1

� ρK
∗/p

0→Homcont((CK/p
n), Z/pn)→Homcont((CK/p

n+1), Z/pn+1)→Homcont((CK/p), Z/p).

Applying the snake lemma to this diagram, we see that the bijectivity of

ρK
∗/pn+1 is deduced from those of ρK

∗/pn and ρK
∗/p. �

By this lemma, we have only to prove the bijectivity of (5.2). We will

begin to construct the (dual) reciprocity map ρ∗K/p, which is the key to

analyze the Galois group Gal(Kab/K). First, we construct the reciprocity

pairing

H1
Gal(K, Z/p)× CK/p→ Z/p(5.3)

which is the special case of the reciprocity pairing

H1
Gal(K, Z/pm)× CK/p

m → Z/pm

for an arbitrary m ≥ 1. The idea of constructing this pairing is to iden-

tify the group of characters of Gal(Kab/K) with the quotient Wm(K)/(1−
γ)Wm(K), by which we mean the isomorphism H1

Gal(K, Z/pm) ∼=
Wm(K)/(1 − γ)Wm(K). The next task is to construct the pairing
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Wm(K)/(1− γ)Wm(K)× CK/p
m → Z/pm. We also want to put the stress

on the fact that these pairings were first introduced by A. N. Parshin and

K. Kato in their celebrated papers (loc.cit.) completely independently. Es-

pecially, Parshin’s geometric exposition in [Pa1] is highly understandable.

For details on the reciprocity pairing, we refer the paper of Parshin. As

stated above, we have only to construct the pairing (5.3). Take an arbitrary

χ ∈ H1
Gal(K, Z/p). Then, by the restriction map rm,pm: H1

Gal(K, Z/p) →
H1

Gal(Km,pm, Z/p) in Galois cohomology, we can send χ into

H1
Gal(Km,pm, Z/p). Recall the following canonical reciprocity pairing by

Kato-Parshin in three-dimensional local field Km,pm:

H1
Gal(Km,pm, Z/p)×KM

3 (Km,pm)/p→ Z/p(5.4)

by which for χm,pm ∈ H1
Gal(Km,pm, Z/p) and (am,pm, bm,pm, cm,pm) ∈

KM
3 (Km,pm)/p, the pair (χm,pm, (am,pm, bm,pm, cm,pm)) goes as

(χm,pm, (am,pm, bm,pm, cm,pm))

�→ Res dspm
spm

∧ dtpm
tpm

∧ dupm
upm

(χm,pm

dam,pm

am,pm

∧ dbm,pm

bm,pm

∧ dcm,pm

cm,pm

).

Gathering the pairing (5.4) for all Km,pm, we get the pairing

H1
Gal(K, Z/p)×

(∏′

m∈P 2
A,pm∈P 1

m

KM
3 (Km,pm)/p

)
→ Z/p,(5.5)

which can be explicitly written as(
χ, (am,pm, bm,pm, cm,pm)m,pm

)
�→
∑

m,pm

Res dspm
spm

∧ dtpm
tpm

∧ dupm
upm

(χm,pm

dam,pm

am,pm

∧ dbm,pm

bm,pm

∧ dcm,pm

cm,pm

).

By conditions 1), 2) of
(∏′

m∈P 2
A,pm∈P 1

m
KM

3 (Km,pm)/p
)

stated in Lemma

2.4, the above pairing (5.5) is maybe well defined. Now, we prove the very

important reciprocity property.

Reciprocity Proposition 5.3. Both KM
3 (Km)/p and KM

3 (Kp)/p,

if embedded diagonally into
∏′

pm∈P 1
m
KM

3 (Km,pm)/p,
∏′

pm→pK
M
3 (Km,pm)/p
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(
⊂
∏′

m∈P 2
A,pm∈P 1

m
KM

3 (Km,pm)/p
)
, respectively, are annihilated by an arbi-

trary element χ of H1
Gal(K, Z/p) in the pairing (5.5).

Proof. We begin with KM
3 (Km)/p. In this case, we have to prove

that in the pairing

H1
Gal(Km, Z/p)×

∏
pm∈P 1

m

KM
3 (Km,pm)/p→ Z/p,(5.6)

where
∏

is defined by pm-component apm lies in U0KM
3 (Km,pm) for almost

all pm∈ P 1
m, the diagonal image of KM

3 (Km)/p into
∏

pm∈P 1
m
KM

3 (Km,pm)/p

is annihilated by an arbitrary χm ∈ H1
Gal(Km, Z/p). But this is nothing

but Kato’s reciprocity law for two-dimensional complete normal local rings

whose residue fields are higher dimensional local fields which was already

established as Proposition 7 in [Ka3].

Next, we prove the reciprocity law for Kp. In this case, we have to prove

that any pair
(
χp, (ap, bp, cp)

)
with χp ∈ H1

Gal(Kp, Z/p) and (ap, bp, cp) ∈
KM

3 (Kp)/p goes to zero under the pairing (5.5). By using Bloch-Gabber-

Kato Theorem 2.5, we can consider (ap, bp, cp) ∈ Ω3
Kp,log. So, by the cup

product

H1
Gal(Kp, Z/p)×H0

Gal(Kp, Ω3
Kp,log)→ H1

Gal(Kp, Ω3
Kp,log),

we can consider
(
χp, (ap, bp, cp)

)
∈ H1

Gal(Kp, Ω3
Kp,log). Now we can see

that the reciprocity law for Kp is equivalent to the existence of the following

complex:

Claim 5.4. There exists a natural complex

H1
Gal(Kp, Ω3

Kp,log)→
⊕

pm∈P 1
m,pm→p

m∈P 2
A

H1
Gal(Km,pm, Ω3

Km,pm,log)
addition−→ Z/p,

where the first map is the restriction homomorphism in Galois cohomology.



718 Pierre Matsumi

Proof. Consider the coniveau-spectral sequence

Ep,q1 =
⊕

x∈(SpecA)(p)

Hp+q
x (SpecA, Ω3

A, log[−3]) =⇒ Hp+q
ét (SpecA, Ω3

A,log[−3]),

where (SpecA)(p) denotes the set of primes of codimension p. By the E1-

term sequence

E1,4
1

d1,41→ E2,4
1

d2,41→ E3,4
1 → 0,

we get ⊕
p∈P 1

A

H2
p(Ah

p, Ω3
A, log)→

⊕
m∈P 2

A

H3
m(A, Ω3

A, log)(5.7)

→ H4
mA

(SpecA, Ω3
SpecA, log)→ 0.

Purity Theorem 2.6 shows H4
mA

(SpecA, Ω3
SpecA, log)

∼= H1
ét(Spec Fq, Z/p) ∼=

Hom(Ẑ, Z/p) ∼= Z/p. Next we analyze the group H2
p(Ah

p, Ω3
A, log). From the

localization sequences for Ah
p, we see an isomorphism H2

p(Ah
p, Ω3

Ah
p,log

) ∼=
H1

Gal(K
h
p, Ω3

Kh
p,log

). In the same way, H2
p(Ap, Ω3

Ap,log)
∼= H1

Gal(Kp, Ω3
Kp,log),

where Ap, Kp denote the completion of Ah
p, K

h
p, respectively. But Theo-

rem 2.6 shows H2
p(Ah

p, Ω3
Ah

p,log
) ∼= H1(κ(p), Ω2

κ(p),log)
∼= H2

p(Ap, Ω3
Ap,log). So

putting all together, we have an isomorphism

H2
p(Ah

p, Ω3
Ah

p,log
) ∼= H1

Gal(Kp, Ω3
Kp,log),

by which we can rewrite (5.7) as⊕
p∈P 1

A

H1
Gal(Kp, Ω3

Kp, log)→
⊕

m∈P 2
A

H3
m(A, Ω3

A, log)→ Z/p→ 0.(5.8)

We will analyze the group H3
m(A, Ω3

A, log). By excision, H3
m(A, Ω3

A, log)
∼=

H3
m(Ah

m, Ω3
Ah

m, log
) and by Theorem 2.6, it holds H3

m(Ah
m, Ω3

Ah
m, log

) ∼=
H1

ét(κ(m), Ω1
κ(m), log)

∼= H3
m(Am, Ω3

Am, log), where Am denotes the comple-

tion of Ah
m at m. So we can change the henselian ring Ah

m to the complete
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local ring Am. By considering the localization sequence on Am, we see an

isomorphism

H3
m(Am, Ω3

Am,log)
∼= H2

ét(Tm, Ω3
Tm,log),(5.9)

where Tm:= SpecAm� {m}. We will calculate the group H2
ét(Tm, Ω3

Tm,log).

Consider the localization sequence

H1
Gal(Km, Ω3

Km, log)→
⊕

pm∈P 1
m

H2
pm

(Tm, Ω3
Tm,log)→H2

ét(Tm, Ω3
Tm,log)→ 0.

(5.10)

In this sequence, we can replace each H2
pm

(Tm, Ω3
Tm,log) by H2

pm
(T h

m,pm
,

Ω3
Th

m,pm,log
), where T h

m,pm
∼= SpecAh

m,pm
. So, H2

pm
(T h

m,pm
, Ω3

Th
m,pm,log

) ∼=
H2

pm
(SpecAh

m,pm
, Ω3

Ah
m,pm,log

). It also follows from Theorem 2.6 that

H2
pm

(SpecAh
m,pm

, Ω3
Ah

m,pm,log
) ∼= H2

pm
(SpecAm,pm, Ω3

Am,pm,log), where Am,pm

is the completion of Ah
m,pm

at pm. Moreover, the localization sequence

for Am,pm shows an isomorphism H2
pm

(SpecAm,pm, Ω3
Am,pm,log)

∼= H1
ét(Km,pm,

Ω3
Km,pm,log). Putting all together, we have

H2
pm

(Tm, Ω3
Tm,log)

∼= H1
ét(Km,pm, Ω3

Km,pm,log),(5.11)

where Km,pm denotes the fractional field of the complete discrete local ring

Am,pm.

From (5.9), (5.10), (5.11), the complex (5.8) is rewritten as⊕
p∈P 1

A

H1
Gal(Kp, Ω3

Kp,log)→
⊕

m∈P 2
A

⊕
pm∈P 1

m

H1
ét(Km,pm, Ω3

Km,pm,log)(5.12)

addition−→ Z/p→ 0.

From this, we can take out the desired complex in Claim 5.4 by focusing

our attention to the component H1
Gal(Kp, Ω3

Kp,log) in (5.12). That is, we

can deduce

H1
Gal(Kp, Ω3

Kp,log)→
⊕

pm∈P 1
m,pm→p

m∈P 2
A

H1
ét(Km,pm,Ω

3
Km,pm,log)

addition−→ Z/p. �
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By Reciprocity Proposition 5.3, the above pairing (5.5) factors as

H1
Gal(K, Z/p)×

(∏′

m∈P 2
A,pm∈P 1

m

KM
3 (Km,pm)/p

)
/(5.13) ∏

m∈P 2
A

KM
3 (Km)/p

∏
p∈P 1

A

KM
3 (Kp)/p

→ Z/p,

where the right hand side of the pairing (5.13) is DK/p defined in (2.).

Further, it is found that each element χ ∈ H1
Gal(K, Z/p) annihilates FMDK

for some modulus M . So, by taking the limit on M , we get the reciprocity

pairing

H1
Gal(K, Z /p) × lim←−M (DK/F

MDK)/p → Z/p.

The isomorphism in (2.7) rewrites this as

H1
Gal(K, Z/p) × CK/p → Z/p.

By considering the dual, we at last get the dual reciprocity homomorphism

ρ∗K/p : H1
Gal(K, Z/p) → Homcont(CK , Z/p).(5.14)

We prove the bijectivity of (5.2). First, we explain briefly our approach.

We consider the scheme X = SpecA � {mA} which is the regular excellent

scheme of Krull-dimension two. Then, we consider the closed subscheme

Z = ∪i=1...mmi of X where each mi is a closed point of X (hence Z is

codimension two). For the pair (X,Z), we consider the localization se-

quence ((5.16) below) in the étale cohomology with Z/p-coefficient. This is

the first step.

In the second step, we consider the localization sequence obtained from

the pair (X \ Z, W \ Z), where W = ∪j=1...n (pj) is the union of finite

codimension one closed sub-schemes of X ((pj) denotes the closure of pj

in X). This is (5.17) below. Under these settings, we consider the limit

(∪mi) → P 2
A and (∪ pj) → P 1

A set-theoretically, where mi and pj run over

all height two primes of A and all height one primes of A, respectively. As

an important fact, under the limit of the above procedure, the localization
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sequence (5.17) below turns out to involve the very important Galois co-

homology group H1
Gal(K, Z/p) which is nothing but the Pontryagin dual of

Gal(Kab/K)/p. The following is the key theorem in this section:

Theorem 5.5. There exists an exact complex

0→ Z/p→ H1
et(K, Z/p)→

⊕
p∈P 1

A

H2
p(Ap, Z/p)(5.15)

→
⊕

m∈P 2
A

Hom(KM
3 (Am), Z/p).

Proof. We will prove this theorem by several steps and it is completed

by Lemma 5.12. Consider the following localization sequence :

· · · −→
⊕
i=1 ...n

H1
mi

(Xet, Z/p) −→(5.16)

H1
et(X, Z/p) −→ H1

et(X \ ∪imi, Z/p) −→⊕
i=1 ...n

H2
mi

(Xet, Z/p) −→

H2
et(X, Z/p) −→ H2

et(X \ ∪imi, Z/p) −→⊕
i=1 ...n

H3
mi

(Xet, Z/p) −→

H3
et(X, Z/p) −→ H3

et(X \ ∪imi, Z/p) −→ · · · .

Also consider the following second localization sequence :

→
⊕

j=1 ...m

H1
pj\(∪i mi)

(X \ (∪imi))→ H1
et(X \ (∪imi))→(5.17)

H1
et(X \ ((∪imi) ∪ (∪j pj)))→⊕

j=1 ...m

H2
pj\(∪i mi)

(X \ (∪imi))→ H2
et(X \ (∪imi))→

H2
et(X \ ((∪imi) ∪ (∪j pj)))→,

where H1
et(X \ (∪imi)) := H1

et(X \ ( ∪
i=1,..,n

mi), Z/p) and H1
et(X \ ((∪imi)∪

(∪j pj))) := H1
et(X \ (( ∪

i=1,..,n
mi) ∪ ( ∪

j=1,..,m
pj)), Z/p), respectively. We put

Lk := lim−→ Uθ
Hk

ét(Uθ, Z/p),(5.18)
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where Uθ runs over all open subschemes of X such that each complement

X \ Uθ is a closed subscheme of X of codimension two. Then, under the

increasing limit of (∪mi) → P 2
A, (∪ pj) → P 1

A, we get the following exact

sequence from (5.17) :

⊕
p∈P 1

A

H1
p(Ah

p, Z/p)→ L1 → H1
et(K, Z/p)→

⊕
p∈P 1

A

H2
p(Ah

p, Z/p)→ L2 → 0,

(5.19)

where the final 0 is obtained by replacing H2
et(K, Z/p) with 0 (cf. [SGA4], X),

and we define H i
p(A

h
p, Z/p) : = lim−→ U⊃pH

i
p(U, Z/p), where U runs over all

open subschemes of X containing p and Ah
p denotes the henselization of A

at p. We remark H1
p(Ah

p, Z/p) = 0.

Lemma 5.6. L1 ∼= Z/p.

Proof. First, we see Hj
mi

(Xet, Z/p) ∼= Hj
mi

(Ah
mi
, Z/p) by excision.

We will now check that this group vanishes for i = 1, 2. Consider the exact

sequence

H0
mi

(Oh
mi

)→ H1
mi

(Z/p)→ H1
mi

(Oh
mi

)→ H1
mi

(Oh
mi

)

→ H2
mi

(Z/p)→ H2
mi

(Oh
mi

)
ιmi−→ H2

mi
(Oh

mi
),

where we abbreviate the cohomology group Hj
mi

(Ah
mi
, OAh

mi
) as Hj

mi
(Oh

mi
)

in the above. We can see, using Corollary 3.3 with M = OAh
mi

and n = 2,

that Hj
mi

(Oh
mi

) = 0 for j = 0, 1. Further, we see that the map ιmi is

injective. This follows from the surjectivity of the homomorphism (1 −
C) : Ω2

Ah
mi

� Ω2
Ah

mi

(cf. proof of Lemma 5.8 below). Consequently, it holds

that H1
mi

(Xet, Z/p) = H2
mi

(Xet, Z/p) = 0 for an arbitrary height two prime

mi. Hence by (5.16), we have

L1 ∼= H1
ét(X,Z/p).(5.20)

But we have the localization sequence

H1
mA

(A, Z/p)→ H1
et(A, Z/p)→ H1

et(X, Z/p)→ H2
mA

(A, Z/p)(5.21)
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and in the same way, it holds that H1
mA

(A, Z/p) = H2
mA

(A, Z/p) = 0 (this

can be seen, for example, by considering the long exact sequence

0→ H1
mA

(A, Z/p)→ H1
mA

(A, OA)→ H1
mA

(A, OA)

→ H2
mA

(A, Z/p)→ H2
mA

(A, OA)

together with the vanishing H i
mA

(A, OA) = 0 (i = 0, 1, 2) obtained by

Corollary 3.3). By (5.21), we get H1
et(X, Z/p) ∼= H1

et(A, Z/p) ∼= Z/p, which

together with an isomorphism (5.20) furnishes lemma. �

Next, we analyze L2. For this, we have the following result :

Proposition 5.7. There exists a canonical injection

L2 ↪→
⊕

m∈P 2
A

Hom(KM
3 (Am), Z/p),

where we consider KM
3 (Am) as an abstract discrete module.

Proof. We use the localization sequence (5.16). First, we state a

lemma.

Lemma 5.8. We have H2
et(X, Z/p) ∼= H3

mA
(A, Z/p) = 0.

Proof. The isomorphism in the statement of lemma follows from
(5.16) together with the theorem by M. Artin on the cohomological dimen-
sion of affine schemes of characteristic p for p-torsion sheaves (cf. loc.cit.).
We begin the proof. Consider the commutative diagram

0 →H3
mA

(A, Z/p) →H3
mA

(SpecA, OA)→H3
mA

(SpecA, OA)→ H4
mA

(A, Z/p) → 0� �∼=
�∼=

�
0 −→ Homcont(Ω3

A, Z/p)→Homcont(Ω3
A, Z/p)→Homcont(Ω3

A, log, Z/p) → 0,

(5.22)

where the extreme left and right zeros in the upper row are obtained from the

vanishings H2
mA

(SpecA, OA) = H4
mA

(SpecA, OA) = 0 which follows directly

from Corollary 3.3. The vertical isomorphisms also come from Corollary 3.3

noticing the fact that the residue field of κ(mA) is a finite field. Further,
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the bottom exact sequence is obtained by considering the Pontryagin dual

of the short exact sequence

0→ Ω3
A,log → Ω3

A
1−C−→ Ω3

A → 0,

where the surjection Ω3
A

1−C−→ Ω3
A is proved by the explicit calculation (we

put the mA-adic topology on Ω3
A). The desired vanishing H3

mA
(A, Z/p) = 0

follows from the diagram (5.22) immediately. �

By Lemma 5.8, the exact sequence (5.16) provides the injection L2 ↪→⊕
mH3

m(X, Z/p). Further, the excision theorem in étale cohomology pro-

vides isomorphisms

H3
m(X, Z/p) ∼= H3

m(Ah
m, Z/p) ∼= H3

m(Am, Z/p),

where the final isomorphism between henselian local ring Ah
m and the com-

plete local ring Am is assured by Hartshorne (cf. [Ha]). So, Proposition 5.7

follows from

Lemma 5.9. There exists the following injective homomorphism :

H3
m(Am, Z/p) ↪→ Hom(KM

3 (Am)/p, Z/p).

Proof. From the Artin-Schreier sequence 0 → Z/p → OAm

xp−x−→
OAm→ 0, we deduce the long exact sequence

H2
m(Am, Z/p)→ H2

m(Am, OAm)
xp−x−→ H2

m(Am, OAm)→ H3
m(Am, Z/p)→ 0

(5.23)

of the local cohomology, where the final 0 is obtained by the vanishing

H3
m(Am, OAm) which follows from Corollary 3.3. We need a Sub-lemma.

Sub-lemma 5.10. We put the inverse limit topology on Am induced

from each locally compact group Am/m
n (notice that each Am/m

n (n ≥ 1)

is a finite vector space over one dimensional local field κ(m), hence has the

natural induced topology). We can also induce the topology on Ω3
Am

from

the above mentioned topology on Am. Then, we have

H2
m(Am, OAm) ∼= Homcont(Ω

3
Am

, Z/p).(5.24)
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Proof. By Corollary 3.3, we have an isomorphism

H2
m(Am, OAm) ∼= Homcont(Ω

2
Am/κ(m), κ(m)),(5.25)

where Homcont considers the set of all continuous homomorphisms with

respect to ”mA-adic topology” on Am. As κ(m) is the usual one-dimen-

sional local field, the residue pairing shows an isomorphism κ(m) ∼=
Homcont(Ω

1
κ(m), Z/p), where we put the usual locally compact topology on

Ω1
κ(m) induced from that of κ(m). Inserting this isomorphism in (5.25), we

have

H2
m(Am, OAm) ∼= Homcont(Ω

2
Am/κ(m), κ(m))(5.26)

∼= Homcont(Ω
2
Am/κ(m), Homcont(Ω

1
κ(m),Z/p))

∼= Homcont(Ω
2
Am/κ(m) ⊗κ(m)Ω

1
κ(m),Z/p),

where we put the product topology on Ω2
Am/κ(m)⊗κ(m)Ω

1
κ(m). But it is not

difficult to see an isomorphism

Ω2
Am/κ(m)⊗κ(m)Ω

1
κ(m)
∼= Ω3

Am
(5.27)

between topological groups, where Ω3
Am

has the topology mentioned in Sub-

lemma 5.10 (we can also see that Ω3
Am

is the absolute differential module

over Z). Now the isomorphism (5.24) follows from (5.26) and (5.27). �

We return to the proof of Lemma 5.9. By considering the exact sequence

0→ Ω3
Am,log → Ω3

Am

1−C−→ Ω3
Am

,

we get the following commutative diagram:

H2
m(Am, OAm) −→ H2

m(Am, OAm) −→ H3
m(Am, Z/p) −→ 0�∼=

�∼=
�

Homcont(Ω
3
Am

, Z/p)→Homcont(Ω
3
Am

, Z/p) →Homcont(Ω
3
Am,log, Z/p)→0,
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where we endow on Ω3
Am

the topology stated in Sub-lemma 5.10. The top

horizontal exact sequence comes from (5.23) and the vertical isomorphism

is (5.24) stated in Sub-lemma 5.10.

From this diagram, we get the isomorphism

H3
m(Am, Z/p) ∼= Homcont(Ω

3
Am,log, Z/p).

As Homcont(Ω
3
Am,log, Z/p) ⊂ Hom(Ω3

Am,log, Z/p) (Hom denotes the set of

all homomorphisms between discrete abelian groups), we have the injection

H3
m(Am, Z/p) ↪→ Hom(Ω3

Am,log, Z/p).

Thus, Lemma 5.9 follows from this injection together with the following

claim:

Claim 5.11. There exists a canonical injective homomorphism

Hom(Ω3
Am,log, Z/p) ↪→ Hom(KM

3 (Am), Z/p).

Proof. By considering dual, we prove that there exists a surjective

homomorphism

KM
3 (Am)/p � Ω3

Am,log(5.28)

between discrete modules. Consider the localization sequence on Tm =

SpecAm� {m}

0→
⊕

pm∈P 1
m

H0
pm

(Tm, Ω3
Tm,log)→ H0

et(Tm, Ω3
Tm,log)→ H0

et(Km, Ω3
Km,log)→⊕

pm∈P 1
m

H1
pm

(Tm, Ω3
Tm,log)→ H1

et(Tm, Ω3
Tm,log)→ H1

et(Km, Ω3
Km,log)→ . . .

From the vanishing H0
pm

(Tm,Ω
3
Tm,log)=0 and the equality H0

et(Tm,Ω
3
Tm,log)=

Ω3
Am,log, we deduce the exact sequence

0→ Ω3
Am,log → Ω3

Km,log →
⊕

pm∈P 1
m

H1
pm

(Tm, Ω3
Tm,log).
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But Purity Theorem 2.6 rewrites this sequence as

0→ Ω3
Am,log → Ω3

Km,log →
⊕

pm∈P 1
m

Ω2
κ(pm),log.(5.29)

On the other hand by works of [Pan], [Gra], [Po1], [So], the following

Gersten-Quillen complex is known to be exact :

KM
3 (Am)/p→ KM

3 (Km)/p→
⊕

pm∈P 1
m

KM
2 (κ(pm))/p→ KM

1 (κ(m))/p→ 0.

(5.30)

Combining (5.29) and (5.30), we get the commutative diagram

KM
3 (Am)/p −→ KM

3 (Km)/p →
⊕

pm∈P 1
m
KM

2 (κ(pm))/p� �∼=
�∼=

0 −→ Ω3
Am,log −→ Ω3

Km,log −→
⊕

pm∈P 1
m

Ω2
κ(pm),log ,

where the vertical isomorphisms follow from Theorem 2.5. From this di-

agram, it is easily seen that the extreme left vertical arrow is surjective,

which is nothing but our desired surjectivity (5.28). Thus, we finished the

proof of Claim 5.11, Lemma 5.9. Consequently, Proposition 5.7 is proved

completely. �

By Lemma 5.6 and Proposition 5.7, the exact sequence (5.19) can be

rewritten as

0→ Z/p→ H1
et(K, Z/p)

→
⊕
p∈P 1

A

H2
p(Ah

p, Z/p)→
⊕

m∈P 2
A

Hom(KM
3 (Am), Z/p).

From this, the existence of the exact complex (5.15) immediately follows

once we show

Lemma 5.12. For each henselian discrete valuation ring Ah
p, we have

an isomorphism

H2
p(Ah

p, Z/p) ∼= H2
p(Ap, Z/p),
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where Ap is the completion of Ah
p at p.

Proof. By using the localization sequence

0→ H1
et(A

h
p, Z/p)→ H1

et(K
h
p, Z/p)→ H2

p(Ah
p, Z/p)→ 0,

we get the isomorphism

H2
p(Ah

p, Z/p) ∼= Homcont(Gal((Kh
p)ab/(Kh

p)ur), Z/p),(5.31)

where (Kh
p)ur denotes the maximal unramified extension of Kh

p. In the same

way, we get the following isomorphism:

H2
p(Ap, Z/p) ∼= Homcont(Gal(Kab

p /Kur
p ), Z/p),(5.32)

where Kur
p denotes the maximal unramified extension of Kp. But, Artin’s

approximation theorem in [A] provides the isomorphism

Gal(Kh
p/K

h
p) ∼= Gal(Kp/Kp).(5.33)

Now, the isomorphism in Lemma 5.12 immediately follows from (5.31)

and (5.32) by (5.33). �

Now, we finish the proof of Theorem 5.5. Next, we state another key

complex.

Theorem 5.13. There exists a complex

0→ Z/p→ Homcont(CK/p, Z/p)(5.34)

→
⊕
p∈P 1

A

Homcont(F
0(CKp/p), Z/p)→

⊕
m∈P 2

A

Hom(KM
3 (Am), Z/p)

which is exact at Z/p and Homcont(CK/p, Z/p).

Proof. The existence of the complex (5.34) is proved by the following

two steps :

Step 1. There exists a complex

0→ Z/p→ Homcont(CK/p, Z/p)→
⊕
p∈P 1

A

Homcont(F
0(CKp/p), Z/p)

(5.35)
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which is exact at Z/p and Homcont(CK/p, Z/p).

Step 2. There exists a complex

Homcont(CK/p, Z/p)→
⊕
p∈P 1

A

Homcont(F
0(CKp/p), Z/p)(5.36)

→
⊕

m∈P 2
A

Hom(KM
3 (Am), Z/p).

Proof of Step 1. We first prove the exactness of

F 0CK → CK → Z→ 0.(5.37)

By definition of F 0CK in (2.10), it is sufficient to prove the exactness

F 0CK(M)→ CK(M)→ Z→ 0(5.38)

for each modulus M . But this is rewritten as

Coker

⊕
p∈P 1

A

U0KM
3 (Kp)→

⊕
m∈P 2

A

F 0Cm(M)

(5.39)

→ Coker

⊕
p∈P 1

A

KM
3 (Kp)→

⊕
m∈P 2

A

Cm(M)

→Z.

For each m ∈ P 2
A, we have the canonical isomorphism

Coker
(
F 0Cm(M)→ Cm(M)

) ∼= κ(m)∗,(5.40)

which immediately follows from the isomorphism
KM

3 (Km,mp)

U0KM
3 (Km,mp)

∼=
KM

2 (κ(pm)) (cf. Theorem 2.7 (1)) together with the following exact Gersten-

Quillen complex for Am established by Panin (loc.cit.) :

KM
3 (Km)→

⊕
pm∈P 1

m

KM
2 (κ(pm))→ κ(m)∗ → 0.(5.41)
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Hence, the proof of the exactness of (5.39) is reduced to that of⊕
p∈P 1

A

KM
3 (Kp)→

⊕
m∈P 2

A

κ(m)∗ → Z.(5.42)

As Coker
(
KM

3 (Kp)
diagonal−→

⊕ KM
3 (Km,mp)

U0KM
3 (Km,mp)

)
∼= Coker

(
KM

3 (Kp)

U0KM
3 (Kp)

diagonal−→⊕ KM
3 (Km,mp)

U0KM
3 (Km,mp)

)
together with an isomorphism KM

3 (Kp)/U
0KM

3 (Kp) ∼=
KM

2 (κ(p)) in Theorem 2.7 (1), we can replace KM
3 (Kp) with KM

2 (κ(p)).

Thus, the aiming sequence in (5.42) becomes⊕
p∈P 1

A

KM
2 (κ(p))→

⊕
m∈P 2

A

κ(m)∗ → Z.(5.43)

But this is nothing but the Gersten-Quillen complex of A proved to be

exact by Panin (cf. loc.cit.), which shows the exactness of (5.37). By putting⊗
Z

Z/p to (5.37) and taking the Pontryagin dual, we get the exact sequence

0→ Z/p→ Homcont(CK/p, Z/p)→ Homcont(F
0CK/p, Z/p).(5.44)

The proof of the existence of the complex (5.35) is obtained immediately

from (5.44) and the following proposition:

Proposition 5.14. For each height one prime p ∈ P 1
A, we have the

homomorphism

Ψp: F 0CKp→ F 0CK ,(5.45)

which, being gathered over all elements in P 1
A, gives the surjective homo-

morphism ∏
p∈P 1

A

Ψp:
∏

F 0CKp � F 0CK .(5.46)

Further, in the dual homomorphism Ψ∗
p: Hom(F 0CK/p, Z/p) →

Hom(F 0CKp/p, Z/p) of (5.45), it holds Ψ∗
p(Homcont(F

0CK/p, Z/p)) ⊂
Homcont(F

0CKp/p, Z/p).

Proof. We begin with constructing each homomorphism Ψp:F 0CKp→
F 0CK . By Definition 6, it suffices to construct the homomorphism for each
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q-component of F 0CKp, by which we mean to construct the homomorphism

Ψp,q: U0KM
3 (Kp,q) → F 0CK . We recall that Kp,q is the complete discrete

valuation field having κ(p)q as its residue field. We need the following result

by Nagata:

Theorem (Nagata, cf. [Na], Cor.37.6, 37.9, 37.10). For an arbitrary

complete (henselian) integral local ring R, there exists a one-to-one corre-

spondence between maximal ideals of the normalization R̃ of R and prime

ideals of zero of the completion R̂ of R at its maximal ideal mR.

We will use this theorem of Nagata to (A/p)(m) defined now. By taking a

height two prime ideal m of A which contains p, we consider the localization

of the ring A/p at its prime ideal m, where m is the image of m in A/p.

Note that all elements outside the maximal prime ideal m are made to be

invertible in (A/p)(m). This is our ring. We will complete this local ring

(A/p)(m) at m obtaining (A/p)m. I.e.,

(A/p)(m) := localization of A/p at m (m denotes the image of m in A/p).

(A/p)m:= completion of (A/p)(m) at m.

If we denote by ˜(A/p)(m) the normalization of (A/p)(m), then the above

theorem of Nagata asserts the following one to one correspondence:

{maximal ideals of ˜(A/p)(m)}
1: 1⇐⇒ {prime divisors of 0 in (A/p)m} · · · · · · (�)

It is found that the normalization ˜(A/p)(m) is the direct sum of localizations

of Ã/p at q1, ... , qi, respectively, where each qi is a height one prime ideal

of Ã/p lying over m. Moreover, we can check that each prime divisor of 0 in

the complete local ring (A/p)m corresponds to each height one prime ideal

pm of Am, which lies over p. By considering (�) for all m ∈ P 2
A containing

p, we get

{ height one prime qs of Ã/p} 1: 1⇐⇒ {(m, pm)|m ∈ P 2
A, pm∈ P 1

ms.t.pm �→ p}
(5.47)
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Moreover by the correspondence (5.47), we have an isomorphism

ζq: κ(p)q∼= κ(pm),(5.48)

which consequently shows that both Kp,q and Km,pm are complete discrete

valuation fields of positive characteristic with isomorphic residue fields.

Thus, we can choose isomorphisms

φq: Kp,q
∼= Km,pm(5.49)

ψq: KM
3 (Kp,q) ∼= KM

3 (Km,pm)(5.50)

(hence U iKM
3 (Kp,q) ∼= U iKM

3 (Km,pm) for i ≥ 0),(5.51)

where (5.50) is induced from (5.49). By combining this isomorphism with

the natural map U0KM
3 (Km,pm) → F 0CK which follows from Definition 5,

we get

Ψp,q: U0KM
3 (Kp,q)→ F 0CK .(5.52)

This, we will define, is the q-component of Ψp in (5.45). As for the surjectiv-

ity of (5.46), it is obvious by considering each isomorphism U0KM
3 (Kp,q) ∼=

U0KM
3 (Km,pm) in (5.51) and the definition of F 0CKp and F 0CK . We re-

mark that the well-definedness of the product homomorphism in (5.46) is

assured by Lemma 2.4.

Now, we will show the most essential part in Step 1. That is, each

induced homomorphism

Ψp ◦ χ : F 0(CKp/p)→ Z/p(5.53)

associated to an arbitrary continuous character χ ∈ Homcont(F
0CK/p, Z/p)

is also a continuous character of F 0(CKp/p). By the continuity of χ, we can

assume that χ factors as χ : F 0CK � F 0CK(Mχ)→ Z/p for some modulus

Mχ. Let us denote it explicitly by

Mχ : =
∑
p∈P 1

A

np (p).(5.54)

By the above mentioned isomorphism KM
3 (Kp,q) ∼= KM

3 (Km,pm), it is im-

mediately found that χ ◦ Ψp annihilates each subgroup UnpKM
3 (Kp,q) for

all q. We consider the composite map

λq: KM
3 ((Ã/p)q[[up]])→ F 0CKp

χ◦Ψp−→ Z/p,(5.55)
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where KM
3 ((Ã/p)q[[up]])

natural−→ F 0CKp is obtained by (4.4). We will show

that λq annihilates the subgroup FnqKM
3 ((Ã/p)q[[up]]) of KM

3 ((Ã/p)q[[up]])

for some integer nq ≥ 0, and nq = 0 for almost all q. This should prove

χ ◦Ψp is continuous. For the convenience of the proof, let us introduce an

invariant Nq as follows: by the correspondence of Nagata in (5.47), we can

associate the couple (m, p0) to q. Choose an arbitrary height one prime

ideal pm of Am, and associate a height one prime p of A by considering the

image of pm in SpecAm→ SpecA. We will take the coefficient np of (p) in

the modulus Mχ, and define npm: = np. Then, Nq is given by

Nq: =
∑

pm∈P 1
Am

,pm
=p0

npm.(5.56)

The well defined-ness of (5.56) is understood from np = 0 for almost all p.

We will prove

Theorem 5.15. If N � Nq is an integer sufficiently bigger than Nq,

the character χ ◦Ψp in (5.53) annihilates ψq

(
FNKM

3 ((Ã/p)q[[up]])
)

(ψq is

defined in (5.50)).

Proof. The actual size of N will be understood in the course of the

proof of Claim 5.16 below. Let us focus our attention to the homomorphism

λq (5.55). By assumption, χ factors as χ : CK � CK(Mχ) → Z/p and it

suffices to show that the kernel

λq,M : KM
3 ((Ã/p)q[[up]])→ F 0CKp→ CK � CK(Mχ)/p(5.57)

contains FNKM
3 ((Ã/p)q[[up]]) for sufficiently large N � Nq. We will exam-

ine the kernel of λq,M . The homomorphism KM
3 ((Ã/p)q[[up]])→ CK factors

as KM
3 ((Ã/p)q[[up]]) ↪→ KM

3 (Kp,q)
ψq
∼→ KM

3 (Km,p0) → CK . So, it suffices to

show that the kernel of

ξp0,M : KM
3 (Km,p0)→ CK � CK(Mχ)/p(5.58)

contains ψq(F
NKM

3 ((Ã/p)q[[up]])). We show this by using the fact that

the homomorphism KM
3 (Km,p0)→ CK factors through the idele class group
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CKm for Km. That is, ξp0,M factorizes as

ξp0,M : KM
3 (Km,p0)

ιp0−→

∏
pm∈P 1

Am

KM
3 (Km,pm)

KM
3 (Km)

→ CK � CK(Mχ)/p,

(5.59)

where ιp0 denotes the embedding of KM
3 (Km,p0) to p0-component of∏

pm∈P 1
Am

KM
3 (Km,pm). Now, the definition of CK(M) in (2.3) shows that

each subgroup UnpmKM
3 (Km,pm) ⊂ KM

3 (Km,pm) is annihilated in CK(Mχ).

So (5.59) is rewritten as

ξp0,M : KM
3 (Km,p0)

ιp0,M−→

∏
pm∈P 1

Am

(
KM

3 (Km,pm)

UnpmKM
3 (Km,pm)

)
KM

3 (Km)
→ CK(Mχ)/p.

We are interested in the kernel of

ιp0,M : KM
3 (Km,p0)→

∏
pm∈P 1

Am

(
KM

3 (Km,pm)

UnpmKM
3 (Km,pm)

)
KM

3 (Km)
.(5.60)

Recall that Kato-filtration is given by UnpmKM
3 (Km,pm) := {1+p

npm
pm
OKm,pm

,

K∗
m,pm

,K∗
m,pm
}. We promise as in Theorem 2.7 that UnpmkM3 (Km,pm) : =

{1 + p
npm
pm
OKm,pm

,K∗
m,pm

,K∗
m,pm
}/p. We can take mod p in (5.60) and put

V := {1 + Π
pm
=p0

p
npm
m Am,K

∗
m,K

∗
m}/p ⊂ kM3 (Km,p0).(5.61)

We claim that V goes to zero by ιp0,M . This is because we can use ele-

ments of the group kM3 (Km), which is diagonally embedded into∏
pm∈P 1

Am

(
kM3 (Km,pm)

UnpmkM3 (Km,pm)

)
. For example, take an element a ∈ V . Then a

is sent to the restricted product as an element (1, .., a, .., 1), where a sits in

p0-component and all other component is 1. This latter element is changed

to (a−1, .., 1, .., a−1), where this time only p0-component has 1. But a−1 lies

in the group UnpmkM3 (Km,pm) for all pm(�= p0) by definition of V . Thus it

goes zero in CK(Mχ). Now, we have the following claim which furnishes

our proof :
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Claim 5.16. For sufficiently large N � Nq, V satisfies

V ⊃ ψq

(
FNkM3 ((Ã/p) q[[up]])

)
mod UnpkM3 (Km,p0).(5.62)

Proof. The idea is to use Theorem 2.7. For the 3-dimensional local

field Km,pm, what Theorem 2.7 tells us is that any element a ∈ kM3 (Km,pm)

is written as

a =
∑

i=1,...,np−1

∑
j=1,...,mi

{1 + α̃ij π
i , β̃ij , γ̃ij}(5.63)

modulo UnpkM3 (Km,pm), where αij , βij , γij ∈ κ(pm) and α̃ij , β̃ij , γ̃ij de-

note their liftings to OKm,pm
, respectively. We will prove our claim using

the explicit representation (5.63). So let us take an arbitrary element a ∈
FNkM3 ((Ã/p)q[[up]]). The explicit representation FNKM

3 ((Ã/p)q[[up]]) =

{(1 + qN (Ã/p)q[[up]]), (Ã/p)q[[up]]
∗, (Ã/p)q[[up]]

∗} in (4.2) shows

αij ∈ 1 + q
N (Ã/p)q and βij , γij ∈ (Ã/p)

∗
q.(5.64)

We will show that elements αij and βij , γij ∈ (Ã/p)
∗
q in (5.64) are also

expressed as in (5.61). First, we check βij , γij . Let us recall that the com-

plete discrete valuation field κ(p)q is the fractional field of (Ã/p)q, which is

the completion of (Ã/p) at q. As is stated in (5.48), Nagata’s correspon-

dence provides us with an isomorphism κ(p)q ∼= κ(p0) = Am,p0/p0. So, it

holds (Ã/p)
∗
q ⊂ κ(p)q

∗ ∼= κ(p0)
∗ = (Am,p0/p0)

∗. But Am,p0/p0 ={fractional

field of Am/p0}, so we can find some lifting β̃ij of βij ∈ κ(p)q such that

β̃ij ∈ Km(⊂ Km,pm). By the same reason, this is true for γij . Thus we get

the desired assertion for βij , γij .

Next, we check that any element αij ∈ 1 + qN (Ã/p)q in (5.64) is also

written in the form (5.61). That is, for sufficiently large N � Nq, it holds

Π
pm
=p0

(pm)npmAm⊃ q
N (Ã/p)q,(5.65)

where Am:= Am/p0 which is the image of Am in the residue field κ(p0) and

pm also denotes the image of pm in Am. First it holds Am⊂ (Ã/p)q and each
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image pm of prime ideal pm in Am generates an ideal pm(Ã/p)q by extending

to (Ã/p)q. If it generates whole ring, the inclusion (5.65) easily follows.

Otherwise it is a proper ideal, and we may assume Π
pm
=p0

(pm)npm⊂ q
∑
npm =

qNq. This shows Π
pm
=p0

(pm)npm = qm for some m ≥ Nq. Consequently for

N1 � m ≥ Nq, it holds

Π
pm
=p0

(pm)npm⊃ q
N1 .(5.66)

Next we observe that (Ã/p)q coincides with the normalization Ãm of Am

which follows from Nagata’s correspondence (5.47). As the normalization

is finite, it holds

Am⊃ q
N2(Ã/p)q(5.67)

for sufficiently large integer N2. Putting (5.66) and (5.67) together, we have

finally

Π
pm
=p0

(pm)npmAm⊃ q
N1+N2(Ã/p)q.(5.68)

So if we take N ≥ N1 + N2, we have the desired inclusion (5.65). The

procedure of the proof also tells us that we can take N = 0 for almost all

q. Thus Theorem 5.16 is established, which proves Theorem 5.15, hence

Proposition 5.14.

Proof of Step 2. For the proof, we use the explicit

representation of CK in Lemma 2.4. According to (2.9), F 0CK/p is

explicitly given by F 0CK/p
∼→ lim←−MDK,p/F

MDK,p (DK,p : =( ∏′

m∈P 2
A,pm∈P 1

m

U0KM
3 (Km,pm)/p

)
/
∏

m∈P 2
A
KM

3 (Km)
∏

p∈P 1
A
KM

3 (Kp)). We in-

troduce the auxiliary group EK,p : =

( ∏′

m∈P 2
A,pm∈P 1

m

U0KM
3 (Km,pm)/p

)
/∏

p∈P 1
A
KM

3 (Kp), where
∏′

has the same meaning as in DK,p. Moreover,∏
p∈P 1

A

Ψp:
∏

F 0CKp/p � F 0CK/p factors as

∏
F 0CKp/p→ lim←−MEK,p/F

MEK,p � lim←−MDK,p/F
MDK,p = F 0CK/p.

(5.69)
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Also by the explicit construction of Ψp, each embedded group KM
3 (Am) ⊂∏

F 0CKp, after being sent in lim←−MEK,p/F
MEK,p in (5.69), coincides with

the diagonal embedding

KM
3 (Am)

diagonal−→
∏

pm∈P 1
m

(
U0KM

3 (Km,pm)/UM(pm)KM
3 (Km,pm)

)
.(5.70)

But such diagonally embedded group KM
3 (Am) vanishes automatically after

being sent into F 0CK/p which is immediately understood from the reci-

procity for Km in (2.2). This completes the proof of Step 2. �

By using Theorem 5.5 and Theorem 5.13, we can prove our main The-

orem.

Proof of Theorem 5.1. By (5.15) and (5.34), we have the commu-
tative diagram

0 →Z/p→ H1
Gal(K, Z/p) −→

⊕
p∈P1

A

H2
p(Ap, Z/p) −→

⊕
m∈P2

A

Hom(KM
3 (Am), Z/p)

‖
� ρK

∗/p
�∼= ‖

0 →Z/p→Homc(CK/p, Z/p) →
⊕

p∈P1
A

Homc(F 0(CKp
/p), Z/p) →

⊕
m∈P2

A

Hom(KM
3 (Am), Z/p),

(5.71)

where the vertical isomorphism comes from Theorem 4.1. The top row

is exact by Theorem 5.5 and the bottom row is exact at Z/p and at

Homc(CK/p, Z/p) by Theorem 5.13. The desired bijectivity of ρK
∗/p fol-

lows immediately by the diagram chase in (5.71). �

6. Proof of the Existence Theorem (l-Primary Parts)

In this final section, we will prove the bijectivity of ρ∗K modulo arbitrary

natural number m which is prime to the characteristic of K. Let us state

our purpose in this section.

Theorem 6.1. Let A : = Fq[[X,Y, Z]] and K be its fractional field.

Then for an arbitrary prime l �= p under the Bloch-Milnor-Kato conjecture

for K (see Conjecture in page 8), it holds the dual reciprocity isomorphism

ρ∗K : H1
Gal(K, Ql/Zl)

∼→ Homc(CK , Ql/Zl).(6.1)



738 Pierre Matsumi

As stated in the introduction, we need the holding of Bloch-Milnor-

Kato conjecture in the shape KM
3 (K)/lm ∼= H3

ét(K, µ⊗3
lm ). By combining

Theorem 5.1 and Theorem 6.1, we get the class field theory for K.

Theorem 6.2. Let A, K be as above. Then under the Bloch-Milnor-

Kato conjecture for K, we have the following dual reciprocity isomorphism :

ρ∗K : H1
Gal(K, Q/Z)

∼→ Homc(CK , Q/ Z),(6.2)

where Homc(CK , Q/Z) means the set of all continuous homomorphisms of

finite order from CK to Q/Z.

Here, we give some corollaries of Theorem 6.2.

Corollary 6.3. Let A and K be as above. Then under the Bloch-

Milnor-Kato conjecture, the canonical reciprocity map

ρK : CK → Gal(Kab/K)(6.3)

has its dense image in Gal(Kab/K) by the Krull topology.

Proof. This follows perhaps from the injectivity of (6.2) by consider-

ing dual. �

Next, we give explicit isomorphisms for certain finite abelian extensions.

Corollary 6.4. Let A, K be as above. We assume the Bloch-Milnor-

Kato conjecture for K. Then for an arbitrary finite abelian extension L/K

such that the integral closure of A in L is regular, there exists a canonical

reciprocity isomorphism

ρK : CK/NL/K(CL)
∼→ Gal(L/K).(6.4)

Proof. Consider the following commutative diagram:

0 → Homc(Gal(L/K), Q/Z)→ H1
Gal(K, Q/Z) → H1

Gal(L, Q/Z) →0� �∼=
�∼=

0 →Homc(CK/NL/K(CL), Q/Z)→Homc(CK , Q/Z)→Homc(CL, Q/Z).
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From this, we get the bijectivity of the extreme left vertical arrow. Corollary

follows by taking Pontryagin dual of Homc(Gal(L/K), Q/Z)
∼→

Homc(CK/NL/K(CL), Q/Z) proved just now noticing that the group

CK/NL/K(CL) is discrete because NL/K(CL) contains Ker
(
CK → CK(M)

)
for some modulus M (this follows from [Ka1], II ). �

Remark 5. For a general abelian extension L/K that does not sat-

isfy the above condition in Corollary 6.4, there may occur the inequality

|CK/NL/K(CL)| > [L : K]. Indeed, in the case of class field theory for two-

dimensional complete regular local rings (i.e. n = 2), such examples were

given and studied by Shiho in [Sh1].

Proof of Theorem 6.1. For verifying the isomorphism (6.1), we

have only to prove

ρ∗K/l : H
1
Gal(K, Z/l) ∼→ Homc(CK , Z/l )(6.5)

for an arbitrary prime l �= p (the isomorphism of ρ∗K/l
m for m > 1 is proved

in the same way to the case m = 1 without any essential change). As l is

prime to the characteristic K, the group CK/l becomes discrete. By norm

arguments, we may assume µl ∈ K, where µl denotes the group of l-th

power of unity. By Kummer theory, we have the isomorphism

H1
Gal(K, µl) ∼= K∗/K∗l.(6.6)

Moreover, as A is a unique factorial domain, we have the factorization

K∗/K∗l ∼= Fq∗/Fq∗
l ×

⊕
p∈P 1

A

u
Z/l
p ,(6.7)

where up denotes the regular parameter of the prime ideal p. We consider

the following exact sequences :

F 0CK/l→CK/l→ Z/l→ 0,(6.8)

0→ Fq∗/Fq∗
l → H1

Gal(K, µl)→
⊕
p∈P 1

A

Z/l→ 0,(6.9)

where the exactness of (6.8) is obtained by putting
⊗

Z
Z/l to the exact

sequence (5.37). The exactness of (6.9) is obvious from (6.6) and (6.7).

Now, we have the key theorem.
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Theorem 6.5. There exists a canonical isomorphism

F 0CK/l ∼=
∏

p∈P 1
A

µl.(6.10)

The proof of this theorem is given below, and we check that Theorem 6.1

is easily deduced from Theorem 6.5. In fact, Fq∗/Fq∗
l × Z/l → µl is the

perfect pairing considering the duality of finite fields. Next for each height

one prime p, we have the duality µl × u
Z/l
p → µl. This also follows from the

isomorphism Gal(K(u
1/l
p )/K) ∼= µl which is an easy corollary of Kummer

Theory. Now substituting F 0CK/l in (6.8) by (6.10), and comparing two

short exact sequences (6.8) and (6.9), the above mentioned duality results

yields the desired bijectivity (6.5). �

Now, we begin to prove Theorem 6.5.

Proof of Theorem 6.5. Recall the definition in (2.10)

that F 0CK : = lim←−MF 0CK(M), where F 0CK(M) ∼=
Coker

(⊕
p∈P 1

A
U0KM

3 (Kp)→
⊕

m∈P 2
A
F 0Cm(M)

)
. So for the proof of The-

orem 6.5, it suffices to show the following isomorphism for each modulus

M :

F 0CK(M)/l ∼= Coker

⊕
p∈P 1

A

U0KM
3 (Kp)/l→

⊕
m∈P 2

A

F 0Cm(M)/l

(6.11)

∼=
∏

p∈P 1
A

µl.

We begin with the following result :

Proposition 6.6. We have an isomorphism

F 0Cm(M)/l ∼=
⊕

pm∈P 1
m

KM
3 (κ(pm))/l(6.12)

for an arbitrary modulus M .

Proof. By (2.9), F 0Cm(M)/l : = Image
(
∆m:

⊕
pm∈P 1

m
U0KM

3 ×

(Km,pm)/l−→Cm(M)/l), where Cm(M) : = Coker
(
KM

3 (Km)
diagonal−→
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⊕
pm∈P 1

m

(
KM

3 (Km,pm)/UM(pm)KM
3 (Km,pm)

))
as in (2.2). From this represen-

tation, it is found

Ker ∆m
∼= Ker

(
KM

3 (Km)
diagonal−→ KM

3 (Km,pm)/U0KM
3 (Km,pm)

)
/l.(6.13)

On the other hand, the Gersten-Quillen complex

KM
3 (Am)→ KM

3 (Km)→
⊕

pm∈P 1
Am

KM
2 (κ(p))(6.14)

together with an isomorphism KM
3 (Km,pm)/U0KM

3 (Km,pm) ∼= KM
2 (κ(p))

(cf.Theorem 2.7) shows that the right hand side of (6.13) comes from

KM
3 (Am)/l. But it holds

Lemma 5.7. We have the vanishing KM
3 (Am)/l = 0.

Proof. We will prove by the explicit calculation. As Am has positive

characteristic and also complete, we may assume that the residue field κ(m)

of Am is (non-canonically) contained in Am. Any element a ∈ A∗
m is written

as a = a δ where a is the image of a in the residue field κ(m) and δ ∈
(1+mAm), which implies an isomorphism A∗

m
∼= κ(m)∗× (1+mAm). But as

is easily seen, we have (1+mAm)l = 1+mAm, so modulo l, we may assume

that KM
3 (Am)/l ∼= KM

3 (κ(m))/l. But κ(m) is one-dimensional local field, so

it is well-known that KM
3 (κ(m))/l = 0 (cf. proof of Lemma 6.8 below). �

By Lemma 6.7, we see that the kernel of ∆m is zero, by which we get

F 0Cm(M)/l ∼=
⊕

pm∈P 1
m

U0KM
3 (Km,pm)/l.(6.15)

By using (6.15), the proof of Proposition 6.6 will be completed by

Lemma 6.8. We have an isomorphism

U0KM
3 (Km,pm)/l ∼= KM

3 (κ(pm))/l.
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Proof. By Theorem 2.7 (1), we have the exact sequence

U1KM
3 (Km,pm)→ U0KM

3 (Km,pm)→ KM
3 (κ(pm))→ 0.

By putting
⊗

Z
Z/l to this, we have

U1KM
3 (Km,pm)/l→ U0KM

3 (Km,pm)/l→ KM
3 (κ(pm))/l→ 0.(6.16)

But as U1KM
3 (Km,pm) is l-divisible, we have U1KM

3 (Km,pm)/l = 0. Thus by

considering (6.16), we have the desired isomorphism in Lemma 6.8. �

By combining Proposition 6.6 together with the following theorem, we

obtain the desired isomorphism (6.11) :

Theorem 6.9. For each p ∈ P 1
A, it holds an isomorphism

Coker

U0KM
3 (Kp)/l→

⊕
pm∈P 1

Am
,pm→p

m∈P 2
A

KM
3 (κ(pm))/l

 ∼= µl.(6.17)

Proof. We again use the correspondence (5.47) by Nagata. From

the isomorphism κ(pm) ∼= κ(p)q stated in (5.48), we have KM
3 (κ(pm))/l ∼=

KM
3 (κ(p)q)/l

∼= KM
2 (κ(q))/l and it also holds U0KM

3 (Kp)/l ∼= KM
3 (κ(p))/l.

Thus, we can rewrite (6.17) as

Coker

KM
3 (κ(p))/l→

⊕
q∈P 1

Ã/p

KM
2 (κ(q))/l

 ∼= µl.(6.18)

We can use the following cohomological Hasse principle by S. Saito :

Theorem (S. Saito, [Sa1]). For an arbitrary two-dimensional excellent

normal complete local ring R with finite residue field, the following sequence

is exact :

0 → (Z/m)rR → H3
Gal(F, µ

⊗2
m ) →

⊕
q∈P 1

R

H2
Gal(κ(q), µm) → Z/m → 0
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for an arbitrary natural number m prime to the characteristic of R, where F

denotes the fractional field of R, P 1
R denotes the set of all height one primes

of R, and rR is the rank of R (for details, we refer the original paper).

This theorem by Saito provides, when m = l and R ⊃ µl, the exact

sequence

H3
et(F, µ

⊗3
l )→

⊕
q∈P 1

R

H2
et(κ(q), µ⊗2

l )→ µl → 0.(6.19)

Now, we have the Bloch-Milnor-Kato isomorphism KM
3 (κ(p))/l ∼=

H3
Gal(κ(p), µ⊗3

l ) by assumption, or Merkur’ev-Suslin isomorphism

KM
2 (κ(q))/l ∼= H2

Gal(κ(q), µ⊗2
l ). So if we replace each term in (6.19) with

these isomorphisms, we get the exact sequence

KM
3 (F )/l →

⊕
q∈P 1

R

KM
2 (κ(q))/l → µl → 0.(6.20)

By putting R = Ã/p in (6.20) and noticing the isomorphism F ∼= κ(p),

we get the desired isomorphism (6.18). Thus, we finally established the

existence theorem for prime to p parts. �
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Math., vols. 269, 270, and 305, Springer-Verlag, Heidelberg, 1977.
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