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#### Abstract

The authors introduce new metrics on the space of pairs of a random variable and a probability measure over a Polish space, and study the properties of them. Finally, as an application, they discuss how the integrand for the martingale representation converges in the invariance principle.


## 1. Introduction

Let $p \in[1, \infty)$, and $M$ be a Polish space. $\mathcal{P}(M)$ denotes the set of all probability measures on a Polish space $M$. For a separable metric space $N$, $\mathcal{X}_{M ; N}$ denotes the set of all pairs $(X, \mu)$ for which $X$ is a measurable map from $M$ into $N$ and $\mu \in \mathcal{P}(M)$. $\mathcal{X}_{M ; N}^{p}$ denotes the set of $(X, \mu) \in \mathcal{X}_{M ; N}$ such that $\int_{M} \operatorname{dis}_{N}(X(x), y)^{p} \mu(d x)<\infty$ for all $y \in N$.

Let $\operatorname{Dis} s_{M ; N}^{(p)}: \mathcal{X}_{M ; N}^{p} \times \mathcal{X}_{M ; N}^{p} \rightarrow[0, \infty)$ be given by

$$
\begin{aligned}
& \quad \operatorname{Dis}_{M ; N}^{(p)}\left(\left(X_{1}, \mu_{1}\right),\left(X_{2}, \mu_{2}\right)\right) \\
& =\inf \left\{\left(\int _ { M \times M } \left(\left(d i s_{M}\left(x_{1}, x_{2}\right) \wedge 1\right)\right.\right.\right. \\
& \left.\left.\quad+d i s_{N}\left(X_{1}\left(x_{1}\right), X_{2}\left(x_{2}\right)\right)\right)^{p} \nu\left(d x_{1}, d x_{2}\right)\right)^{1 / p} ; \\
& \left.\nu \in \mathcal{P}(M \times M), \nu \circ \pi_{1}^{-1}=\mu_{1}, \nu \circ \pi_{2}^{-1}=\mu_{2}\right\}
\end{aligned}
$$

Here $d i s_{M}, d i s_{N}$ are distance functions on $M, N$ respectively, and $\pi_{i}: M \times$ $M \rightarrow M, i=1,2$, are canonical projections given by $\pi_{1}\left(x_{1}, x_{2}\right)=x_{1}$, $\pi_{2}\left(x_{1}, x_{2}\right)=x_{2}, x_{1}, x_{2} \in M$.

Definition. Let $\left(X_{n}, \mu_{n}\right),(X, \mu) \in \mathcal{X}_{M ; N}^{p}, n \geq 1$. We say that $\left(X_{n}, \mu_{n}\right) \rightarrow(X, \mu)$ in $\mathcal{X}_{M ; N}^{p}$ if $\operatorname{Dis}_{M ; N}^{(p)}\left(\left(X_{n}, \mu_{n}\right),(X, \mu)\right) \rightarrow 0$.

[^0]We will study some properties of this convergence. One of our main results is the following Skorohod's type theorem.

THEOREM 1. Suppose that $N$ is an arcwise connected separable metric space. Let $\left(X_{n}, \mu_{n}\right),(X, \mu) \in \mathcal{X}_{M ; N}, n \geq 1$, and suppose that there are a probability space $(\Omega, \mathcal{F}, P)$ and $M$-valued random variables $Z_{n}, n \geq 1$, and $Z$ such that
(1) $P \circ Z_{n}^{-1}=\mu_{n}, n \geq 1$, and $P \circ Z^{-1}=\mu$,
and
(2) $Z_{n} \rightarrow Z$ in probability.

Then $\left(X_{n}, \mu_{n}\right) \rightarrow(X, \mu)$ in $\mathcal{X}_{M ; N}^{p}$, if and only if $\operatorname{dis}_{N}\left(X_{n} \circ Z_{n}, X \circ Z\right) \rightarrow 0$ in $L^{p}(\Omega, \mathcal{F}, P)$.

Also we discuss a special case that $\mu_{n}$ is the probability law of random walk and $\mu$ is the Wiener measure and show a result Theorem 11 on Martingale representations. This result may be useful in mathematical finance by the following reason. We sometimes use discrete space-time models to approximate diffusion process models. There are many works which guarantee that such approximations are good concerning the option prices. But concerning hedging strategies, it is not well studied whether such approximations make sense. The convergence notion given here will give a certain base for this question. An application for the approximation of backward SDE will be given in Nakayama [3].

## 2. Basic Results

Let $M$ be a Polish space and $N$ be a separable metric space.
Let $C_{b}(M ; N)$ denotes the set of continuous maps $f: M \rightarrow N$ such that

$$
\sup _{x \in M} \operatorname{dis}_{N}(f(x), y)<\infty, \quad y \in N
$$

Let $\mu \in \mathcal{P}(M)$. For $p \in[1, \infty)$, let $\tilde{L}^{p}(M ; N, d \mu)$ denotes the set of measurable maps $f: M \rightarrow N$ such that

$$
\int_{M} d i s_{N}(f(x), y)^{p} \mu(d x)<\infty, \quad \text { for all } y \in N
$$

Then we have the following.

THEOREM 2. Let $p \in[1, \infty)$, and $N$ be an arcwise connected separable metric space. Then for any $f \in \tilde{L}^{p}(M ; N, d \mu)$ and $\varepsilon>0$, there is a $g \in$ $C_{b}(M ; N)$ such that

$$
\left(\int_{M} d i s_{N}(f(x), g(x))^{p} \mu(d x)\right)^{1 / p} \leq \varepsilon .
$$

To prove Theorem 2, we need some preparations.
For each $n \geq 1$, let $\tilde{E}_{n}=[0,1] \times\{1,2, \ldots, n\}$. We define a quasi-metric function $d: \tilde{E}_{n} \times \tilde{E}_{n}$ by

$$
d((s, i),(t, j))=\left\{\begin{array}{cc}
|t-s|, & i=j \\
t+s, & i \neq j
\end{array}\right.
$$

We define an equivalence relation $\sim$ by $(s, i) \sim(t, j)$ if $d((s, i),(t, j))=0$, that is $(s, i) \sim(t, j)$ if $(s, i)=(t, j)$ or $s=t=0$. Let $E_{n}=\tilde{E}_{n} / \sim$. Then $\left(E_{n}, d\right)$ is a Poilsh space. Moreover, the map $F_{n}:[0,1] \times E_{n} \rightarrow E_{n}$ given by $F_{n}(s,(t, i))=(s t, i), s, t \in[0,1], i=1,2, \ldots, n$, is well-defined and continuous.

Lemma 3. Let $M$ be a Polish space and $\nu$ be a finite measure on $(M, \mathcal{B}(M))$, where $\mathcal{B}(M)$ is the Borel algebra over $M$. Let $f: M \rightarrow E_{n}$ be a measurable map with $f(M) \subset\{(1, i) ; i=1,2, \ldots, n\}$. Then for any $\varepsilon>0$, there is a continuous map $g: M \rightarrow E_{n}$ such that $\nu(f \neq g) \leq \varepsilon$.

Proof. We prove the assertion by induction in $n$. If $n=1$, the map $f$ itself is continuous. Let us assume that the assertion holds for $n$.

Let $f: M \rightarrow E_{n+1}$ be a measurable space with $f(M) \subset\{(1, i) ; i=$ $1,2, \ldots, n+1\}$. Note that $E_{n}$ can be regarded as a metric subspace of $E_{n+1}$. Let $A=f^{-1}((1, n+1))$. Then there are compact sets $K_{0}$ and $K_{1}$ in $M$ such that

$$
K_{0} \subset M \backslash A, \nu\left((M \backslash A) \backslash K_{0}\right)<\varepsilon / 3, \quad K_{1} \subset A, \nu\left(A \backslash K_{1}\right)<\varepsilon / 3
$$

Then we have a continuous function $\varphi: M \rightarrow[-1,1]$ such that $\varphi(x)=$ $-1, x \in K_{0}$, and $\varphi(x)=1, x \in K_{1}$. Let $M^{\prime}=\varphi^{-1}([-1,0])$ and $f^{\prime}: M^{\prime} \rightarrow E_{n}$ be given by

$$
f^{\prime}(x)= \begin{cases}f(x) & \text { if } f(x) \in E_{n} \\ (1,1) & \text { otherwise }\end{cases}
$$

Then by the assumption of induction, there is a continuous function $g^{\prime}$ : $M^{\prime} \rightarrow E_{n}$ such that $\nu\left(\left\{x \in M^{\prime} ; f^{\prime}(x) \neq g^{\prime}(x)\right\}\right)<\varepsilon / 3$. Now let $g: M \rightarrow$ $E_{n+1}$ be given by

$$
g(x)=\left\{\begin{array}{cc}
(\varphi(x), n+1) & \text { if } \varphi(x)>0 \\
F_{n}\left(-\varphi(x), g^{\prime}(x)\right) & \text { if } \varphi(x) \leq 0
\end{array}\right.
$$

Then one can easily check that $g$ is continuous. Also, we see that

$$
\{f=g\} \supset K_{1} \cup\left(K_{0} \cap\left\{f^{\prime}=g^{\prime}\right\}\right)
$$

and so $\nu(f \neq g) \leq \varepsilon$. Thus the assertion holds for $n+1$. This completes the proof.

Now let us prove Theorem 2. Since $N$ is separable, there is a dense countable subset $\left\{y_{k}\right\}_{k=1}^{\infty}$ in $N$. Let $B_{n}=\left\{y \in N ; \operatorname{dis}_{N}\left(y, y_{n}\right)<\varepsilon / 4\right\}$, $n=1,2, \ldots$. Then we see that $\bigcup_{n=1}^{\infty} B_{n}=N$. Let $A_{1}=f^{-1}\left(B_{1}\right)$ and $A_{n}=f^{-1}\left(B_{n}\right) \backslash\left(\cup_{k=1}^{n-1} f^{-1}\left(B_{k}\right)\right), n \geq 2$. Then $A_{n}, n=1,2, \ldots$ are mutually disjoint and $\bigcup_{n=1}^{\infty} A_{n}=M$. So there is an $n \geq 1$ such that

$$
\left(\int_{M}\left(1-\sum_{k=1}^{n} 1_{A_{k}}(x)\right) d i s_{N}\left(f(x), y_{1}\right)^{p} \mu(d x)\right)^{1 / p}<\varepsilon / 4
$$

Since $N$ is arcwise connected, there is a continuous map such that $\varphi$ : $E_{n} \rightarrow N$ such that $\varphi((0,1))=y_{1}$ and $\varphi((1, k))=y_{k}, k=1, \ldots, n$. Let $a=\max _{z, z^{\prime} \in E_{n}} \operatorname{dis}_{N}\left(\varphi(z), \varphi\left(z^{\prime}\right)\right)$. Let $h: M \rightarrow E_{n}$ be given by

$$
h(x)=\left\{\begin{array}{l}
(1, k), \quad x \in A_{k}, k=2, \ldots, n \\
(1,1), \quad \text { otherwise }
\end{array}\right.
$$

Then by Lemma 3, there is a continuous map $h^{\prime}: M \rightarrow E_{n}$ such that $\mu\left(h \neq h^{\prime}\right)<(\varepsilon /(2 a+1))^{p}$. Let $g=\varphi \circ h^{\prime}$. Then $g \in C_{b}(M ; N)$ and

$$
\operatorname{dis}_{N}(f(x),(\varphi \circ h)(x)) \leq\left(1-\sum_{k=1}^{n} 1_{A_{k}}(x)\right) \operatorname{dis}_{N}\left(f(x), y_{1}\right)+\varepsilon / 4
$$

and

$$
\left(\int_{M} d i s_{N}\left((\varphi \circ h)(x),\left(\varphi \circ h^{\prime}\right)(x)\right)^{p} \mu(d x)\right)^{1 / p} \leq a \mu\left(h \neq h^{\prime}\right)^{1 / p} \leq \varepsilon / 2 .
$$

These imply that

$$
\left(\int_{M} d i s_{N}(f(x), g(x))^{p} \mu(d x)\right)^{1 / p} \leq \varepsilon .
$$

This completes the proof.

## 3. Properties of $D i s_{M ; N}^{(p)}$

Now let $M$ be a Polish space and $N$ be a separable metric space. We easily see the following.

Proposition 4. (1) $\operatorname{Dis} s_{M ; N}^{(p)}\left(\left(X_{1}, \mu_{1}\right),\left(X_{2}, \mu_{2}\right)\right)=0$, if and only if $\mu_{1}=\mu_{2}$ and $X_{1}(x)=X_{2}(x) \mu_{1}-a . s . x$, for $\left(X_{1}, \mu_{1}\right),\left(X_{2}, \mu_{2}\right) \in \mathcal{X}_{M ; N}^{p}$.
(2) $\operatorname{Dis}_{M ; N}^{(p)}\left(\left(X_{1}, \mu_{1}\right),\left(X_{2}, \mu_{2}\right)\right)=D i s_{M ; N}^{(p)}\left(\left(X_{2}, \mu_{2}\right),\left(X_{1}, \mu_{1}\right)\right)$
and

$$
\begin{aligned}
& \operatorname{Dis} s_{M ; N}^{(p)}\left(\left(X_{1}, \mu_{1}\right),\left(X_{3}, \mu_{3}\right)\right) \\
\leq & \operatorname{Dis} s_{M ; N}^{(p)}\left(\left(X_{1}, \mu_{1}\right),\left(X_{2}, \mu_{2}\right)\right)+D i s_{M ; N}^{(p)}\left(\left(X_{2}, \mu_{2}\right),\left(X_{3}, \mu_{3}\right)\right)
\end{aligned}
$$

for any $\left(X_{i}, \mu_{i}\right) \in \mathcal{X}_{M ; N}^{p}, i=1,2,3$.
Remark. Let us define an equivalence relation $\sim$ in $\mathcal{X}_{M ; N}^{p}$ for which $\left(X_{1}, \mu_{1}\right) \sim\left(X_{2}, \mu_{2}\right)$ if $\mu_{1}=\mu_{2}$ and $X_{1}(x)=X_{2}(x) \mu_{1}-$ a.s. $x$. Then $\left(\mathcal{X}_{M ; N} / \sim, D i s_{M ; N}^{(p)}\right)$ becomes a metric space, and our notion of convergence is the same as the associated one to this metric.

Proposition 5. Let $\left(X_{n}, \mu_{n}\right),(X, \mu) \in \mathcal{X}_{M ; N}^{p}, n \geq 1$, and suppose that $\left(X_{n}, \mu_{n}\right) \rightarrow(X, \mu), n \rightarrow \infty$, in $\mathcal{X}_{M ; N}^{p}$. Then there are a probability space $(\Omega, \mathcal{F}, P)$ and $M$-valued random variables $Z_{n}, n \geq 1$, and $Z$ such that (1) $P \circ Z_{n}^{-1}=\mu_{n}, n \geq 1$, and $P \circ Z^{-1}=\mu$, (2) $Z_{n} \rightarrow Z, n \rightarrow \infty$ in probability,
and
(3) $X_{n} \circ Z_{n} \rightarrow X \circ Z, n \rightarrow \infty$, in $L^{p}(\Omega, \mathcal{F}, P)$.

Proof. By the assumption, there are $\nu_{n} \in \mathcal{P}(M \times M), n \geq 1$, such that $\nu_{n} \circ \pi_{1}^{-1}=\mu, \nu_{n} \circ \pi_{2}^{-1}=\mu_{n}, n \geq 1$, and

$$
\int_{M \times M}\left(\operatorname{dis}_{M}\left(x_{1}, x_{2}\right) \wedge 1+\operatorname{dis}_{N}\left(X\left(x_{1}\right), X_{n}\left(x_{2}\right)\right)\right)^{p} \nu_{n}\left(d x_{1}, d x_{2}\right) \rightarrow 0 .
$$

Since $M$ is Polish, there exist measurable maps $\rho_{n}: M \rightarrow \mathcal{P}(M), n \geq 1$, such that $\nu_{n}\left(d x_{1}, d x_{2}\right)=\mu\left(d x_{1}\right) \rho_{n}\left(x_{1}\right)\left(d x_{2}\right)$. Let $\Omega=M^{\{0\} \cup \mathbf{N}, \mathcal{F} \text { be a Borel }}$ algebra of $\Omega$ and $P(d x)=\mu\left(d x_{0}\right) \otimes\left(\otimes_{n=1}^{\infty} \rho_{n}\left(x_{0}\right)\left(d x_{n}\right)\right)$. Let $Z: \Omega \rightarrow M$,
$Z_{n}: \Omega \rightarrow M, n \geq 1$, be given by $Z(x)=x_{0}, Z_{n}(x)=x_{n}, n \geq 1, x=$ $\left(x_{0}, x_{1}, \ldots\right)$. Then we have $P \circ Z^{-1}=\mu, P \circ Z_{n}^{-1}=\mu_{n}$, and

$$
\begin{aligned}
& E^{P}\left[\left(\left(\operatorname{dis}_{M}\left(Z, Z_{n}\right) \wedge 1\right)+\operatorname{dis}_{N}\left(X \circ Z, X_{n} \circ Z_{n}\right)\right)^{p}\right] \\
= & \int_{M \times M}\left(\left(\operatorname{dis}_{M}\left(x_{1}, x_{2}\right) \wedge 1+\operatorname{dis}_{N}\left(X\left(x_{1}\right), X_{n}\left(x_{2}\right)\right)\right)^{p}\right) \nu_{n}\left(d x_{1}, d x_{2}\right) \rightarrow 0
\end{aligned}
$$

So, we have our assertion.
Proposition 6. $\operatorname{Let}\left(X_{n}, \mu_{n}\right),(X, \mu) \in \mathcal{X}_{M ; N}^{p}, n \geq 1$, and suppose that there are a probability space $(\Omega, \mathcal{F}, P)$ and $M$-valued random variables $Z_{n}$, $n \geq 1$, and $Z$ such that
(1) $P \circ Z_{n}^{-1}=\mu_{n}, n \geq 1$, and $P \circ Z^{-1}=\mu$,
(2) $Z_{n} \rightarrow Z, n \rightarrow \infty$, in probability,
and
(3) $\operatorname{dis}_{N}\left(X_{n} \circ Z_{n}, X \circ Z\right) \rightarrow 0, n \rightarrow \infty$, in $L^{p}(\Omega, \mathcal{F}, P)$.

Then $\left(X_{n}, \mu_{n}\right) \rightarrow(X, \mu)$ in $\mathcal{X}_{M ; N}^{p}$.
Proof. Let $\nu_{n} \in \mathcal{P}(M \times M)$ given by $\nu_{n}=P \circ\left(Z, Z_{n}\right)^{-1}$. Then we have

$$
\begin{aligned}
& \operatorname{Dis}_{M ; N}^{(p)}\left((X, \mu),\left(X_{n}, \mu_{n}\right)\right)^{p} \\
\leq & \int_{M \times M}\left(\operatorname{dis}_{M}\left(x_{1}, x_{2}\right) \wedge 1+\operatorname{dis}_{N}\left(X\left(x_{1}\right), X_{n}\left(x_{2}\right)\right)\right)^{p} \nu_{n}\left(d x_{1}, d x_{2}\right) \\
= & E^{P}\left[\left(d i s_{M}\left(Z, Z_{n}\right) \wedge 1+\operatorname{dis}_{N}\left(X \circ Z, X_{n} \circ Z_{n}\right)\right)^{p}\right] \rightarrow 0 .
\end{aligned}
$$

Thus we see that $\left(X_{n}, \mu_{n}\right) \rightarrow(X, \mu)$ in $\mathcal{X}_{M ; N}^{p}$.
Lemma 7. Suppose that $N$ is an arcwise connected separable metric space. Let $\left(X_{n}, \mu_{n}\right),(X, \mu) \in \mathcal{X}_{M ; N}^{p}, n \geq 1$. Then $\left(X_{n}, \mu_{n}\right) \rightarrow(X, \mu)$ in $\mathcal{X}_{M ; N}^{p}$, if and only if $\mu_{n} \rightarrow \mu$ weakly as $n \rightarrow \infty$, and

$$
\inf \left\{\limsup _{n \rightarrow \infty} E^{\mu_{n}}\left[d i s_{N}\left(X_{n}, G\right)^{p}\right]+E^{\mu}\left[\operatorname{dis}_{N}(X, G)^{p}\right] ; G \in C_{b}(M ; N)\right\}=0
$$

Proof. (if part) Since $\mu_{n} \rightarrow \mu$ weakly, by Skorohod's theorem there are a probability space $(\Omega, \mathcal{F}, P)$ and $M$-valued random variables $Z, Z_{n}$,
$n \geq 1$, such that $P \circ Z_{n}^{-1}=\mu_{n}, n \geq 1, P \circ Z^{-1}=\mu$, and $Z_{n} \rightarrow Z$ in probability. For any $\varepsilon>0$, there is a $G \in C_{b}(M ; N)$ such that

$$
\limsup _{n \rightarrow \infty} E^{\mu_{n}}\left[\operatorname{dis}_{N}\left(X_{n}, G\right)^{p}\right]^{1 / p}+E^{\mu}\left[\operatorname{dis}_{N}(X, G)^{p}\right]^{1 / p}<\varepsilon
$$

Then

$$
\begin{aligned}
& \limsup _{n \rightarrow \infty} E^{P}\left[d i s_{N}\left(X_{n} \circ Z_{n}, X \circ Z\right)^{p}\right]^{1 / p} \\
\leq & E^{P}\left[d i s_{N}(X \circ Z, G \circ Z)^{p}\right]^{1 / p}+\limsup _{n \rightarrow \infty} E^{P}\left[d i s_{N}\left(X_{n} \circ Z_{n}, G \circ Z_{n}\right)^{p}\right]^{1 / p} \\
< & \varepsilon
\end{aligned}
$$

So we see that $\operatorname{dis}_{N}\left(X_{n} \circ Z_{n}, X \circ Z\right) \rightarrow 0$ in $L^{p}(\Omega, \mathcal{F}, P)$. Thus we have our assertion from Proposition 6.
(only if part) Let $(\Omega, \mathcal{F}, P), Z_{n}, n \geq 1$, and $Z$ be as in Proposition 5. Then we see that $\mu_{n} \rightarrow \mu$ weakly. We see from Theorem 2 that for any $\varepsilon>0$ there is a $G \in C_{b}(M ; N)$ such that $E^{\mu}\left[d i s_{N}(X, G)^{p}\right]^{1 / p}<\varepsilon$. Then we have

$$
\begin{aligned}
& \limsup _{n \rightarrow \infty} E^{\mu_{n}}\left[d i s_{N}\left(X_{n}, G\right)^{p}\right]^{1 / p} \\
= & \limsup _{n \rightarrow \infty} E^{P}\left[d i s_{N}\left(X_{n} \circ Z_{n}, G \circ Z_{n}\right)^{p}\right]^{1 / p} \\
= & E^{P}\left[d i s_{N}(X \circ Z, G \circ Z)^{p}\right]^{1 / p}<\varepsilon .
\end{aligned}
$$

This implies our assertion.
Now we are ready to prove Theorem 1.
Proof of Theorem 1. The ' if' part follows from Proposition 6. So it is sufficient to prove the 'only if' part. By Lemma 7 for any $\varepsilon>0$, there is a $G \in C_{b}(M ; N)$ such that

$$
E^{\mu}\left[d i s_{N}(X, G)^{p}\right]^{1 / p}+\limsup _{n \rightarrow \infty} E^{\mu_{n}}\left[d i s_{N}\left(X_{n}, G\right)^{p}\right]^{1 / p}<\varepsilon .
$$

Then we have

$$
\begin{aligned}
& \limsup _{n \rightarrow \infty} E^{P}\left[d i s_{N}\left(X \circ Z, X_{n} \circ Z_{n}\right)^{p}\right]^{1 / p} \\
\leq & E^{P}\left[d i s_{N}(X \circ Z, G \circ Z)^{p}\right]^{1 / p}+\limsup _{n \rightarrow \infty} E^{P}\left[d i s_{N}\left(X_{n} \circ Z_{n}, G \circ Z_{n}\right)^{p}\right]^{1 / p} \\
& \quad+\limsup _{n \rightarrow \infty} E^{P}\left[d i s_{N}\left(G \circ Z, G \circ Z_{n}\right)^{p}\right]^{1 / p} \\
& \quad \varepsilon
\end{aligned}
$$

Thus we have our assertion.
Let us remind again that if $\mu_{n} \rightarrow \mu$ weakly, then by Skorohod's theorem there are a probability space $(\Omega, F, P)$ and measurable maps $Z_{n}: \Omega \rightarrow M$, $n \geq 1$, and $Z: \Omega \rightarrow M$ such that $P \circ Z_{n}^{-1}=\mu_{n}, n \geq 1$, and $P \circ Z^{-1}=\mu$ and that $Z_{n} \rightarrow Z, n \rightarrow \infty, P-a . s$.

The following is easy consequence of Theorem 1 and Skorohod's theorem.

Corollary 8. Suppose that $\mu, \mu_{n} \in \mathcal{P}(M), n \geq 1$.
(1) Let $N$ be an arcwise connected Polish space and $M$ be a Polish space, and let $X_{n}: M \rightarrow N, X: M \rightarrow N, X_{n}^{(k)}: M \rightarrow N$ and $X^{(k)}: M \rightarrow N, n, k \geq 1$, be measurable maps. If $\left(X_{n}^{(k)}, \mu_{n}\right) \rightarrow\left(X^{(k)}, \mu\right)$ in $\mathcal{X}_{M ; N}^{p}, k=1,2, \ldots$, and if

$$
\limsup _{k \rightarrow \infty} \sup _{n} E^{\mu_{n}}\left[\operatorname{dis}_{N}\left(X_{n}, X_{n}^{(k)}\right)^{p}\right]=0
$$

and

$$
\limsup _{k \rightarrow \infty} E^{\mu}\left[d i s_{N}\left(X, X^{(k)}\right)^{p}\right]=0
$$

then $\left(X_{n}, \mu_{n}\right) \rightarrow(X, \mu)$ in $\mathcal{X}_{M ; N}^{p}$.
(2) Let $N_{1}$ and $N_{2}$ be arcwise connected Polish spaces, $X_{n}^{(i)}: M \rightarrow N_{i}$, $n \geq 1$, and $X^{(i)}: M \rightarrow N_{i}, i=1,2$, be measurable maps. If $\left(X_{n}^{(i)}, \mu_{n}\right) \rightarrow$ $\left(X^{(i)}, \mu\right)$ in $\mathcal{X}_{M ; N_{i}}^{p}, i=1,2$, then $\left(\left(X_{n}^{(1)}, X_{n}^{(2)}\right), \mu_{n}\right) \rightarrow\left(\left(X^{(1)}, X^{(2)}\right), \mu\right)$ in $\mathcal{X}_{M ; N_{1} \times N_{2}}^{p}$.
(3) Let $E$ be a real Banch space. $X_{n}^{(i)}: M \rightarrow E, n \geq 1$, and $X^{(i)}: M \rightarrow E$, $i=1,2$, be measurable maps. If $\left(X_{n}^{(i)}, \mu_{n}\right) \rightarrow\left(X^{(i)}, \mu\right)$ in $\mathcal{X}_{M ; E}^{p}, i=1,2$, and if $a_{n} \rightarrow a$, and $b_{n} \rightarrow b$ in $\mathbf{R}$, then $\left(a_{n} X_{n}^{(1)}+b_{n} X_{n}^{(2)}, \mu_{n}\right) \rightarrow\left(a X^{(1)}+b X^{(2)}, \mu\right)$ in $\mathcal{X}_{M ; E}^{p}$.

## 4. Application

Let $d \geq 1$, and $\left\{v_{0}, v_{1}, \ldots, v_{d}\right\}$ be a subset of $\mathbf{R}^{d}$ in a general position, i,e, $v_{1}-v_{0}, \ldots, v_{d}-v_{0}$ are linearly independent. Let us assume that $p_{0}, p_{1}, \ldots, p_{d} \in(0,1)$ exist and satisfy

$$
\sum_{i=0}^{d} p_{i}=1, \quad \sum_{i=0}^{d} p_{i} v_{i}=0, \quad \sum_{i=0}^{d} p_{i} v_{i} \otimes v_{i}=I_{d}
$$

where $I_{d}$ is the $d \times d$ identity matrix.
Let $\left(\Omega_{n}, \mathcal{F}_{n}, P_{n}\right), n \geq 1$ be probability spaces, and let $Z_{k}^{(n)}, k=1$, $2, \ldots, n$ be independent identically distributed $\mathbf{R}^{d}$-valued random variables defined on $\left(\Omega_{n}, \mathcal{F}_{n}, P_{n}\right)$ such that

$$
P_{n}\left(Z_{k}^{(n)}=v_{i}\right)=p_{i}, \quad i=0,1, \ldots, d, \quad k=1, \ldots, n
$$

Let

$$
W_{n}(t)=\frac{1}{\sqrt{n}} \sum_{k=1}^{[n t]} Z_{k}^{(n)}, \quad t \in[0,1]
$$

Now let us think of the space $D^{d}=D\left([0,1] ; \mathbf{R}^{d}\right)$. Let $X:[0,1] \times D^{d} \rightarrow$ $\mathbf{R}^{d}$ be defined by $X(t, w)=w(t), t \in[0,1], w \in D^{d}$. We define a filtration $\left\{\mathbf{F}_{t}\right\}_{t \in[0,1]}$ by

$$
\mathcal{F}_{t}=\bigcap_{u>t} \sigma\{X(s, \cdot) ; s \leq u \wedge 1\} .
$$

Let $\mu_{n}, n \geq 1$, denote a probability measure $P_{n} \circ W_{n}^{-1}$ on $D^{d}$.
Let $\mathcal{L}_{n}, n \geq 1$, be the set of bounded function $f: D^{d} \times[0,1] \rightarrow \mathbf{R}^{d}$ such that

$$
f(w)(t)=f(w)\left(\frac{k}{n}\right), \quad \frac{k-1}{n}<t \leq \frac{k}{n}, k=1, \ldots, n
$$

and $f(\cdot)(t): D^{d} \rightarrow \mathbf{R}^{d}$ is continuous and $\mathcal{F}_{(k-1) / n}$-measurable for $(k-$ 1) $/ n<t \leq k / n, k=1, \ldots, n$. Then we have the following (e.g. Nakayama [3]).

Proposition 9. Let $n \geq 1$.
(1) If $X=c+\int_{(0,1]} f(w)(t) d w(t), c \in \mathbf{R}, f \in \mathcal{L}_{n}$, then

$$
E^{\mu_{n}}\left[X^{2}\right]=c^{2}+E^{\mu_{n}}\left[\int_{(0,1]}|f(w)(t)|^{2} d t\right]
$$

(2) For any $X \in L^{2}\left(D^{d}, \mathcal{F}_{1}, d \mu_{n}\right)$ there exist $c_{n}(X) \in \mathbf{R}$ and $F_{n}(X) \in \mathcal{L}_{n}$, such that

$$
X=c_{n}(X)+\int_{(0,1]}\left(F_{n}(X)(w)\right)(t) d w(t)
$$

Let $\mu$ be a standard Wiener measure on $D^{d}$. Let $\mathcal{L}$ be the set of measurable maps $f: D^{d} \rightarrow L^{2}\left([0,1] ; \mathbf{R}^{d}, d t\right)$ such that $(t, w) \in[0,1] \times D^{d} \rightarrow$ $f(w)(t) \in \mathbf{R}^{d}$ is progressively measurable and

$$
E^{\mu}\left[\int_{0}^{1}|f(w)(t)|^{2} d t\right]<\infty
$$

Then we have the following naturally by Ito's representation theorem.
Proposition 10. (1) If $X=c+\int_{(0,1]} f(w)(t) d w(t), c \in \mathbf{R}, f \in \mathcal{L}$, then

$$
E^{\mu}\left[X^{2}\right]=c^{2}+E^{\mu}\left[\int_{(0,1]}|f(w)(t)|^{2} d t\right]
$$

(2) For any $X \in L^{2}\left(D^{d}, \mathcal{F}_{1}, d \mu\right)$ there exist $c(X) \in \mathbf{R}$ and $F(X) \in \mathcal{L}$, such that

$$
X=c(X)+\int_{0}^{1}(F(X)(w))(t) d w(t)
$$

Then Donsker's invariance principle (c.f.[1]) implies that $\mu_{n} \rightarrow \mu$, weakly as $n \rightarrow \infty$. Our main purpose in this section is to prove the following.

Theorem 11. (1) If $\left(X_{n}, \mu_{n}\right) \rightarrow(X, \mu)$, in $\mathcal{X}_{D^{d} ; \mathbf{R}}^{2}$, then $\left(\left(c_{n}\left(X_{n}\right)\right.\right.$, $\left.\left.F_{n}\left(X_{n}\right)\right), \mu_{n}\right) \quad \rightarrow \quad((c(X), F(X)), \mu) \quad$ in $\quad \mathcal{X}_{D^{d} ; \mathbf{R} \times L^{2}\left([0,1] ; \mathbf{R}^{d}, d t\right)}^{2}, \quad$ and $\left(\left\{E^{\mu_{n}}\left[X_{n} \mid \mathcal{F}_{t}\right]\right\}_{t \in[0,1]}, \mu_{n}\right) \rightarrow\left(\left\{E^{\mu}\left[X \mid \mathcal{F}_{t}\right]\right\}_{t \in[0,1]}, \mu\right)$ in $\mathcal{X}_{D^{d} ; D}^{2}$.
(2) If $f_{n} \in \mathcal{L}_{n}, n \geq 1$, and $f \in \mathcal{L}$, and if $\left(f_{n}, \mu_{n}\right) \rightarrow(f, \mu)$ in $\mathcal{X}_{D^{d} ; L^{2}\left([0,1] ; \mathbf{R}^{d}, d t\right)}^{2}$, then $\left(\int_{(0,1]} f_{n}(w)(t) d w(t), \mu_{n}\right) \rightarrow\left(\int_{0}^{1} f(w)(t) d w(t), \mu\right)$, $n \rightarrow \infty$, in $\mathcal{X}_{D^{d} ; \mathbf{R}}^{2}$.

We make some preparations before proving this theorem.
Proposition 12. Let $m \geq 1$ and $f \in \mathcal{L}_{m}$. Then $\left(\int_{(0,1]} f(w)(t) d w(t)\right.$, $\left.\mu_{n}\right) \quad \rightarrow \quad\left(\int_{0}^{1} f(w)(t) d w(t), \mu\right), \quad n \quad \rightarrow \quad \infty, \quad$ in $\quad \mathcal{X}_{D^{d} ; \mathbf{R}}^{2} . \quad$ Also, $\left(\left\{\int_{(0, t]} f(w)(s) d w(s)\right\}_{t \in[0,1]}, \mu_{n}\right) \rightarrow\left(\left\{\int_{(0, t]} f(w)(s) d w(s)\right\}_{t \in[0,1]}, \mu\right), n \rightarrow \infty$, in $\mathcal{X}_{D^{d} ; D}^{2}$.

Proof. Note that if $n>2 m$ for $\mu_{n}-a . s . w$

$$
\int_{(0, t]} f(w)(s) d w(s)
$$

$$
\begin{aligned}
& =\sum_{k=1}^{n} f(w)\left(\frac{k}{n}\right)\left(w\left(\left(\frac{k}{n}\right) \wedge t\right)-w\left(\left(\frac{k-1}{n}\right) \wedge t\right)\right) \\
& =\sum_{j=1}^{m} \sum_{k=1}^{n} 1_{((j-1) / m, j / m)}(k / n) f(w)\left(\frac{j}{m}\right)\left(w\left(\left(\frac{k}{n}\right) \wedge t\right)-w\left(\left(\frac{k-1}{n}\right) \wedge t\right)\right) . \\
& =\sum_{j=1}^{m} f(w)\left(\frac{j}{m}\right)\left(w\left(\left(\frac{j}{m}\right) \wedge t\right)-w\left(\left(\frac{j-1}{m}\right) \wedge t\right)\right) \quad \mu_{n}-a . s . .
\end{aligned}
$$

Here we use the fact that

$$
\begin{aligned}
& \left.\sum_{k=1}^{n} 1_{((j-1) / m, j / m)}(k / n)\left(w\left(\left(\frac{k}{n}\right) \wedge t\right)-w\left(\left(\frac{k-1}{n}\right) \wedge t\right)\right)\right] \\
= & w\left(\left(\frac{j}{m}\right) \wedge t\right)-w\left(\frac{j-1}{m} \wedge t\right) \quad \mu_{n}-\text { a.s. } w .
\end{aligned}
$$

For $N>n$, let $G_{N}: D^{d} \rightarrow D$ be given by

$$
G_{N}(w)(t)=\sum_{j=1}^{m} f(w)\left(\frac{j}{m}\right) N \int_{0}^{1 / N}\left(w\left(\left(\frac{j}{m}+s\right) \wedge t\right)-w\left(\left(\frac{j-1}{m}+s\right) \wedge t\right)\right) d s
$$

Then $G_{N}$ is a bounded continuous map and

$$
\begin{aligned}
& \left|G_{N}(w)(t)-\sum_{j=1}^{m} f(w)\left(\frac{j}{m}\right)\left(w\left(\left(\frac{j}{m}\right) \wedge t\right)-w\left(\left(\frac{j-1}{m}\right) \wedge t\right)\right)\right| \\
\leq & 2 m\left(\sup _{t, w}|f(w)(t)|\right)\left(\sup _{t \in[0,1], s \in[0,1 / N]}|w((t+s) \wedge 1)-w(t)|\right) .
\end{aligned}
$$

So we see that

$$
\begin{aligned}
& \left.\sup _{t \in[0,1]} \mid G_{N}(w)(t)-\int_{(0, t]} f(w)(s) d w(s)\right) \mid \\
& \leq \quad 2 m\left(\left(\sup _{t, w}|f(w)(t)|\right)\left(\sup _{t \in[0,1], s \in[0,1 / N]}|w((t+s) \wedge 1)-w(t)|\right)\right. \\
& \left.\quad+n^{-1 / 2} \max \left\{\left|v_{0}\right|, \ldots,\left|v_{d}\right|\right\}\right)
\end{aligned}
$$

for $\mu_{n}-a . s . w$. This implies that

$$
\begin{aligned}
& \lim _{N \rightarrow \infty}\left(\limsup _{n \rightarrow \infty} E^{\mu_{n}}\left[\sup _{t \in[0,1]}\left(\int_{(0, t]} f(w)(s) d w(s)-G_{N}(w)(t)\right)^{2}\right]\right. \\
& \left.\quad+E^{\mu}\left[\sup _{t \in[0,1]}\left(\int_{(0, t]} f(w)(s) d w(s)-G_{N}(w)(t)\right)^{2}\right]\right)=0 .
\end{aligned}
$$

Therefore by Lemma 7 we have our assertion.
Also, we have the following.
Proposition 13. Let $m \geq 1, f \in \mathcal{L}_{m}$ and $X_{n}=\int_{(0,1]} f(w)(t) d w(t)$, $\mu_{n}$-a.s.w. Then

$$
E^{\mu_{n}}\left[\int_{0}^{1}\left|F_{n}\left(X_{n}\right)(w)(t)-f(w)(t)\right|^{2} d t\right] \rightarrow 0, \quad n \rightarrow \infty
$$

Proof. Let $n>m$. Then for $k=1, \ldots, n$, we see that

$$
F_{n}\left(X_{n}\right)(w)(t)=f(w)\left(\frac{k}{n}\right), \quad t \in\left(\frac{k-1}{n}, \frac{k}{n}\right], \quad \mu_{n}-\text { a.s.w. }
$$

So we have our assertion.
Let $\mathcal{L}^{\prime}=\bigcup_{m=1}^{\infty} \mathcal{L}_{m}$. The following is well-known.
Proposition 14. For any $f \in \mathcal{L}$ and $\varepsilon>0$, there is a $g \in \mathcal{L}^{\prime}$ such that

$$
E^{\mu}\left[\int_{0}^{1}|f(w)(t)-g(w)(t)|^{2} d t\right]<\varepsilon
$$

Now let us prove Theorem 11. First we prove the assetion (1).
Suppose that $\left(X_{n}, \mu_{n}\right) \rightarrow(X, \mu)$, in $\mathcal{X}_{D^{d} ; \mathbf{R}}^{2}$. Then by Proposition 14 there are $g_{k} \in \mathcal{L}^{\prime}, k \geq 1$, such that

$$
E^{\mu}\left[\int_{0}^{1}\left|F(X)(w)(t)-g_{k}(w)(t)\right|^{2} d t\right] \rightarrow 0, \quad k \rightarrow \infty
$$

Let $X_{n}^{(k)}=c(X)+\int_{(0,1]} g_{k}(w)(t) d w(t) \in L^{2}\left(D^{d}, d \mu_{n}\right), n \geq 1$, and $X^{(k)}=$ $c(X)+\int_{0}^{1} g_{k}(w)(t) d w(t) \in L^{2}\left(D^{d}, d \mu\right)$. Then we have

$$
E^{\mu}\left[\left|X-X^{(k)}\right|^{2}\right] \rightarrow 0, \quad k \rightarrow \infty
$$

By Proposition 13, we see that $\left(\left(c_{n}\left(X_{n}^{(k)}\right), F_{n}\left(X_{n}^{(k)}\right)\right), \mu_{n}\right) \rightarrow\left(\left(c\left(X^{(k)}\right)\right.\right.$, $\left.\left.F\left(X^{(k)}\right)\right), \mu\right)$ in $\mathcal{X}_{D^{d}, \mathbf{R} \times L^{2}\left([0,1] ; \mathbf{R}^{d}, d t\right)}^{2}$. By Proposition 12, we see that $\left(\left\{E^{\mu_{n}}\left[X_{n}^{(k)} \mid \mathcal{F}_{t}\right]\right\}_{t \in[0,1]}, \mu_{n}\right) \rightarrow\left(\left\{E^{\mu}\left[X^{(k)} \mid \mathcal{F}_{t}\right]\right\}_{t \in[0,1]}, \mu\right), n \rightarrow \infty$, in $\mathcal{X}_{D^{d} ; D}^{2}$.

By Lemma 7, Corollary 8(3) and Proposition 9, we have

$$
\begin{aligned}
& \left|c_{n}\left(X_{n}\right)-c_{n}\left(X_{n}^{(k)}\right)\right|^{2}+E^{\mu_{n}}\left[\int_{0}^{1}\left|F_{n}\left(X_{n}\right)-F_{n}\left(X_{n}^{(k)}\right)\right|^{2} d t\right] \\
= & E^{\mu_{n}}\left[\left|X_{n}-X_{n}^{(k)}\right|^{2}\right] \rightarrow E^{\mu}\left[\left|X-X^{(k)}\right|^{2}\right], \quad n \rightarrow \infty
\end{aligned}
$$

and

$$
\begin{aligned}
& E^{\mu_{n}}\left[\sup _{t \in[0,1]}\left|E^{\mu_{n}}\left[X_{n} \mid \mathcal{F}_{t}\right]-E^{\mu_{n}}\left[X_{n}^{(k)} \mid \mathcal{F}_{t}\right]\right|^{2}\right] \\
\leq & 4 E^{\mu_{n}}\left[\left|X_{n}-X_{n}^{(k)}\right|^{2}\right] \rightarrow 4 E^{\mu}\left[\left|X-X^{(k)}\right|^{2}\right], \quad n \rightarrow \infty .
\end{aligned}
$$

So by Corollary $8(1)$ we see that $\left(\left(c_{n}\left(X_{n}\right), F_{n}\left(X_{n}\right)\right), \mu_{n}\right) \rightarrow \quad((c(X)$, $F(X)), \mu)$ in $\mathcal{X}_{D^{d}, \mathbf{R} \times L^{2}\left([0,1] ; \mathbf{R}^{d}, d t\right)}^{2}$. This completes the proof of the assertion (1).

Now suppose that $f_{n} \in \mathcal{L}_{n}, n \geq 1$, and $f \in \mathcal{L}$, and that $\left(f_{n}, \mu_{n}\right) \rightarrow(f, \mu)$ $\in \mathcal{X}_{D^{d} ; L^{2}\left([0,1] ; \mathbf{R}^{d}, d t\right)}^{2}$. Then by Proposition 14 there are $h_{k} \in \mathcal{L}^{\prime}, k \geq 1$, such that

$$
E^{\mu}\left[\int_{0}^{1}\left|f(w)(t)-h_{k}(w)(t)\right|^{2} d t\right] \rightarrow 0, \quad k \rightarrow \infty
$$

Let $Y_{n}^{(k)}=\int_{(0,1]} h_{k}(w)(t) d w(t) \in L^{2}\left(D^{d}, \mu_{n}\right)$, and $Y^{(k)}=\int_{0}^{1} h_{k}(w)(t) d w(t)$ $\in L^{2}\left(D^{d}, \mu\right)$. Then we have

$$
E^{\mu}\left[\left|\int_{0}^{1} f(w)(t) d w(t)-Y^{(k)}\right|^{2}\right] \rightarrow 0, \quad k \rightarrow \infty
$$

Also, by Proposition 12 we see that $\left(Y_{n}^{(k)}, \mu_{n}\right) \rightarrow\left(Y^{(k)}, \mu\right)$ in $\mathcal{X}_{D^{d} ; \mathbf{R}}^{2}$, and $\left(F_{n}\left(Y_{n}^{(k)}\right), \mu_{n}\right) \rightarrow\left(h_{k}, \mu\right)$ in $\mathcal{X}_{D^{d} ; L^{2}\left([0,1] ; \mathbf{R}^{d}, d t\right)}^{2}$. Therefore we have

$$
\begin{aligned}
& E^{\mu_{n}}\left[\left|\int_{(0,1]} f_{n}(w)(t) d w(t)-Y_{n}^{(k)}\right|^{2}\right] \\
= & E^{\mu_{n}}\left[\int_{0}^{1}\left|f_{n}(w)(t)-F_{n}\left(Y_{n}^{(k)}\right)(t)\right|^{2} d t\right] \\
\rightarrow & E^{\mu}\left[\int_{0}^{1}\left|f(w)(t)-h_{k}(t)\right|^{2} d t\right], \quad n \rightarrow \infty .
\end{aligned}
$$

So by Corollary $8(1)$ and Proposition 12 we see that $\left(\int_{(0,1]} f_{n}(w)(t) d w(t), \mu_{n}\right)$ $\rightarrow\left(\int_{0}^{1} f(w)(t) d w(t), \mu\right)$ in $\mathcal{X}_{D^{d} ; \mathbf{R}}^{2}$. This completes the proof of Thorerm 11.
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