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Residue Formulae for

Secondary Characteristic Classes

By Syn-ya Metoki∗

Abstract. For a codimension q foliation τ and a vector field X
which preserves τ , we can define the residues of residual secondary
characteristic classes as the cohomology classes of the singular set of X.
We calculate the residues for the examples which are generalizations
of those given by Heitsch([He2]).

§1. Introduction

IN THIS paper we construct examples of residues of secondary character-

istic classes, which are generalization of the results of Heitsch([He2]).

Let τ be a codimension q foliation on a manifold M , and X a vector field

on M . We assume that X preserves τ and that its singular set (the set of

points where X is tangent to τ) is a single leaf N of τ . For a residual element

ϕ ∈ Iq(WOq), we can define a certain cohomology class in Hdegϕ−q(N),

called the residue of τ , X and ϕ at N(see §2).

In [He2], Heitsch constructed examples of many non-trivial residues and

showed that they are parametrized by non-zero real numbers λ1, λ2, . . . , λq,

hence they vary continuously. In this paper we generalize the examples of

Heitsch. Moreover we can observe that locally they realize the geometrical

limits of the examples of Heitsch when some of λi’s go to 0 (see below).

Let G = SL2R × · · · × SL2R (q -times), K = SO2 × · · · × SO2 (q -

times) and Γ be a discrete subgroup of G such that Γ\G/K is a com-

pact manifold. We define a certain action of G × Rn on R2q+n and ob-

tain a codimension 2q + n foliation τ of the foliated R2q+n-bundle TnM =

(Γ × Zn \G× Rn)×KR2q+n −→ N × Tn = (Γ \G/K) × Tn. Choose non-

zero numbers λ1, λ2, . . . , λq, µ1, µ2, . . . , µn ∈ R and let

Xλ,µ =
q∑

i=1

λi

(
xi

∂

∂xi
+ yi

∂

∂yi

)
+

n∑
j=1

µjzjΨj(zj)
∂

∂zj
,
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be a vector field on R2q+n, where Ψ1(z1), . . . ,Ψn(zn) are certain functions

defined in §3. Xλ,µ has an isolated singularity at the origin and commutes

with the action of G × Rn. It induces a vector field Xλ,µ on TnM which

preserves τ . The singular set of Xλ,µ is now just the zero section N ×Tn =

(Γ \G/K) × Tn. Let ϕ ∈ I2q+n (WO2q+n) with degϕ = 4q + 2n. We can

regard ϕ as an element in I2q+n (gl2q+n).

The main theorem of this paper is the following.

Theorem 3.1. Let TnM,N × Tn, τ,Xλ,µ and ϕ be as above. Then

Resϕ (τ,Xλ,µ, N × Tn)

=
2nπqϕ(λ1, λ1, λ2, λ2, . . . , λq, λq,

n−times︷ ︸︸ ︷
0, . . . , 0 )

(λ1 · · ·λq)
2µ1 · · ·µn

[WN ∧WTn ]

where WN and WTn = dt1 ∧ dt2 ∧ · · · ∧ dtn are volume forms on N and Tn,

respectively.

The case of n = 0, 1 are already given by Heitsch. However we can

consider that the example of residues given by this theorem gives the locally

geometrical limit of that of Heitsch.

For example, if n = 0, we have the following residue in the cohomology

class of a product of p surfaces of higher genus N = Σ1 × Σ2 × . . .× Σp :

πpϕ(λ1, λ1, λ2, λ2, . . . , λp, λp)

(λ1 · · ·λp)
2 [WN ] ∈ H2p(N).

Note that the coefficient is determined only by the ratio of λi’s since the

numerator and the denominator are both homogeneous of degree 2p in λi’s.

We can assume that the area of the i-th surface Σi is 1/λi
2. Although when

λp → 0 this coefficient diverges, if we restrict it to some domain D ⊂ Σp

whose area is constantly equal to 1, the above residue does converge to

πpϕ(λ1, λ1, λ2, λ2, . . . , λp−1, λp−1, 0, 0)

(λ1 · · ·λp−1)
2 [WN ′ ∧WD](1.1)

∈ H2p(N ′ ×D),

where N ′ = Σ1 × Σ2 × . . . × Σp−1 and WN ′ is its volume form. From the

geometrical point of view, λp → 0 means the curvature of the domain D
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goes to 0. In the formula of our theorem, by putting q = p − 1 and n = 2,

we have the following residue in the cohomology group of N ′ × T 2,

4πpϕ(λ1, λ1, λ2, λ2, . . . , λp−1, λp−1, 0, 0)

(λ1 · · ·λp−1)
2µ1µ2

[WN ′ ∧WT 2 ](1.2)

∈ H2p(N ′ × T 2).

After taking a suitable domain D′ ⊂ T 2 whose curvature is also 0, the

restriction of (1.2) to N ′×D′ gives the same formula as (1.1). In this sense,

we can interpret our formula as a local geometrical limit of that of Heitsch.

In §2, we review the construction of secondary characteristic classes and

of residues.

In §3, we construct examples of variation of residues for a certain class

of residual secondary characteristic classes.

In §4, we extend the result of §3 for more general residual secondary

characteristic classes.

§2. Preliminaries

We briefly recall the construction of the secondary characteristic classes

for foliations and the residue formulae for the residual classes. In this paper

we will consider only C∞- objects.

Let GLq = GLqR be the real general linear group and glq = glqR its

Lie algebra. We define the Chern polynomials c1, c2, . . . , cq on glq by

det

(
tIq −

1

2π
A

)
=

q∑
i=1

tq−ici(A),

where Iq ∈ glq is identity matrix and A ∈ glq. Denote by I∗(GLq) the

graded algebra of adjoint invariant polynomials on glq. It is well-known

that I∗(GLq) is a polynomial algebra generated by the Chern polynomials

c1, c2, . . . , cq :

I∗(GLq) = R [c1, c2, . . . , cq] .

For any manifold M , we denote by A∗(M) the algebra of differential

forms on M . For any vector bundle E −→ M , we denote by Γ(E) the space

of smooth sections of E
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Let τ be a codimension q foliation on an n-dimensional manifold M and

ν its normal bundle. We call a connection θ on ν is basic for τ if its covariant

derivative ∇ satisfies

∇Y Π(Z) = Π([Y,Z])

for all Y ∈ Γ(τ) and Z ∈ Γ(TM). Here Π : TM −→ ν = TM/τ is the

natural projection.

Choose a basic connection θb on ν for τ and a metric connection θr on

ν associated with a fiber metric on ν. For ϕ ∈ Ik(GLq), set

∆ϕ(θb, θr) = k

∫ 1

0
ϕ(θb − θr,

(k−1)−times︷ ︸︸ ︷
Ω t, . . . ,Ω t)dt,

where Ω t is the curvature of the connection tθb + (1 − t)θr on ν. Here ϕ

is considered as a homogeneous symmetric tensors of degree k. It is well-

known that

d∆ϕ(θb, θr) = ϕ(Ωb) − ϕ(Ωr),

where Ωb and Ωr is the curvature of θb and θr, respectively. In particular,

if i is odd, we have d∆ci(θ
b, θr) = ci(Ω

b) because ci(Ω
r) = 0.

Let ∧(h1, h3, . . . , h2[
(q−1)

2
]+1

) be the exterior algebra generated by hi’s

with deghi = 2i− 1, and R [c1, c2, . . . , cq] the polynomial algebra generated

by cj ’s with degcj = 2j. Then we define the differential graded algebra

(WOq, d) by

WOq = ∧(h1, h3, . . . , h2[
(q−1)

2
]+1

) ⊗ Rq [c1, c2, . . . , cq] .

where Rq [c1, c2, . . . , cq] is the quotient algebra of R [c1, c2, . . . , cq] by the

ideal generated by elements of degree greater than 2q. The differential

d : WOq −→ WOq is given by{
d (hi ⊗ 1) = ci
d (1 ⊗ ci) = 0.

Let

ατ : WOq −→ A∗(M),

be an algebra homomorphism defined by ατ (hi) = ∆ci(θ
b, θr) and by

ατ (cj) = cj(Ω
b). It is well-defined since cj1(Ω

b) · · · cj�(Ωb) = 0 for j1 +
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· · · + j� > 2q by the Bott vanishing theorem. Since dατ (hi) = ατ (dhi) and

dατ (cj) = ατ (dci) = 0, ατ is a cochain map of degree zero and so it induces

a homomorphism

α∗
τ : H∗(WOq) −→ H∗(M).

By the convexity of the set of basic connections and also of metric connec-

tions, α∗
τ is independent of the choices of θb and θr.

A vector field X ∈ Γ(TM) is called a Γ-vector field for τ if it satisfies

[X,Y ] ∈ Γ(τ) for any Y ∈ Γ(τ). For a Γ-vector field X, the singular set of

X is defined to be the set of points of M where X is tangent to τ . Since the

normal components of a Γ-vector field are constant along the leaves of τ ,

the singular set is a union of leaves of τ . To carry out a theory of residues,

the singular set of X has only to be a union of closed and seperated leaves

of τ . For simplicity, however, we assume that the singular set of X is a

single leaf N . Choose an embedded open normal disc bundle D over N in

M so that its closure D̄ is an embedded normal disc bundle.

For a Γ-vector field X and a neighborhood U of M − D inM − N , a

basic connection θ for τ is called a basic X-connection supported off U if

on U its covariant derivative ∇ satisfies

∇XΠ (Y ) = Π ([X,Y ]) ,

for any Y ∈ Γ(TM). Here Π : TM −→ ν = TM/τ is a natural projection.

Such a connection always exists since τ and X span codimension q − 1

foliation on U .

Let Iq(WOq) be the ideal in WOq generated by the elements of the form

cJ = cj1 · · · cjk with |J | = q. On M −N , τ and X span codimension (q− 1)

foliation. Thus, by the Bott vanishing theorem, for ϕ ∈ Iq(WOq) the restric-

tion ατ (ϕ)|D is a differential form with fiber compact support provided we

use a basic X-connection θX in the construction of ατ : WOq −→ A∗(M).

Since dϕ = 0, ατ (ϕ)|D is a closed form on D and then [ατ (ϕ)|D] ∈ Hdegϕ
c (D).

Here H∗
c means an cohomology algebra of closed differential forms with fiber

compact support. Let γD : Hdegϕ
c (D) −→ Hdegϕ−q(N) be the map induced

by the integration along the fibers of the q disc bundle D −→ N .

Definition 2.1. Let M, τ,N,X,D and θX be as above. For ϕ ∈
Iq(WOq), the residue of ϕ, τ and X at N is a cohomology class given by

Resϕ (τ,X,N) = γD ([ατ (ϕ)|D]) ∈ Hdegϕ−q(N),
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where the basic connection used in the construction of ατ : WOq −→ A∗(M)

is the basic X-connection θX .

In fact Resϕ (τ,X,N) is independent of the choices of embedded open

normal disc bundles and basic X-connections. ([He2] Theorem 3.11)

The following lemma will be useful for us later.

Lemma 2.2 ([He2] Lemma 4.15). Let M, τ,N,X and D be as above.

Let θ be a connection on ν over M with curvature Ω. If θ restricted to ν over

the boundary S of D agrees with the restriction to ν over S of some basic

X-connection supported off a neighborhood of S. Then for cJ ∈ Iq(WOq)

with |J | = q,

RescJ (τ,X,N) = γD [cJ (Ω) |D] .

§3. Examples

In this section, we construct our main example. Let G =
q−times︷ ︸︸ ︷

SL2R × · · · × SL2R and K =

q−times︷ ︸︸ ︷
SO2 × · · · × SO2. We define the action of

G × Rn on R2q+n, as follows. The action of G ⊂ G × Rn is given by the

natural inclusion G −→ GL2q+nR with A →
(

A 0

0 1n

)
. To define the

action of Rn ⊂ G × Rn on R2q+n, we choose even functions Ψj(zj) for

j = 1, 2, . . . , n such that

i) 0 < Ψj(zj) ≤ 1 for all zj �= 0,

ii) Ψj(zj) are strictly increasing on the interval (0, 1/2),

iii) Ψj(zj) = 1 if zj ≥ 1/2,

iv) Ψj(zj) and all its derivatives are zero at zj = 0.

Let (x1, y1, x2, y2, . . . , xq, yq, z1, . . . , zn) be coordinates on R2q+n and

(t1, t2, . . . , tn) coordinates on Rn ⊂ G × Rn. On the Lie algebra level,

the action of Rn ⊂ G× Rn on R2q+n is given by

∂

∂tj
−→ − |zj |Ψj(zj)

∂

∂zj
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for all j = 1, 2, . . . , n.

Choose non-zero numbers λ1, λ2, . . . , λq, µ1, µ2, . . . , µn ∈ R and set

Xλ,µ =
q∑

i=1

λi

(
xi

∂

∂xi
+ yi

∂

∂yi

)
+

n∑
j=1

µjzjΨj(zj)
∂

∂zj
.

Xλ,µ has an isolated singularity at the origin and commutes with the action

of G× Rn. Thus we obtain a codimension 2q + n foliation τ of the bundle

TnM = (Γ × Zn \G× Rn)×KR2q+n −→ N × Tn = (Γ \G/K) × Tn

transverse to the fibers and a Γ-vector field Xλ,µ for τ ([He2] p.437-438).

Here Γ is a uniform discrete subgroup of G such that Γ \G/K is a compact

manifold. Note that the singular set of Xλ,µ is just the zero section N×Tn =

(Γ \G/K) × Tn.

Suppose ϕ ∈ I2q+n (WO2q+n) with degϕ = 4q+2n. Then ϕ is a polyno-

mial in the ci’s and thus we can regard ϕ as an element of I2q+n (GL2q+n).

We write ϕ (λ1, λ1, λ2, λ2, . . . , λq, λq, 0, . . . , 0) for ϕ applied to the diagonal

matrix diag (λ1, λ1, λ2, λ2, . . . , λq, λq, 0, . . . , 0) ∈ gl2q+n.

Theorem 3.1. Let TnM,N × Tn, τ,Xλ,µ and ϕ be as above. Then

Resϕ (τ,Xλ,µ, N × Tn)

=
2nπqϕ(λ1, λ1, λ2, λ2, . . . , λq, λq,

n−times︷ ︸︸ ︷
0, . . . , 0 )

(λ1 · · ·λq)
2µ1 · · ·µn

[WN ∧WTn ] ,

where WN and WTn = dt1 ∧ dt2 ∧ · · · ∧ dtn are volume forms on N and Tn,

respectively.

Proof.

Let ωλ,µ be the 1-form on R2q+n given by

ωλ,µ =
q∑

i=1

λi (xidxi + yidyi) +
n∑

j=1

µjzjΨj(zj)dzj .

The action of K on R2q+n preserves ωλ,µ so it induces a 1-form on TnM

also denoted by ωλ,µ. We denote by TR2q+n −→ TnM the tangent bundle
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along the fiber of TnM −→ N × Tn. We can identify TR2q+n −→ TnM

with the normal bundle ν for τ .

Let θ be the unique basic connection on TR2q+n whose covariant deriva-

tive � satisfies

�Y
∂

∂xi
= ωλ,µ(Y )

[
Xλ,µ,

∂

∂xi

]
for all Y ∈ TR2q+n and i = 1, 2, . . . , q,

�Y
∂

∂yi
= ωλ,µ(Y )

[
Xλ,µ,

∂

∂yi

]
for all Y ∈ TR2q+n and i = 1, 2, . . . , q,

�Y
∂

∂zj
= ωλ,µ(Y )

[
Xλ,µ,

∂

∂zj

]
for all Y ∈ TR2q+n and j = 1, 2, . . . , n.

θ is well-defined.

We denote by S −→ N × Tn the sphere subbundle in TnM −→ N × Tn

which is given by

S = {ρ ((g, x)) |
q∑

i=1

λ2
i

(
x2
i + y2

i

)
+

n∑
j=1

µ2
jz

2
jΨj(zj)

2 = 1}.

Here g ∈ G × Rn, x = (x1, y1, x2, y2, . . . , xq, yq, z1, . . . , zn) ∈ R2q+n and

ρ : G × Rn × R2q+n −→ TnM = (Γ × Zn \G× Rn)×KR2q+n is the nat-

ural projection. Restricted to S, θ is the basic Xλ,µ-connection for τ . By

LEMMA 2.2, we can use θ to compute the residue of τ and Xλ,µ provided

we integrate along the fiber of the disc bundle D −→ N × Tn given by

D = {ρ ((g, x)) |
q∑

i=1

λ2
i

(
x2
i + y2

i

)
+

n∑
j=1

µ2
jz

2
jΨj(zj)

2 ≤ 1}.

Locally τ is spanned by vector fields of the forms

Yi + yi
∂

∂xi
for i = 1, 2, . . . , q,

Zi +
1

2

(
xi

∂

∂xi
− yi

∂

∂yi

)
for i = 1, 2, . . . , q,

and
∂

∂tj
+ |zj |Ψj(zj)

∂

∂zj
for j = 1, 2, . . . , n.
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Here Yi and Zi are the local vector fields corresponding to the elements

(
0 −1

0 0
) and (

−1/2 0

0 1/2
), respectively, which lies in the i-th block of

the Lie algebra of G. Let ωi, γi and dtj be the dual 1-forms of Yi, Zi and

∂/∂tj , respectively for i = 1, 2, . . . , q and j = 1, 2, . . . , n. These 1-forms

satisfy

dωi = −ωi ∧ γi for i = 1, 2, . . . , q,

dγi = 0 for i = 1, 2, . . . , q,

and

d (dti) = 0 for j = 1, 2, . . . , n.

For the convenience, we use the following notations,

| aj |=| zj | Ψj(zj) for j = 1, 2, . . . , n,

and

aj = zjΨj(zj) for j = 1, 2, . . . , n.

Set

δi = xiyiωi +
1

2

(
xi

2 − yi
2
)
γi for i = 1, 2, . . . , q,

εi = ai | ai | dti for i = 1, 2, . . . , n,

λδ = λ1δ1 + λ2δ2 + · · · + λqδq,

and

µε = µ1ε1 + µ2ε2 + · · · + µnεn.

With these notations, the local connection form θ =
(
θij

)
i,j=1,2,...,2q+n

,

computed with respect to the local basis

∂

∂x1
,

∂

∂y1
, . . . ,

∂

∂xq
,

∂

∂yq
,

∂

∂z1
, . . . ,

∂

∂zn

of TR2q+n, is given by

θ2i−1
2i−1 = λi (−ωλ,µ + λδ + µε) − 1

2
γi for i = 1, 2, . . . , q,

θ2i
2i = λi (−ωλ,µ + λδ + µε) +

1

2
γi for i = 1, 2, . . . , q,



584 Syn-ya Metoki

θ2i−1
2i = −ωi for i = 1, 2, . . . , q,

θ2q+j
2q+j = µja

′
j (−ωλ,µ + λδ + µε) − |aj |′dtj for i = 1, 2, . . . , n,

and all other entries are zero. Then the local curvature form Ω =(
Ωi
j

)
i,j=1,2,...,2q+n

is given by

Ω2i−1
2i−1 = Ω2i

2i = λi (dλδ + dµε) for i = 1, 2, . . . , q,

Ω2q+j
2q+j = µja

′
j (dλδ + dµε) + µja

′′
jdzj ∧ (−ωλ,µ + λδ + µε) − |aj |′′dzj ∧ dtj

for j = 1, 2, . . . , n,

and all other entries are zero.

We may eliminate the terms µja
′′
jdzj ∧ (−ωλ,µ + λδ) from Ω2q+j

2q+j because

these terms can never yield a non-zero element when they are wedged with

{dtj}j=1,2,...,n since all {dtj}j=1,2,...,n occur as {dzj ∧ dtj}j=1,2,...,n. ϕ (Ω) is

a volume form on TnM and it must contain all dtj ’s.

Note that all functions of zj ’s in Ω are even functions, we may replace

|aj | by a, |aj |′ by a′ and |aj |′′ by a′′ provided we integrate ϕ (Ω) only over

the portion of the fiber of the disc bundle where z1 ≥ 0, z2 ≥ 0, . . . , zn ≥ 0.

Now ϕ (Ω) is hard to compute. So we construct useful polynomial func-

tions on gl2q+n as follows. Define

Trk (A) = trace(Ak) for A ∈ gl2q+n and k = 1, 2, . . . , 2q + n.

By the Newton formula, remark that

R[c1, c2, . . . , c2q+n] = R[Tr1,Tr2, . . . ,Tr2q+n].

Since Resϕ (τ,Xλ,µ, N × Tn) is linear in ϕ, we can assume that ϕ is of the

form

ϕ = ck1ck2 · · · ckp with k1 + k2 + · · · + kp = 2q + n.

Moreover, using the above remark, we can assume that ϕ is of the form

ϕ = Trm1Trm2 · · ·Trmr with m1 + m2 + · · · + mr = 2q + n.
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Since Ω =
(
Ωi
j

)
i,j=1,2,...,2q+n

is a diagonal matrix, Ωm =(
(Ωm)ij

)
i,j=1,2,...,2q+n

is computed as follows.

(Ωm)2i−1
2i−1 = (Ωm)2i2i = λi

m (dλδ + dµε)m for i = 1, 2, . . . , q,

(Ωm)2q+j
2q+j =

(
µja

′
j

)m
(dλδ + dµε)m

+ m
(
µja

′
j

)m−1
(dλδ + dµε)m−1

∧ µja
′′
jdzj ∧

(
µε− µ−1

j dtj
)

for j = 1, 2, . . . , n.

If we denote by Pλ,µ the diagonal matrix diag(λ1, λ1, λ2, λ2, . . . , λq, λq,

µ1a
′
1, . . . , µna

′
n), we can write

Trm (Ω) = Trm (Pλ,µ) (dλδ + dµε)m

+
n∑

j=1

∂Trm (Pλ,µ)

∂zj
(dλδ + dµε)m−1 ∧ dzj ∧

(
µε− µ−1

j dtj
)
.

Let m = (m1,m2, . . . ,mr). By the above assumption of ϕ,we have

ϕ (Ω)

= Trm (Ω)

= Trm1 (Ω) Trm2 (Ω) · · ·Trmr (Ω)

= Trm (Pλ,µ) (dλδ + dµε)2q+n

+
r∑

k1=1

Trm−{mk1
} (Pλ,µ)

n∑
j1=1

∂Trmk1
(Pλ,µ)

∂zj1
(dλδ + dµε)2q+n−1

∧dzj1 ∧
(
µε− µ−1

j1
dtj1

)
+
∑

1≤k1<k2≤r

Trm−{mk1
,mk2

} (Pλ,µ)

×
n∑

j1=1

n∑
j2=1

∂Trmk1
(Pλ,µ)

∂zj1

∂Trmk2
(Pλ,µ)

∂zj2
(dλδ + dµε)2q+n−2

∧dzj1 ∧
(
µε− µ−1

j1
dtj1

)
∧ dzj2 ∧

(
µε− µ−1

j2
dtj2

)
+ · · ·
+

∑
1≤k1<k2<···<kr−1≤r

Trm−{mk1
,mk2

,...,mkr−1
} (Pλ,µ)
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n∑
j1=1

n∑
j2=1

. . .
n∑

jr−1=1

∂Trmk1
(Pλ,µ)

∂zj1

∂Trmk2
(Pλ,µ)

∂zj2
. . .

∂Trmkr−1
(Pλ,µ)

∂zjr−1

(dλδ + dµε)2q+1

∧dzj1 ∧
(
µε− µ−1

j1
dtj1

)
∧ dzj2 ∧

(
µε− µ−1

j2
dtj2

)
∧ · · ·

∧dzjr−1 ∧
(
µε− µ−1

jr−1
dtjr−1

)
+

n∑
j1=1

n∑
j2=1

. . .
n∑

jr=1

∂Trmk1
(Pλ,µ)

∂zj1

∂Trmk2
(Pλ,µ)

∂zj2
. . .

∂Trmkr
(Pλ,µ)

∂zjr
(dλδ + dµε)2q

∧dzj1 ∧
(
µε− µ−1

j1
dtj1

)
∧ dzj2 ∧

(
µε− µ−1

j2
dtj2

)
∧ · · ·

∧dzjr ∧
(
µε− µ−1

jr
dtjr

)
.

Since (dλδ)l = 0 for l > 2q, if we write µj
2aj

2 by Aj for j = 1, 2, . . . , n,

then we can write ϕ (Ω) as follows.

ϕ (Ω)

= (µ1µ2 . . . µn)−1
{

(2q + n)!

2q!
Trm (Pλ,µ)

∂A1

∂z1
. . .

∂An

∂zn

+(−1)
n∑

j1=1

(2q + n− 1)!

2q!

∂Trm (Pλ,µ)

∂zj1

×∂A1

∂z1
. . .

∂̂Aj1

∂zj1
. . .

∂An

∂zn
(1 −Aj1)

+(−1)2
∑

1≤j1<j2≤n

(2q + n− 2)!

2q!

∂2Trm (Pλ,µ)

∂zj1∂zj2

×∂A1

∂z1
. . .

∂̂Aj1

∂zj1
. . .

∂̂Aj2

∂zj2
. . .

∂An

∂zn
× (1 −Aj1 −Aj2)

+ · · ·

+(−1)n−1
∑

1≤j1<···<jn−1≤n

(2q + 1)!

2q!

∂n−1Trm (Pλ,µ)

∂zj1∂zj2 . . . ∂zjn−1
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×∂A1

∂z1
. . .

∂̂Aj1

∂zj1
. . .

̂∂Ajn−1

∂zjn−1

. . .
∂An

∂zn
×
(
1 −Aj1 −Aj2 − · · · −Ajn−1

)
+(−1)n

∂nTrm (Pλ,µ)

∂z1∂z2 . . . ∂zn
(1 −A1 −A2 − · · · −An)

}
(dλδ)2q

∧dz1 ∧ dt1 ∧ · · · ∧ dzn ∧ dtn.

Note that this expression of ϕ (Ω) is valid only on the part of zi ≥ 0 for all

i = 1, 2, . . . , n.

Since the connection θ restricted to S = ∂D is basic Xλ,µ-connection,

by LEMMA 2.2 Resϕ (τ,Xλ,µ, N × Tn) is the cohomology class of
∫
D ϕ (Ω).

To integrate ϕ (Ω) over the disc D ⊂ R2q+n we define

D′ = {(x1, y1, . . . , xq, yq) ∈ R2q|
q∑

i=1

λ2
i

(
x2
i + y2

i

)
≤ 1−A1 −A2 − · · ·−An},

and

D0 = {(z1, . . . , zn) ∈ Rn|A1 + A2 + · · · + An ≤ 1, z1 ≥ 0, . . . , zn ≥ 0}.

By a result of Heitsch,∫
D′

(dλδ)2q =
πq (1 −A1 −A2 − · · · −An)2q

λ2
1λ

2
2 . . . λ

2
q

WN ,

where WN is a volume form
∏q

i=1 ωi ∧ γi of N . Thus, using the fact that

∂Aj

∂zj
= −∂ (1 −A1 −A2 − · · · −An)

∂zj
,

we have∫
D

ϕ (Ω)

=

∫
D0

(∫
D′

ϕ (Ω)

)
=

2nπq

λ2
1λ

2
2 . . . λ

2
qµ1µ2 . . . µn

×
[∫

D0

{
Trm (Pλ,µ)

∂n (1 −A1 −A2 − · · · −An)2q+n

∂z1 . . . ∂zn
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+
n∑

j1=1

∂Trm (Pλ,µ)

∂zj1

∂n−1 (1 −A1 −A2 − · · · −An)2q+n−1

∂z1 . . . ∂̂zj1 . . . ∂zn
(1 −Aj1)

+
∑
j1<j2

∂2Trm (Pλ,µ)

∂zj1∂zj2

∂n−2 (1 −A1 −A2 − · · · −An)2q+n−2

∂z1 . . . ∂̂zj1 . . . ∂̂zj2 . . . ∂zn

× (1 −Aj1 −Aj2)

+ · · ·

+
∑

j1<···<jn−1

∂n−1Trm (Pλ,µ)

∂zj1∂zj2 . . . ∂zjn−1

∂ (1 −A1 −A2 − · · · −An)2q+1

∂z1 . . . ∂̂zj1 . . .
̂∂zjn−1 . . . ∂zn

×
(
1 −Aj1 − · · · −Ajn−1

)
+

∂nTrm (Pλ,µ)

∂z1∂z2 . . . ∂zn
(1 −A1 −A2 − · · · −An)2q+1

}
dz1 · · · dzn

]
WN

∧dt1 ∧ · · · ∧ dtn,

where the summations
∑

j1<j2 , . . . ,
∑

j1<···<jn−1
mean

∑
1≤j1<j2≤n, . . . ,∑

1≤j1<···<jn−1≤n, respectively.

Now we need only to compute the integration over D0 in the above large

bracket. Let be F = 1−A1 −A2 − · · · −An. For the convenience, we write

∂zj1 . . . ∂zjk by ∂kzj1,...,jk .

Lemma 3.2. For any function f = f(z1, . . . , zn), the following integra-

tion ∫
D0

f
∂nFm+n

∂nz1...n
+

n∑
j1=1

∂f

∂zj1

∂n−1Fm+n−1

∂n−1z
1...ĵ1...n

(1 −Aj1)(3.3)

+
∑
j1<j2

∂2f

∂2zj1j2

∂n−2Fm+n−2

∂n−2z
1...ĵ1...ĵ2...n

(1 −Aj1 −Aj2) + · · ·

+
∂nf

∂nz12...n
Fm+1

}
dz1 · · · dzn.

is equal to (−1)nf(0, . . . , 0).

Proof.

We define the (n − r)−dimensional faces Dk1...kr of D0 for 1 ≤ k1 <

. . . < kr ≤ n by

Dk1...kr = {(z1, . . . , zn) ∈ D0 | zk1 = 0, . . . , zkr = 0} .
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If i > p, using integration by parts repeatedly, for any function g =

g(z1, . . . , zn), we have∫
D0

g
∂pF i

∂pzk1...kp

dz1 . . . dzn

= (−1)p
{∫

Dk1...kp

gF i
∣∣∣
Dk1...kp

dz1 . . . d̂zk1 . . . d̂zkp . . . dzn

+
r∑

s1=1

∫
D

k1...k̂s1 ...kp

∂g

∂zks1
F i

∣∣∣∣∣
D

k1...k̂s1 ...kp

dz1 . . . d̂zk1 . . . dzks1 . . . d̂zkp . . . dzn

+
∑

s1<s2

∫
D

k1...k̂s1 ...k̂s2 ...kp

× ∂2g

∂2zks1ks2
F i

∣∣∣∣∣
D

k1...k̂s1 ...k̂s2 ...kp

dz1 . . . d̂zk1 . . . dzks1 . . . dzks2 . . . d̂zkp . . . dzn

+ · · · +
∫
D0

∂pg

∂pzk1...kp

F idz1dz2 . . . dzn

}
.

Applying this equation, we can move all the differentials ∂/∂zk’s of F i to

those of f in (3.3). There integrations over (n−r)-dimensional faces appear

on terms which range from 1-st to (n − r + 1)-th, and their sum Sn−r is

given by

Sn−r = (−1)n
∑

k1<···<kr

∫
Dk1···kr

∂n−rf

∂n−rzi1...in−r

Fm+n

∣∣∣∣∣
Dk1···kr

dn−rz
K̂

+ (−1)n−1
n∑

j1=1

∑
k1<···<kr

∫
Dk1···kr

∂n−rf

∂n−rzj1i1...in−r−1

Fm+n−1

∣∣∣∣∣
Dk1···kr

× (1 −Aj1) d
n−rz

K̂

+ (−1)n−2
∑
j1<j2

∑
k1<···<kr

∫
Dk1···kr

∂n−rf

∂n−rzj1j2i1...in−r−2

Fm+n−2

∣∣∣∣∣
Dk1···kr

× (1 −Aj1 −Aj2) d
n−rz

K̂

+ · · ·

+ (−1)r+1
∑

j1<···<jn−r−1

∑
k1<···<kr

∫
Dk1···kr

∂n−rf

∂n−rzj1...jn−r−1i1

Fm+r+1

∣∣∣∣∣
Dk1···kr
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×
(
1 −Aj1 − · · · −Ajn−r−1

)
dn−rz

K̂

+ (−1)r
∑

j1<···<jn−r

∫
Dk1···kr

∂n−rf

∂n−rzj1...jn−k

Fm+r

∣∣∣∣∣
Dk1···kr

×
(
1 −Aj1 − · · · −Ajn−r

)
dn−rz

K̂
,

where the l -th term contains the indices {j} (l−1)-times, {i} (n−r− l +1)-

times and {k} r-times. The indices {k} are chosen out of the complement

of {j} in {1, 2, . . . , n}, and the indices {i} are chosen out of the complement

of {j}∐{k} in {1, 2, . . . , n}, and dn−rz
K̂

means dz1 . . . d̂zk1 . . . d̂zkr . . . dzn.

Since F |Dk1···kr
=
(
1 −Aj1 − · · · −Ajl−1

− · · · −Ai1 − · · · −Ain−r−l+1

)
,

we can write

Sn−r =
∑

j1<···<jn−r

∫
Dk1···kr

∂n−rf

∂n−rzj1...jn−r

×

(−1)n
(
1 −Aj1 − · · · −Ajn−r

)m+n

+ (−1)n−1(1 −Aj1 − · · · −Ajn−r

)m+n−1

×
((

n− r

1

)
−
(

n− r − 1

0

)
Aj1 − · · · −

(
n− r − 1

0

)
Ajn−r

)
+ (−1)n−2(1 −Aj1 − · · · −Ajn−r

)m+n−2

×
((

n− r

2

)
−
(

n− r − 1

1

)
Aj1 − · · · −

(
n− r − 1

1

)
Ajn−r

)

+ · · ·

+ (−1)r+1(1 −Aj1 − · · · −Ajn−r

)m+r+1

×
((

n− r

n− r − 1

)
−
(

n− r − 1

n− r − 2

)
Aj1 − · · ·

−
(

n− r − 1

n− r − 2

)
Ajn−r

)
+ (−1)r

(
1 −Aj1 − · · · −Ajn−r

)m+r

×
(
1 −Aj1 − · · · −Ajn−r

) }
dn−rz

K̂
.
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A simple calculation shows that the polynomial in the above bracket with

variables Aj1 , . . .,Ajn−r is zero if r < n. Thus the integration given in (3.3)

is equal to (−1)nS0. However S0 is equal to f(0, . . . , 0). This ends the proof

of LEMMA 3.2. �

Now we can conclude that

Resϕ (τ,Xλ,µ, N × Tn)

=

[∫
D

ϕ (Ω)

]
=

2nπqϕ (λ1, λ1, λ2, λ2, . . . , λq, λq, 0, . . . , 0)

λ2
1λ

2
2 . . . λ

2
qµ1µ2 . . . µn

[WN ∧WTn ] . �

Remark 3.4. Consider the following elements of degree 8 in I4(WO4),

c4
1, c

2
1c2, c1c3 ∈ I4(WO4).

Heitsch constructed an example such that the residues of c4
1, c

2
1c2 and c1c3

vary as functions c4
1(λ1, λ1, λ2, λ2)/(λ1λ2)

2, c2
1c2(λ1, λ1, λ2, λ2)/(λ1λ2)

2 and

c1c3(λ1, λ1, λ2, λ2)/(λ1λ2)
2, respectively([He2] Theorem 5.4). However,

since

c4
1(λ1, λ1, λ2, λ2)/(λ1λ2)

2

= 4(λ1 + λ2)
2 · 4(λ1 + λ2)

2/{(2π)4(λ1λ2)
2}

c2
1c2(λ1, λ1, λ2, λ2)/(λ1λ2)

2

= (λ2
1 + 4λ1λ2 + λ2

2) · 4(λ1 + λ2)
2/{(2π)4(λ1λ2)

2}
c1c3(λ1, λ1, λ2, λ2)/(λ1λ2)

2

= λ1λ2 · 4(λ1 + λ2)
2/{(2π)4(λ1λ2)

2},

they vary keeping the linear relation

Resc41
− 4Resc21c2

+ 8Resc1c3 = 0.(3.5)

On the other hand, putting q = 1 and n = 2 in THEOREM 3.1, we gain

another example such that the residues of c4
1, c

2
1c2 and c1c3 vary as functions
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c4
1(λ1, λ1, 0, 0)/(λ2

1µ1µ2), c2
1c2(λ1, λ1, 0, 0)/(λ2

1µ1µ2) and c1c3(λ1, λ1, 0, 0)/

(λ2
1µ1µ2), respectively. However, since

c4
1(λ1, λ1, 0, 0)/(λ2

1µ1µ2) = 4λ2
1 ·4λ2

1/{(2π)4(λ2
1µ1µ2)}

c2
1c2(λ1, λ1, 0, 0)/(λ2

1µ1µ2) = λ2
1 ·4λ2

1/{(2π)4(λ2
1µ1µ2)}

c1c3(λ1, λ1, 0, 0)/(λ2
1µ1µ2) = 0 ·4λ2

1/{(2π)4(λ2
1µ1µ2)},

they vary keeping the linear relation

Resc41
− 4Resc21c2

= 0.(3.6)

The relation (3.6) cannot be derived directly from the relation (3.5). Pre-

cisely, even if we put Resc1c3 = 0 in the relation(3.5), we cannot obtain the

relation(3.6). Because Resc1c3 in (3.5) is zero if and only if λ1 + λ2 = 0,

since λ1 and λ2 are non-zero number. However if λ1 + λ2 = 0, Resc41
and

Resc21c2
in (3.5) must be also zero. Thus the relation (3.5) vanishes.

Similarly, consider the following elements of degree 10 in I5(WO5),

c5
1, c

3
1c2, c

2
1c3, c1c

2
2, c1c4, c2c3 ∈ I5(WO5).

Again Heitsch constructed an example such that the residues of c5
1, c

3
1c2,

c2
1c3, c1c

2
2, c1c4 and c2c3 vary keeping the linear relation([He2] Theorem 5.9){

Resc51
− 4Resc31c2

+ 8Resc21c3
= 0

Resc51
− 16Resc1c22

+ 64Resc1c4 − 64Resc2c3 = 0
.(3.7)

On the other hand, putting q = 1 and n = 3 in THEOREM 3.1, we gain

another example such that the residues of theirs vary keeping the linear

relation {
Resc51

− 4Resc31c2
= 0

Resc51
− 16Resc1c22

= 0
.(3.8)

Again, the relation (3.8) cannot be derived directly from the relation (3.7).

Of course, similar argument is valid not only for I4(WO4) and I5(WO5)

but also for more general Iq(WOq) with q ≥ 4.

§4. Extended Examples

Let G = SL2n1R × SL2n2R × · · · × SL2nrR and K = SO2n1 × SO2n2 ×
· · · × SO2nr where n1 ≤ n2 ≤ · · · ≤ nr are positive integers such that
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2n1 +2n2 + · · ·+2nr = 2q. Since each component of G is semi-simple, there

is a discrete subgroup Γ = Γ1 × Γ2 × · · · × Γr such that each Γi\SL2niR/

SO2ni is a compact manifold.

Let (xi
1, y

i
1, x

i
2, y

i
2, . . . , x

i
ni
, yini

) be coordinates on the i-th factor of R2q =

R2n1 ×· · ·×R2nr ⊂ R2q+n and (z1, z2, . . . , zn) coordinates on the last factor

Rn ⊂ R2q+n. Choose non-zero numbers λ1, λ2, . . . , λr, µ1, µ2, . . . , µn and set

Xλ,µ =
r∑

i=1

λi

(
xi

1

∂

∂xi
1

+ yi1
∂

∂yi1
+ · · · + xi

ni

∂

∂xi
ni

+ yini

∂

∂yini

)

+
n∑

j=1

µjzjΨj(zj)
∂

∂zj
,

where Ψj is a function defined at the beginning of §3. Xλ,µ induces a Γ-

vector field Xλ,µ for the foliation τ of the transversely foliated bundle

TnM = (Γ × Zn \G× Rn)×KR2q+n −→ N × Tn = (Γ \G/K) × Tn.

The foliation τ on TnM −→ N × Tn is diffeomorphic to the foliation also

denoted by τ which is obtained from the flat bundle structure

((G× Rn) /K)×Γ×ZnR2q+n −→ N × Tn = (Γ \G/K) × Tn.

Recall that

H∗(sl2qR,SO2q) = ∧(s3, s5, . . . , s2q−1, χ)

is an exterior graded algebra with degsi = 2i− 1 and degχ = 2q. We write

sI(M) = si1si2 · · · sir(M) ∈ H∗(N) ⊂ H∗(N × Tn) for the characteristic

class of the flat SL2qR-bundle M = (G/K)×ΓR
2q −→ N = (Γ \G/K)

corresponding to the element sI ∈ H∗(sl2qR,SO2q).

Proposition 4.1. Let hIcJ = hi1hi2 . . . hircJ ∈ I2q+n(WO2q+n) where

i1 > 1 and ik < 2q. Then

ReshIcJ (τ,Xλ,µ, N × Tn) = sI(M) · RescJ (τ,Xλ,µ, N × Tn) .

To relate RescJ (τ,Xλ,µ, N × Tn) with the previous example, we consider

the following scheme. Let

i∗ : ⊗r
i=1H

∗(sl2niR,SO2ni) −→ ⊗qH∗(sl2R,SO2)
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be the induced map by the natural inclusion i : ×qSL2R −→ G =

×r
i=1SL2niR and

µ : ⊗r
i=1H

∗(sl2niR,SO2ni) −→ H∗(N) = H∗(Γ\G/K)

be the characteristic map corresponding to the flat G-bundle M −→ N .

Proposition 4.2. For cJ ∈ I2q+n(WO2q+n), modulo µ(keri∗)

RescJ (τ,Xλ,µ, N × Tn)

= β · cJ(λ1, λ2, . . . , λr, 0, . . . , 0)

λ2n1
1 λ2n2

2 · · ·λ2nr
r µ1µ2 · · ·µn

χ(M) · [dt1 ∧ · · · ∧ dtn] ,

where β is a non-zero constant , χ(M) is the Euler class of M −→ N , and

cJ(λ1, λ2, . . . , λr, 0, . . . , 0)

is the Chern polynomial cJ applied to the diagonal matrix

diag(λ1, . . . , λ1︸ ︷︷ ︸
2n1−times

, λ2, . . . , λ2︸ ︷︷ ︸
2n2−times

, . . . , λr, . . . , λr︸ ︷︷ ︸
2nr−times

, 0, . . . , 0︸ ︷︷ ︸
n−times

).

The proof of PROPOSITION 4.2 is analogous to the proof of Theo-

rem 5.12 and Theorem 5.17 of [He2] and is omitted. Finally ,combining

PROPOSITION 4.1 and PROPOSITION 4.2, we have

Theorem 4.3. Let hIcJ = hi1hi2 . . . hircJ ∈ I2q+n(WO2q+n) where

i1 > 1 and ik < 2q. Then modulo µ(keri∗)

ReshIcJ (τ,Xλ,µ, N × Tn)

= β · cJ(λ1, λ2, . . . , λr, 0, . . . , 0)

λ2n1
1 λ2n2

2 · · ·λ2nr
r µ1µ2 · · ·µn

sI(M)χ(M) · [dt1 ∧ · · · ∧ dtn] .

Proof of Proposition 4.1.

Let θfT and θrT be the flat connection and a metric connection respectively

on TR2q+n −→ TnM . Here TR2q+n −→ TnM is the tangent bundle along

the fiber of TnM −→ N × Tn. As in the proof of THEOREM 3.1 we can

identify TR2q+n −→ TnM with the normal bundle ν of τ . Let θbT be a basic
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Xλ,µ-connection on supported off the complement of Π : D −→ N × Tn a

disc subbundle of TnM −→ N × Tn. Denote the curvature of θbT by Ωb
T .

Then ReshIcJ (τ,Xλ,µ, N × Tn) is determined by the differential form

∆cI (θ
b
T , θ

r
T )cJ(Ωb

T ). ∆cI (θ
b
T , θ

r
T )cJ(Ωb

T ) and ∆cI (θ
f
T , θ

r
T )cJ(Ωb

T ) determine

the same class in H∗
c (D) (see [He2] p.447, [He1], [L]). Now we need to show

the following.

Lemma 4.4.

Π∗(sI(M))
[
cJ(Ωb

T )
]

=
[
∆cI (θ

f
T , θ

r
T )cJ(Ωb

T )
]
∈ H∗

c (D).

Proof.

Let

Π1 : TnM = ((G/K) ×Γ R2q) ×
n−times︷ ︸︸ ︷

(R ×Z R) × · · · × (R ×Z R) −→ M

= ((G/K) ×Γ R2q)

and

Πj : TnM = ((G/K) ×Γ R2q) ×
n−times︷ ︸︸ ︷

(R ×Z R) × · · · × (R ×Z R) −→ (R×Z R)

be the natural projections onto the j-th factor of TnM for j = 2, . . . , n+ 1.

Then the bundle TR2q+n −→ TnM can be written of the form

Π∗
1(TR2q) ⊕ Π∗

2(TR) ⊕ · · · ⊕ Π∗
n+1(TR) −→ TnM,

where TR2q −→ M = ((G/K)×Γ R2q) is the normal bundle of the foliation

of the transversely foliated bundle M = ((G/K) ×Γ R2q) −→ N = Γ\G/K

and TR −→ R ×Z R are trivial bundles. Let σj be global non-zero cross-

section of the j-th factor TR for j = 2, . . . , n + 1. We give the j-th factor

TR the metric rj so that σj is length 1 for j = 2, . . . , n + 1. Let the metric

r on TR2q+n be induced by the metrics r2, . . . , rn+1 and some metric r1 on

TR2q. If θr,1 is a metric connection on TR2q with respect to r1, then Π∗
1θ

r,1

is also a metric connection on Π∗
1TR2q. Let θj be the metric connection on

Π∗
jTR so that Π∗

jσj is flat for j = 2, . . . , n+ 1. Finally we define the metric

connection θrT on TR2q+n to be Π∗
1θ

r,1 ⊕ θ2 ⊕ · · · ⊕ θn+1.
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Let ξ1, . . . , ξ2q be a local framing of TR2q. With respect to the local

framing

ζ =
{
Π∗

1ξ1, . . . ,Π
∗
1ξ2q,Π

∗
2σ2, . . . ,Π

∗
n+1σn+1

}
of TR2q+n = Π∗

1(TR2q) ⊕ Π∗
2(TR) ⊕ · · · ⊕ Π∗

n+1(TR) −→ TnM , the local

connection form of θrT is given by(
Π∗

1(θ
r,1) 0

0 0

)
,

where (θr,1) is the local connection form of θr,1 with respect to the framing

ξ1, . . . , ξ2q.

On the other hand, let θfT be the flat connection on TR2q+n induced

by the flat connection θf,1 on TR2q and the flat structure on Π∗
2(TR) ⊕

· · · ⊕ Π∗
n+1(TR). Then the local connection form of θrT with respect to the

framing ζ is given by
Π∗

1(θ
f,1) 0 0 0

0 Π∗
2(g2(z1)dz1) 0 0

0 0
. . . 0

0 0 0 Π∗
n+1(gn+1(zn)dzn)

 .

Here (θf,1) is the local connection form of θf,1 with respect to the framing

ξ1, . . . , ξ2q and gj(zj−1) are some functions on R for j = 2, . . . , n + 1.

Thus, with respect to the framing ζ, the local curvature form Ω
(t)
T of the

connection θ
(t)
T = tθf,1T + (1 − t)θr,1T is given by(

Π∗
1(Ω

(t)) 0

0 0

)
,

where (Ω(t)) is the local curvature form of the connection θ(t) = tθf,1 +(1−
t)θr,1 with respect to the framing ξ1, . . . , ξ2q.

From the definition of the Chern polynomials, if we denote by Θ the

diagonal matrix diag(Π∗
2(g2(z1)dz1), . . . ,Π

∗
n+1(gn+1(zn)dzn)), then we have

∆ci(θ
f,1
T , θr,1T ) = Π∗

1∆ci(θ
f,1, θr,1) + βΠ∗

1

{∫ 1

0
ci−1(Ω

(t))dt

}
∧ c1(Θ)
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where β is some non-zero constant. Since ck(Ω
f ) ≡ 0, ck(Ω

(t)) =

d∆ck(θ
(t), θf ) for 0 ≤ t ≤ 1 and k = i− n, . . . , i− 1 ,

∆ci(θ
f,1
T , θr,1T ) = Π∗

1∆ci(θ
f,1, θr,1) + d

[
βΠ∗

1

{∫ 1

0
∆ci−1(θ

(t), θf )dt

}
∧ c1(Θ)

]
As cJ(Ωb

T ) is closed and has compact support in D,

∆cI (θ
f,1
T , θr,1T )cJ(Ωb

T ) = Π∗
1∆cI (θ

f,1, θr,1)cJ(Ωb
T ) + (exact form).(4.5)

The exact form in (4.5) has also compact support. Now both

∆cI (θ
f,1
T , θr,1T )cJ(Ωb

T ) and Π∗
1∆cI (θ

f,1, θr,1)cJ(Ωb
T ) are closed and have com-

pact support in D. Thus they determine the same class in H∗
c (D). However

Π∗
1∆cI (θ

f,1, θr,1)cJ(Ωb
T ) represents Π∗(sI(M))

[
cJ(Ωb

T )
]
. This ends the proof

of LEMMA 4.4. �

By LEMMA 4.4, we can complete the proof of PROPOSITION 4.1, and

thus of THEOREM 4.3 as follows.

ReshIcJ (τ,Xλ,µ, N × Tn) = γD
([

∆cI (θ
b
T , θ

r
T )cJ(Ωb

T )
∣∣∣
D

])
= γD

([
∆cI (θ

f
T , θ

r
T )cJ(Ωb

T )
∣∣∣
D

])
= γD

(
Π∗(sI(M))

[
cJ(Ωb

T )
∣∣∣
D

])
= sI(M)RescJ (τ,Xλ,µ, N × Tn) . �
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