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By Hidetoshi Tahara

Abstract. The paper proves a uniqueness theorem of the solution of nonlinear singular partial differential equations

\[(t\partial/\partial t)^m u = F\left(t, x, \{(t\partial/\partial t)^j(\partial/\partial x)^{\alpha} u\}_{j + |\alpha| \leq m, j < m}\right).\]

If the characteristic exponents \(\lambda_1(x), \ldots, \lambda_m(x)\) of the equation satisfy the condition \(\text{Re} \lambda_i(0) < 0\) for \(i = 1, \ldots, m\), a uniqueness theorem was proved in Tahara [6]. The present paper discusses the case where \(\text{Re} \lambda_i(x) \leq 0\) holds in a neighborhood of \(x = 0\) for \(i = 1, \ldots, m\). The result is applied to the problem of removable singularities of the solution.

1. Introduction

Notations: \(N = \{0, 1, 2, \ldots\}, \mathbb{N}^* = \{1, 2, \ldots\}, m \in \mathbb{N}^*, n \in \mathbb{N}, t \in \mathbb{R},\)

\[x = (x_1, \ldots, x_n) \in \mathbb{C}^n, \alpha = (\alpha_1, \ldots, \alpha_n) \in \mathbb{N}^n, |\alpha| = \alpha_1 + \cdots + \alpha_n,\]

\[(\partial/\partial x)^\alpha = (\partial/\partial x_1)^{\alpha_1} \cdots (\partial/\partial x_n)^{\alpha_n}, \alpha! = \alpha_1! \cdots \alpha_n! \text{ and }\]

\[I_m = \{(j, \alpha) \in \mathbb{N} \times \mathbb{N}^n; j + |\alpha| \leq m \text{ and } j < m\},\]

\[d(m) = \text{the cardinal of } I_m,\]

\[Z = \{Z_{j,\alpha}\}_{(j,\alpha)\in I_m} \in \mathbb{C}^{d(m)}.\]

Let \(T > 0, r > 0, R > 0\), and let \(F(t, x, Z)\) be a function on \(\{(t, x, Z) \in \mathbb{R} \times \mathbb{C}^n \times \mathbb{C}^{d(m)}; 0 \leq t \leq T, |x| \leq r \text{ and } |Z| \leq R\}\) which is continuous in \(t\) and holomorphic in \((x, Z)\). In this paper we will consider the following nonlinear singular partial differential equation:

\[\left(t \frac{\partial}{\partial t}\right)^m u = F\left(t, x, \left\{(t \frac{\partial}{\partial t})^j \left(\frac{\partial}{\partial x}\right)^{\alpha} u\right\}_{(j,\alpha)\in I_m}\right).\]
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with an unknown function \( u = u(t, x) \).

For (E) we define the characteristic exponents \( \lambda_1(x), \ldots, \lambda_m(x) \) by the roots of the equation in \( \lambda \):

\[
\lambda^m - \sum_{j<m} \frac{\partial F}{\partial Z_j,0}(0, x, 0)\lambda^j = 0.
\]

A function \( \mu(t) \) on \((0, T)\) is called a weight function if it satisfies the following conditions \( \mu_1 \sim \mu_3 \):

\begin{align*}
\mu_1) \ & \mu(t) \in C^0((0, T)), \\
\mu_2) \ & \mu(t) > 0 \text{ on } (0, T) \text{ and } \mu(t) \text{ is increasing in } t \text{ (in a weak sense)}, \\
\mu_3) \ & \int_0^T \frac{\mu(s)}{s} \, ds < \infty.
\end{align*}

It follows from \( \mu_2 \) and \( \mu_3 \) that \( \mu(t) \to 0 \) (as \( t \to +0 \)). The following functions are typical examples:

\[
\mu(t) = t^a, \quad \frac{1}{(-\log t)^b}, \quad \frac{1}{(-\log t)(\log(-\log t))^c}
\]

with \( a > 0, \ b > 1, \ c > 1 \).

Let us formulate the class of functions \( S_a(\varepsilon, \delta; \mu(t)) \) or \( S_+(\varepsilon, \delta; \mu(t)) \) in which we want to prove the uniqueness of the solution of (E).

**Definition 1.** Let \( \varepsilon > 0, \ \delta > 0 \) and let \( \mu(t) \) be a weight function.

(1) For \( a > 0 \), we denote by \( S_a(\varepsilon, \delta; \mu(t)) \) the set of functions \( u(t, x) \) satisfying the following conditions (i), (ii) and (iii):

(i) \( u(t, x) \) is a function on \( \{ (t, x) \in \mathbb{R} \times \mathbb{C}^n ; 0 < t < \varepsilon \text{ and } |x| \leq \delta \} \),

(ii) \( u(t, x) \) is of \( C^m \) class in \( t \) and holomorphic in \( x \),

(iii) for \( j = 0, 1, \ldots, m - 1 \) we have

\[
\max_{|x| \leq \delta} \left| \left( t \frac{\partial}{\partial t} \right)^j u(t, x) \right| = O(\mu(t)^a) \quad (\text{as } t \to +0).
\]
(2) We define \( S_+(\varepsilon, \delta; \mu(t)) \) by

\[
S_+(\varepsilon, \delta; \mu(t)) = \bigcup_{a>0} S_a(\varepsilon, \delta; \mu(t)).
\]

**Definition 2.** We say that the local uniqueness of the solution of (E) is valid in \( S_a(\varepsilon, \delta; \mu(t)) \) if the following condition is satisfied: if \( u_1(t,x) \) and \( u_2(t,x) \) are solutions of (E) belonging to \( S_a(\varepsilon, \delta; \mu(t)) \) we have \( u_1(t,x) = u_2(t,x) \) on \( \{(t,x) \in \mathbb{R} \times \mathbb{C}^n ; 0 < t < \varepsilon_1 \text{ and } |x| \leq \delta_1 \} \) for some \( \varepsilon_1 > 0 \) and \( \delta_1 > 0 \).

Then, about the local uniqueness of the solution of (E) we already know the following results. Assume that \( F(t,x,Z) \) is a function on \( \{(t,x,Z) \in \mathbb{R} \times \mathbb{C}^n \times \mathbb{C}^{d(m)} ; 0 \leq t \leq T, |x| \leq r \text{ and } |Z| \leq R \} \) and assume:

\[(C_1) \quad F(t,x,Z) \text{ is continuous in } t \text{ and holomorphic in } (x,Z);\]
\[(C_2) \quad \max_{|x| \leq r} |F(t,x,0)| = O(\mu(t)^{m}) \text{ (as } t \to +0);\]
\[(C_3) \quad \max_{|x| \leq r} \left| \frac{\partial F}{\partial Z_{j,\alpha}}(t,x,0) \right| = O(\mu(t)^{|\alpha|}) \text{ (as } t \to +0) \text{ for any } (j,\alpha) \in I_m.\]

**Theorem 1.** Assume \((C_1), (C_2) \text{ and } (C_3)\). Then:

(1) (Gérard-Tahara [2]) In case \( \mu(t) = O(t^c) \) (as \( t \to +0) \) for some \( c > 0 \), if

\[
\text{Re} \lambda_i(0) \leq 0 \quad \text{for } i = 1, \ldots, m
\]

the local uniqueness of the solution of (E) is valid in \( S_+(\varepsilon, \delta; \mu(t)) \).

(2) (Tahara [6]) In case \( \mu(t) \) is a general weight function, if

\[
\text{Re} \lambda_i(0) < 0 \quad \text{for } i = 1, \ldots, m
\]

the local uniqueness of the solution of (E) is valid in \( S_+(\varepsilon, \delta; \mu(t)) \).
**Remark 1.** In [6] we have assumed that the weight function \( \mu(t) \) satisfies \( \mu_1, \mu_2, \mu_3 \) and

\[
\mu_4) \quad \mu(t) \in C^1((0, T)) \quad \text{and} \quad t \frac{d\mu}{dt}(t) = O(\mu(t)) \quad \text{(as} \ t \to +0).\]

But, by the argument in this paper we can prove the result (2) in Theorem 1 without using the condition \( \mu_4 \).

In this paper we want to study the following case: \( \mu(t) \) is a general weight function and the characteristic exponents satisfy

\[
(1.3) \quad \Re \lambda_i(x) \leq 0 \quad \text{for} \quad i = 1, \ldots, m
\]
in a neighborhood of \( x = 0 \).

The motivation comes from the following example:

**Example 1.** Let us consider

\[
(1.4) \quad \left(t \frac{\partial}{\partial t}\right)^2 u = 6u \frac{\partial u}{\partial x}
\]

where \((t, x) \in C^2\). Then the characteristic exponents are \( \lambda_1 = 0 \) and \( \lambda_2 = 0 \). In this case we have:

1) \( u(t, x) \equiv 0 \) is the unique holomorphic solution of (1.4) satisfying \( u(0, x) \equiv 0 \).

2) (1.4) has a family of non-trivial solutions

\[
u(t, x) = \frac{x + \alpha}{(C - \log t)^2} \quad (\alpha, C \in \mathbb{C}).\]

This implies that the local uniqueness of the solution of (1.4) is not valid in \( S_1(\varepsilon, \delta; \mu(t)) \) with \( \mu(t) = 1/(-\log t)^c \) for any \( c > 1 \). Compare this with the result (2) of Theorem 1.

3) More precisely, if \( 0 < a < 2 \) the local uniqueness is not valid in \( S_a(\varepsilon, \delta; \mu(t)) \) for \( \mu(t) = 1/(-\log t)^c \) with \( 1 < c \leq 2/a \).

4) Nevertherless, the local uniqueness is valid in \( S_2(\varepsilon, \delta; \mu(t)) \) for any weight function \( \mu(t) \).
We want to generalize the result 4) in Example 1 to the general case.

The paper is organized as follows. In the next section 2 we state our main results (Theorem 2 and Theorem 3). In sections 3∼5 we prove our results: in section 3 we present some preparatory discussions, in section 4 we prove Theorem 2 and in section 5 we prove Theorem 3. In the last section 6 we give an application of our result to the problem of removable singularities of the solution of (E).

2. Main results

The main results of this paper deal with the following case: for some \( p \) with \( 0 \leq p \leq m \) the characteristic exponents of (E) satisfy

\[
\begin{cases}
\Re \lambda_i(x) \leq 0 & \text{for } i = 1, \ldots, p, \\
\Re \lambda_i(0) < 0 & \text{for } i = p + 1, \ldots, m
\end{cases}
\]

in a neighborhood of \( x = 0 \in \mathbb{C}^n \).

Let \( p \) be as in (2.1) and let \( \mu(t) \) be a weight function. Assume:

\((C_3)_p\) The following 1) and 2) are valid:

1) for \( j = 0, 1, \ldots, m - 1 \) we have

\[
\max_{|x| \leq r} \left| \frac{\partial F}{\partial Z_{j,0}}(t, x, 0) - \frac{\partial F}{\partial Z_{j,0}}(0, x, 0) \right| = O(\mu(t)^p) \quad \text{(as } t \to +0),
\]

2) for \((j, \alpha) \in I_m\) with \( |\alpha| > 0 \) we have

\[
\max_{|x| \leq r} \left| \frac{\partial F}{\partial Z_{j,\alpha}}(t, x, 0) \right| = O(\mu(t)^{\max\{p, |\alpha|\}}) \quad \text{(as } t \to +0).\]

Note that \((C_3)_p\) with \( p = 0 \) is nothing but \((C_3)\).

We have

**Theorem 2.** Let \( p \) be an integer with \( 0 \leq p \leq m \) and let \( \mu(t) \) be a weight function. Assume (2.1), \((C_1)\) and \((C_3)_p\). Then the local uniqueness of the solution of (E) is valid in \( S_m(\varepsilon, \delta; \mu(t)) \).

This proves the result 4) in Example 1.
In case $0 \leq p \leq m - 1$ we can say more. Impose:

$(C_2)_p \max_{|x| \leq r} |F(t, x, 0)| = O(\mu(t)^{m+p})$ (as $t \to +0$);

$(C_4)_p$ There is an $s > 0$ such that for any $(j, \alpha) \in I_m$ with $|\alpha| > 0$ we have

$$\max_{|x| \leq r} \left| \frac{\partial F}{\partial Z_{j,\alpha}}(t, x, 0) \right| = O(\mu(t)^{p+s}) \; (\text{as } t \to +0).$$

**Theorem 3.** Let $p$ be an integer with $0 \leq p \leq m - 1$ and let $\mu(t)$ be a weight function. Assume (2.1), $(C_1)$, $(C_2)_p$, $(C_3)_p$ and $(C_4)_p$. Then, if $a > p$ the local uniqueness of the solution of (E) is valid in $S_a(\varepsilon, \delta; \mu(t))$.

Since $(C_2)_0$ is nothing but $(C_2)$, $(C_3)_0$ is nothing but $(C_3)$ and $(C_4)_0$ follows from $(C_3)_0$, the case $p = 0$ is already proved in Tahara [6]. Hence, in the proof of Theorems 2 and 3 we may assume $p \geq 1$.

**Example 2.** Let us consider

$$(2.2) \quad \left(t \frac{\partial}{\partial t}\right)^2 u + \left(t \frac{\partial}{\partial t}\right) u = (2u + x + 1) \left(\frac{\partial u}{\partial x}\right)^2$$

where $(t, x) \in \mathbb{C}^2$. Then the characteristic exponents are $\lambda_1 = 0$ and $\lambda_2 = -1$. In this case we have:

1) $u(t, x) \equiv 0$ is the unique holomorphic solution of (2.2) satisfying $u(0, x) \equiv 0$.

2) By Theorem 3 we see that if $a > 1$ the local uniqueness of the solution of (2.2) is valid in $S_a(\varepsilon, \delta; \mu(t))$ for any weight function $\mu(t)$.

3) Note that (2.2) has a family of non-trivial solutions

$$u(t, x) = \frac{x + 1}{(C - \log t)} \quad (C \in \mathbb{C}).$$

This implies that if $0 < a < 1$ the local uniqueness is not valid in $S_a(\varepsilon, \delta; \mu(t))$ for $\mu(t) = 1/(-\log t)^c$ with $1 < c \leq 1/a$.

We note the following:
(1) Since \((\partial F/\partial Z_j,\alpha)(0,x,0)\) is holomorphic on \(\{x \in \mathbb{C}^n; |x| \leq r\}\), it is easy to see that we can find an \(x^0 \in \mathbb{C}^n\) sufficiently close to the origin such that all the characteristic exponents \(\lambda_1(x), \ldots, \lambda_m(x)\) are holomorphic in a neighborhood of \(x^0 \in \mathbb{C}^n\).

(2) Let \(u_1(t,x)\) and \(u_2(t,x)\) be solutions of (E) belonging to the class \(S_a(\varepsilon, \delta; \mu(t))\). If we prove \(u_1(t,x) = u_2(t,x)\) on \(\{(t,x) \in \mathbb{R} \times \mathbb{C}^n; 0 < t < \varepsilon_1 \text{ and } |x - x^0| < \delta_1\}\) for some \(\varepsilon_1 > 0\) and \(\delta_1 > 0\), then by the analyticity in the \(x\)-variable we get the conclusion that \(u_1(t,x) = u_2(t,x)\) on \(\{(t,x) \in \mathbb{R} \times \mathbb{C}^n; 0 < t < \varepsilon_1 \text{ and } |x| < \delta\}\).

Thus, in the proof of Theorems 2 and 3 we may assume the following condition:

\[(C_5)\] All the characteristic exponents \(\lambda_1(x), \ldots, \lambda_m(x)\) are holomorphic in a neighborhood of \(x = 0 \in \mathbb{C}^n\).

Moreover we know that if a holomorphic function \(\lambda(x)\) in a neighborhood \(D\) of \(x = 0\) satisfies \(\text{Re} \lambda(0) = 0\) and \(\text{Re} \lambda(x) \leq 0\) on \(D\) then we have \(\lambda(x) = \sqrt{-1} \mu\) on \(D\) for some \(\mu \in \mathbb{R}\).

Therefore, under (2.1) and (C_5) we may assume without loss of generality that in a neighborhood of \(x = 0\) we have

\[
\begin{align*}
\lambda_i(x) &= \sqrt{-1} \mu_i \quad \text{for } i = 1, \ldots, p, \\
\text{Re} \lambda_i(0) &< 0 \quad \text{for } i = p + 1, \ldots, m
\end{align*}
\]

for some \(\mu_i \in \mathbb{R}\) \((i = 1, \ldots, p)\).

Put

\[
\begin{align*}
\Theta_0 &= 1, \\
\Theta_1 &= \left( t \frac{\partial}{\partial t} - \lambda_1(0) \right), \\
\Theta_2 &= \left( t \frac{\partial}{\partial t} - \lambda_2(0) \right) \left( t \frac{\partial}{\partial t} - \lambda_1(0) \right), \\
\cdots & \cdots \\
\cdots & \cdots \\
\Theta_m &= \left( t \frac{\partial}{\partial t} - \lambda_m(0) \right) \cdots \left( t \frac{\partial}{\partial t} - \lambda_2(0) \right) \left( t \frac{\partial}{\partial t} - \lambda_1(0) \right).
\end{align*}
\]
The following fact will play an important role in the proof of Theorem 2: under (2.3) we have
\begin{equation}
\left(t \frac{\partial}{\partial t}\right)^m - \sum_{j < m} \frac{\partial F}{\partial Z_j}(0,0) \left(t \frac{\partial}{\partial t}\right)^j = \Theta_m - \sum_{p \leq j \leq m - 1} a_j(x) \Theta_j
\end{equation}
for some \(a_j(x) (p \leq j \leq m - 1)\) holomorphic in a neighborhood of \(x = 0\) and satisfying \(a_j(0) = 0 (p \leq j \leq m - 1)\).

3. Some discussions

Before the proof of Theorems 2 and 3 let us present some preparatory lemmas.

First, for a convergent power series
\[ f(t, x) = \sum_{\alpha \in \mathbb{N}^n} f_\alpha(t) x^\alpha \]
with coefficients in \(C^0((0, T))\) we define the norm \(\|f(t)\|_\rho\) by
\[ \|f(t)\|_\rho = \sum_{\alpha \in \mathbb{N}^n} |f_\alpha(t)| \frac{\alpha!}{|\alpha|!} \rho^{|\alpha|} \]
(which is a convergent power series in \(\rho\) with coefficients in \(C^0((0, T))\)). We write \(\sum_k a_k \rho^k \ll \sum_k b_k \rho^k\) if \(|a_k| \leq b_k\) holds for all \(k \in \mathbb{N}\).

**Lemma 1.** For \(f(t, x)\) and \(g(t, x)\) we have:
1. \(\|(fg)(t)\|_\rho \ll \|f(t)\|_\rho \|g(t)\|_\rho\).
2. \(\left\|\frac{\partial f}{\partial x_i}(t)\right\|_\rho \ll \frac{\partial}{\partial \rho} \|f(t)\|_\rho\) for \(i = 1, \ldots, n\).

Next, for \((j, k) \in \mathbb{N}^2\) with \(j + k \leq m - 1\) we put
\[
\begin{align*}
c(j, k) &= \max\{j + k - p + 1, 0\}, \\
q(j, k) &= \min\{m + j - p, m - k - 1\},
\end{align*}
\]
where \(m\) and \(p\) are the ones in (2.1).
Lemma 2. Let $m$ and $p$ be integers with $0 \leq p \leq m$. We have:

1. $c(j,k)$ $(j+k \leq m-1)$ satisfy $0 \leq c(j,k) \leq m-p$, $c(j+1,k-1) = c(j,k)$ and

   $$c(j,0) = \begin{cases} 
   0 & \text{when } j \leq p-1, \\
   j - p + 1 & \text{when } j \geq p-1.
   \end{cases}$$

2. $q(j,k)$ $(j+k \leq m-1)$ satisfy $0 \leq q(j,k) \leq m-1$, $q(j+1,k-1) = q(j,k) + 1$ and

   $$q(j,0) = \begin{cases} 
   m + j - p & \text{when } j \leq p-1, \\
   m - 1 & \text{when } j \geq p-1.
   \end{cases}$$

Let $\varepsilon > 0$ and $\mu(t)$ be a weight function on $(0,T)$. Define

\begin{equation}
\sigma_{j,k}(t) = \varepsilon^{c(j,k)} \mu(t)^{q(j,k)}.
\end{equation}

The following result is a consequence of Lemma 2.

Lemma 3. $\sigma_{j,k}(t)$ $(j+k \leq m-1)$ satisfy the following conditions:

1. $\sigma_{j,k}(t) > 0$ on $(0,T)$ and $(1/\sigma_{j,k}(t)) = O(\mu(t)^{-(m-1)})$ (as $t \to +0$).
2. $\sigma_{j,k}(t)$ is increasing in $t$ (in a weak sense).
3. For $j = 0, 1, \ldots, m-2$ we have

   $$\frac{\sigma_{j+1,0}(t)}{\sigma_{j,0}(t)} = \begin{cases} 
   \mu(t) & \text{when } j + 1 \leq p - 1, \\
   \varepsilon & \text{when } j + 1 \geq p.
   \end{cases}$$

4. For $j \geq p - 1$ we have

   $$\frac{\sigma_{j,0}(t)}{\sigma_{m-1,0}(t)} = \frac{1}{\varepsilon^{m-j-1}}.$$

5. For $j+k \leq m-1$ and $k > 0$ we have

   $$\frac{\sigma_{j+1,k-1}(t)}{\sigma_{j,k}(t)} = \mu(t).$$
(6) For \( j + k \leq m - 1 \) we have
\[
\frac{\sigma_{j,k}(t)}{\sigma_{m-1,0}(t)} = \begin{cases} 
\frac{1}{\epsilon^{m-p} \mu(t)^{p-j-1}} & \text{when } j + k \leq p - 1, \\
\frac{1}{\epsilon^{m-j-k-1} \mu(t)^{k}} & \text{when } j + k \geq p - 1.
\end{cases}
\]

Lastly, let us recall some results in the elementary calculus. For a real-valued function \( \varphi(t) \in C^0((0,T)) \) we define
\[
\overline{D}_t^+ \varphi(t) = \lim_{h \to +0} \frac{\varphi(t + h) - \varphi(t)}{h},
\]
\[
\underline{D}_t^+ \varphi(t) = \lim_{h \to +0} \frac{\varphi(t + h) - \varphi(t)}{h}.
\]

It is clear that \( \overline{D}_t^+ \varphi(t) \geq \underline{D}_t^+ \varphi(t) \) holds on \((0,T)\). Moreover we have:

**Lemma 4.** (1) If \( \varphi(t) \in C^1((0,T)) \) we have
\[
\overline{D}_t^+ \varphi(t) = \underline{D}_t^+ \varphi(t) = \frac{d\varphi}{dt}(t).
\]

(2) If \( \varphi(t) \) is decreasing in \( t \) (in a weak sense), we have \( \overline{D}_t^+ \varphi(t) \leq 0 \) on \((0,T)\).

(3) For \( f(t), g(t) \in C^0((0,T)) \) we have
\[
\overline{D}_t^+ (fg)(t) \leq (\overline{D}_t^+ f(t))g(t) + f(t)(\overline{D}_t^+ g(t)).
\]

(4) If \( \Phi(t,\rho) \in C^0((0,T) \times [0,\rho_0]) \) has a partial derivative in \( \rho \) with \( (\partial \Phi/\partial \rho)(t,\rho) \in C^0((0,T) \times [0,\rho_0]) \) and if \( \rho(t) \in C^1((0,T)) \) satisfies the condition \( \rho((0,T)) \subset [0,\rho_0] \), for the composite function \( \varphi(t) = \Phi(t,\rho(t)) \) we have
\[
\overline{D}_t^+ \varphi(t) = (\overline{D}_t^+ \Phi)(t,\rho(t)) + \frac{\partial \Phi}{\partial \rho}(t,\rho(t)) \frac{d\rho(t)}{dt}.
\]

(5) If \( \varphi(t) \in C^0((0,T)) \) satisfies \( \overline{D}_t^+ \varphi(t) \leq 0 \) on \((0,T)\), we have \( \varphi(a) \geq \varphi(b) \) for any \( 0 < a < b < T \).
For details, see Hukuhara [4]. For the convenience of readers, I will give a proof of (5).

**Proof of (5) in Lemma 4.** Assume that $D_{t}^{+}\varphi(t) \leq 0$ on $(0, T)$. If $\varphi(a) < \varphi(b)$ holds for some $0 < a < b < T$, we can derive a contradiction in the following way.

Choose $\xi$ so that $\varphi(a) < \xi < \varphi(b)$ and set

$$
\psi(t) = \varphi(t) - \varphi(a) - \frac{\xi - \varphi(a)}{b - a}(t - a),
$$

$$
\alpha = \inf\{c \in (0, b) ; \psi(t) > 0 \text{ on } (c, b]\}.
$$

Since $\psi(a) = 0$, $\psi(b) > 0$ hold, we have $a \leq \alpha < b$, $\psi(\alpha) = 0$ and $\psi(t) > 0$ on $(\alpha, b]$. Hence, it is easy to see that

$$
0 \leq D_{t}^{+}\psi(\alpha) = D_{t}^{+}\varphi(\alpha) - \frac{\xi - \varphi(a)}{b - a},
$$

that is

$$
D_{t}^{+}\varphi(\alpha) \geq \frac{\xi - \varphi(a)}{b - a} > 0
$$

which contradicts the condition $D_{t}^{+}\varphi(\alpha) \leq 0$. □

**4. Proof of Theorem 2**

Let $p$ be an integer with $1 \leq p \leq m$ and let $\mu(t)$ be a weight function on $(0, T)$. Assume (2.1), (C$_{1}$)$_{p}$, (C$_{3}$)$_{p}$ and (C$_{5}$). Without loss of generality we may assume that in a neighborhood of $x = 0$ we have

$$
\lambda_{i}(x) = \sqrt{-1}\mu_{i} \quad \text{for } i = 1, \ldots, p,
$$

$$
\Re \lambda_{i}(0) < -h \quad \text{for } i = p + 1, \ldots, m
$$

for some $\mu_{i} \in \mathbb{R}$ $(i = 1, \ldots, p)$ and some $h > 0$. If we write

$$
\mu_{i} = \begin{cases} 
0 & \text{for } i = 1, \ldots, p, \\
h & \text{for } i = p + 1, \ldots, m,
\end{cases}
$$

by (4.1) we have

$$
\Re \lambda_{i}(0) \leq -h_{i} \quad \text{for } i = 1, \ldots, m.
$$
Let \( u_1(t, x) \) and \( u_2(t, x) \) be two solutions of (E) belonging to the class \( S_m(\varepsilon, \delta; \mu(t)) \). Put

\[
(4.4) \quad w(t, x) = u_2(t, x) - u_1(t, x).
\]

We have \( w(t, x) \in S_m(\varepsilon, \delta; \mu(t)) \) and by Cauchy’s inequalities we see

\[
\begin{align*}
(4.5) \quad & \max_{|x| \leq \delta_1} \left| \left( t \frac{\partial}{\partial t} \right)^j \left( \frac{\partial}{\partial x} \right)^\alpha u_1(t, x) \right| = O(\mu(t)^m) \quad (\text{as } t \to +0), \\
(4.6) \quad & \max_{|x| \leq \delta_1} \left| \left( t \frac{\partial}{\partial t} \right)^j \left( \frac{\partial}{\partial x} \right)^\alpha w(t, x) \right| = O(\mu(t)^m) \quad (\text{as } t \to +0)
\end{align*}
\]

for any \((j, \alpha) \in I_m\) and \(0 < \delta_1 < \delta\). Moreover, it is easy to see that \( w(t, x) \) satisfies the following equation:

\[
\left( t \frac{\partial}{\partial t} \right)^m w = F\left( t, x, \left\{ \left( t \frac{\partial}{\partial t} \right)^j \left( \frac{\partial}{\partial x} \right)^\alpha u_1 \right\}_{(j, \alpha) \in I_m} \right) - F\left( t, x, \left\{ \left( t \frac{\partial}{\partial t} \right)^j \left( \frac{\partial}{\partial x} \right)^\alpha w \right\}_{(j, \alpha) \in I_m} \right)
\]

\[
= \sum_{(j, \alpha) \in I_m} a_{j, \alpha}(t, x) \left( t \frac{\partial}{\partial t} \right)^j \left( \frac{\partial}{\partial x} \right)^\alpha w
\]

where

\[
a_{j, \alpha}(t, x)
\]

\[
= \int_0^1 \frac{\partial F}{\partial Z_{j, \alpha}} \left( t, x, \left\{ \left( t \frac{\partial}{\partial t} \right)^j \left( \frac{\partial}{\partial x} \right)^\alpha u_1 + \theta \left( t \frac{\partial}{\partial t} \right)^j \left( \frac{\partial}{\partial x} \right)^\alpha w \right\}_{(j, \alpha) \in I_m} \right) d\theta
\]

\[
= \frac{\partial F}{\partial Z_{j, \alpha}}(t, x, 0) + O(\mu(t)^m) \quad (\text{as } t \to +0)
\]

(by (4.5) and (4.6)). Hence, by using the condition \((C_3)_p\) we have

\[
\left( t \frac{\partial}{\partial t} \right)^m w - \sum_{j<m} \frac{\partial F}{\partial Z_{j, 0}}(0, x, 0) \left( t \frac{\partial}{\partial t} \right)^j w
\]

\[
= \sum_{j<m} \left( \frac{\partial F}{\partial Z_{j, 0}}(t, x, 0) - \frac{\partial F}{\partial Z_{j, 0}}(0, x, 0) \right) + O(\mu(t)^m) \right) \left( t \frac{\partial}{\partial t} \right)^j w
\]
+ \sum_{(j,\alpha) \in I_m} \left( \frac{\partial F}{\partial Z_{j,\alpha}} (t, x, 0) + O(t^m) \right) \left( t \frac{\partial}{\partial t} \right)^j \left( \frac{\partial}{\partial x} \right)^\alpha w

\]
(as \( t \to +0 \)) uniformly for \( 0 \leq \rho \leq \rho_0 \).

(2) For any \((j, k)\) we have

\[
\sum_{|\alpha| = k} \left\| \Theta_j \left( \frac{\partial}{\partial x} \right)^\alpha w(t) \right\|_\rho \ll \phi_{j,k}(t, \rho).
\]

(3) When \( k > 0 \), we have

\[
\left( t \frac{\partial}{\partial t} + h_{j+1} \right) \phi_{j,k}(t, \rho) \leq n \frac{\partial}{\partial \rho} \phi_{j+1,k-1}(t, \rho).
\]

(4) When \( k = 0 \) and \( j = 0, 1, \cdots, m - 2 \), we have

\[
\left( t \frac{\partial}{\partial t} + h_{j+1} \right) \phi_{j,0}(t, \rho) \leq \phi_{j+1,0}(t, \rho).
\]

(5) When \( k = 0 \) and \( j = m - 1 \) there are constants \( C_1 > 0 \) and \( C_2 > 0 \) such that

\[
\left( t \frac{\partial}{\partial t} + h_m \right) \phi_{m-1,0}(t, \rho) \\
\leq C_1 \rho \sum_{j \geq p} \phi_{j,0}(t, \rho) + C_2 \sum_{j+k \leq m-1} \mu(t)^{\max\{p, k+1\}} \left( 1 + \frac{\partial}{\partial \rho} \right) \phi_{j,k}(t, \rho).
\]

PROOF. The former half of (1) is clear from the definition of \( \phi_{j,k}(t, \rho) \). When \( h_{j+1} = 0 \) we have

\[
\int_0^t \left( \frac{\tau}{t} \right)^{h_{j+1}} \mu(t)^m \frac{d\tau}{\tau} = \int_0^t \mu(t)^m \frac{d\tau}{\tau} \leq \mu(t)^{m-1} \int_0^t \frac{\mu(\tau)}{\tau} d\tau;
\]

when \( h_{j+1} = h > 0 \) we have

\[
\int_0^t \left( \frac{\tau}{t} \right)^{h_{j+1}} \mu(t)^m \frac{d\tau}{\tau} = \int_0^t \left( \frac{\tau}{t} \right)^h \mu(t)^m \frac{d\tau}{\tau} \\
\leq \mu(t)^m \int_0^t \left( \frac{\tau}{t} \right)^h \frac{d\tau}{\tau} = \frac{\mu(t)^m}{h}.
\]

Combining this with (4.2) and (4.9) we can get the latter half of (1).
Note the following fact: if \( \Re \lambda \leq 0 \) and \( v(t) \in C^1((0,T_0]) \) satisfy \( v(t) = o(1) \) (as \( t \to +0 \)) and \( (t\partial/\partial t - \lambda)v = O(\mu(t)) \) (as \( t \to +0 \)), by solving the equation \( (t\partial/\partial t - \lambda)v = g \) with \( g = (t\partial/\partial t - \lambda)v \) we have
\[
v(t) = \int_0^t (\frac{\tau}{t})^{-\lambda} g(\tau) \frac{d\tau}{\tau} = \int_0^t (\frac{\tau}{t})^{-\lambda} ((\tau \frac{\partial}{\partial \tau} - \lambda)v) \frac{d\tau}{\tau}.
\]

By applying this to \( \Theta_j(\partial/\partial x)^\alpha w \) we see that
\[
\Theta_j(\partial/\partial x)^\alpha w(t,x) = \int_0^t (\frac{\tau}{t})^{-\lambda_{j+1}(0)} \Theta_{j+1}(\partial/\partial x)^\alpha w(\tau,x) \frac{d\tau}{\tau}
\]
and hence by using (4.3) we have
\[
\| \Theta_j(\partial/\partial x)^\alpha w(t) \|_\rho \ll \int_0^t (\frac{\tau}{t})^{h_{j+1}} \| \Theta_{j+1}(\partial/\partial x)^\alpha w(\tau) \|_\rho \frac{d\tau}{\tau}
\]
which implies the result (2).

When \( k > 0 \) we have
\[
(t \frac{\partial}{\partial t} + h_{j+1}) \phi_{j,k}(t,\rho) = \sum_{|\alpha|=k} \| \Theta_{j+1}(\partial/\partial x)^\alpha w(t) \|_\rho
\ll \sum_{|\beta|=k-1} \sum_{i=1}^n \| \Theta_{j+1}(\partial/\partial x) \beta w(t) \|_\rho
\ll n \frac{\partial}{\partial \rho} \sum_{|\beta|=k-1} \| \Theta_{j+1}(\partial/\partial x)^\beta w(t) \|_\rho.
\]
Hence, by using (2) we obtain the result (3).

When \( k = 0 \) and \( j = 0,1,\cdots,m-2 \), we have
\[
(t \frac{\partial}{\partial t} + h_{j+1}) \phi_{j,0} = \| \Theta_{j+1} w(t) \|_\rho \leq \phi_{j+1,0}
\]
which implies the result (4).
When \( k = 0 \) and \( j = m - 1 \), by (4.7) we have

\[
(t \frac{\partial}{\partial t} + h_m) \phi_{m-1,0} = \| \Theta_m w(t) \|_\rho
\]

\[
\leq \sum_{p \leq j \leq m-1} \| a_j \|_\rho \| \Theta_j w(t) \|_\rho
\]

\[
+ \sum_{(j,\alpha) \in Im} \mathcal{O}(\mu(t)^{\max\{p,|\alpha|\}}) \| \Theta_j \left( \frac{\partial}{\partial x} \right)^\alpha w(t) \|_\rho
\]

\[
= \sum_{p \leq j \leq m-1} \mathcal{O}(\rho) \| \Theta_j w(t) \|_\rho + \sum_{j < m} \mathcal{O}(\mu(t)^p) \| \Theta_j w(t) \|_\rho
\]

\[
+ \sum_{j+|\beta| \leq m-1} \sum_{i=1}^n \mathcal{O}(\mu(t)^{\max\{p,|\beta|+1\}}) \| \Theta_j \left( \frac{\partial}{\partial x_i} \right)^\beta w(t) \|_\rho
\]

\[
\leq \sum_{p \leq j \leq m-1} \mathcal{O}(\rho) \phi_{j,0} + \sum_{j < m} \mathcal{O}(\mu(t)^p) \phi_{j,0}
\]

\[
+ \sum_{j+k \leq m-1} \mathcal{O}(\mu(t)^{\max\{p,k+1\}}) n \frac{\partial}{\partial \rho} \phi_{j,k}
\]

which implies the result (5). □

Next, let \( h > 0 \) be the one in (4.2) and \( C_1 > 0 \) be the constant in (5) of Lemma 5. Choose \( \varepsilon > 0 \) so that

\[
(4.11) \quad \varepsilon < \frac{h}{2}
\]

and then choose \( \rho_1 > 0 \) so that

\[
(4.12) \quad \frac{C_1 \rho_1}{\varepsilon^{m-j-1}} < \frac{h}{2} \quad \text{for} \quad p \leq j \leq m - 1.
\]

By using this \( \varepsilon \) we define \( \sigma_{j,k}(t) \ (j + k \leq m - 1) \) by (3.1) and put

\[
(4.13) \quad \Phi(t, \rho) = \sum_{j+k \leq m-1} \frac{1}{\sigma_{j,k}(t)} \phi_{j,k}(t, \rho).
\]

Then we have
Lemma 6. (1) $\Phi(t, \rho) = o(1)$ (as $t \to +0$) uniformly for $0 \leq \rho \leq \rho_1$.

(2) There is a constant $C > 0$ such that

$$
t D_t^+ \Phi(t, \rho) \leq C \mu(t) \left(1 + \frac{\partial}{\partial \rho}\right) \Phi(t, \rho)
$$

on $\{(t, \rho); 0 < t \leq T_0$ and $0 \leq \rho \leq \rho_1\}$.

Proof. By (4.10) we know

$$
\phi_{j,k}(t, \rho) = o(\mu(t)^{m-1}) \quad (\text{as } t \to +0)
$$

and therefore by using the condition (1) of Lemma 3 we obtain the result (1).

Since $(1/\sigma_{j,k}(t))$ is decreasing in $t$ we have $D_t^+ (1/\sigma_{j,k}(t)) \leq 0$ on $(0, T)$ and therefore from (4.13) we have

$$
t D_t^+ \Phi(t, \rho) \leq \sum_{j+k \leq m-1} \left(t D_t^+ \left(\frac{1}{\sigma_{j,k}}\right) \phi_{j,k} + \frac{1}{\sigma_{j,k}} \frac{t}{\partial t} \phi_{j,k}\right)
$$

$$\leq \sum_{j+k \leq m-1} \frac{1}{\sigma_{j,k}} t \frac{\partial}{\partial t} \phi_{j,k}.
$$

By using (4.2) and Lemma 5 we get from (4.15) that

$$
t D_t^+ \Phi \leq \sum_{j+k \leq m-1} \frac{1}{\sigma_{j,k}} \left(t \frac{\partial}{\partial t} + h_{j+1}\right) \phi_{j,k} - h \sum_{j \geq p} \frac{1}{\sigma_{j,0}} \phi_{j,0}
$$

$$\leq \sum_{j+k \leq m-1} \frac{1}{\sigma_{j,k}} n \frac{\partial}{\partial \rho} \phi_{j+1,k-1} + \sum_{j \leq m-2} \frac{1}{\sigma_{j,0}} \phi_{j+1,0}
$$

$$+ \frac{1}{\sigma_{m-1,0}} \left(C_1 \rho \sum_{j \geq p} \phi_{j,0}\right)
$$

$$+ C_2 \sum_{j+k \leq m-1} \mu(t)^{\max\{p,k+1\}} \left(1 + \frac{\partial}{\partial \rho}\right) \phi_{j,k}
$$

$$- h \sum_{j \geq p} \frac{1}{\sigma_{j,0}} \phi_{j,0}.$$
Recall that the conditions (3) \sim (6) of Lemma 3 imply the following:

1) if $k > 0$, $(1/\sigma_{j,k}) = (\mu(t)/\sigma_{j+1,k-1})$;
2) if $j + 1 \leq p - 1$, $(1/\sigma_{j,0}) = (\mu(t)/\sigma_{j+1,0})$;
3) if $j + 1 \geq p$, $(1/\sigma_{j,0}) = (\varepsilon/\sigma_{j+1,0})$;
4) if $j \geq p - 1$, $(1/\sigma_{m-k-1}) = (1/\varepsilon^{m-j-1})$;
5) $(\mu(t)^{\max(p,k+1)}/\sigma_{m-1,0}) = O(\mu(t)/\sigma_{j,k})$ (as $t \to +0$).

Hence, applying these to (4.16) we obtain

$$t\overline{D}_t^+ \Phi \leq \sum_{j+k \leq m-1 \atop k > 0} \mu(t) n \frac{\partial}{\partial \rho} \left( \frac{1}{\sigma_{j+1,k-1}} \phi_{j+1,k-1} \right)$$

$$+ C_2 \sum_{j+k \leq m-1} O(\mu(t)) \left( 1 + \frac{\partial}{\partial \rho} \right) \left( \frac{1}{\sigma_{j,k}} \phi_{j,k} \right)$$

$$+ \sum_{j+1 \leq p-1} \mu(t) \left( \frac{1}{\sigma_{j+1,0}} \phi_{j+1,0} \right)$$

$$+ \sum_{j \geq p} \left( \varepsilon + \frac{C_1 \rho}{\varepsilon^{m-j-1}} - h \right) \left( \frac{1}{\sigma_{j,0}} \phi_{j,0} \right).$$

Since (4.11) and (4.12) are assumed, we see that

$$\varepsilon + \frac{C_1 \rho}{\varepsilon^{m-j-1}} - h \leq 0$$

for any $0 \leq \rho \leq \rho_1$. Thus, by (4.17) and (4.18) we obtain

$$t\overline{D}_t^+ \Phi \leq C \mu(t) \left( 1 + \frac{\partial}{\partial \rho} \right) \sum_{j+k \leq m-1} \frac{1}{\sigma_{j,k}} \phi_{j,k}$$

for some $C > 0$. This completes the proof of (2) of Lemma 6. \qed

**Completion of the proof of Theorem 2.** Since $\|w(t)\|_\rho \leq \phi_{0,0}(t, \rho)$ holds (by (2) of Lemma 5), to complete the proof of Theorem 2 it is sufficient to prove that $\Phi(t, \rho) = 0$ on $\{(t, \rho) ; 0 < t \leq \varepsilon_0 \text{ and } 0 \leq \rho \leq \delta_0\}$ for some $\varepsilon_0 > 0$ and $\delta_0 > 0$. Let us show this now.

Let $\rho_1 > 0$ and $C > 0$ be the same as in Lemma 6 and choose $T_1 > 0$ so that $T_1 < T_0$ and

$$C \int_0^{T_1} \frac{\mu(s)}{s} ds < \rho_1.$$
Set
\[ \rho(t) = C \int_t^{T_1} \frac{\mu(s)}{s} ds, \quad 0 < t \leq T_1, \]
\[ \varphi(t) = e^{\rho(t)} \Phi(t, \rho(t)), \quad 0 < t \leq T_1. \]

Then we have \( \rho(\varepsilon) = O(1) \) (as \( \varepsilon \to +0 \)) and by using the condition (1) of Lemma 6 we see that \( \varphi(\varepsilon) = o(1) \) (as \( \varepsilon \to +0 \)). Since \( t(d\rho/dt) = -C\mu(t) \), by (4) of Lemma 4 and (4.14) we have for \( t > 0 \)
\[
\begin{align*}
t & \frac{D_t^+ \varphi}{\Phi} \leq t \frac{D_t^+ \varphi}{\Phi} \leq e^{\rho(t)} \left( t \frac{d\rho}{dt} + t \frac{D_t^+ \varphi}{\Phi} + \frac{\partial \Phi}{\partial \rho} \frac{d\rho}{dt} \right) \bigg|_{\rho = \rho(t)} \\
& = e^{\rho(t)} \left( -C\mu(t) \Phi + t \frac{D_t^+ \varphi}{\Phi} - C\mu(t) \Phi \frac{\partial \Phi}{\partial \rho} \right) \bigg|_{\rho = \rho(t)} \\
& \leq 0,
\end{align*}
\]
that is
\[ D_t^+ \varphi(t) \leq 0 \quad \text{on } (0, T_1). \]

Thus, by applying (5) of Lemma 4 we have \( \varphi(t) \leq \varphi(\varepsilon) \) for any \( 0 < \varepsilon < t \leq T_1 \) and therefore by letting \( \varepsilon \to +0 \) we obtain
\[ \varphi(t) \leq 0 \quad \text{for } 0 < t \leq T_1. \]

Since \( \varphi(t) \geq 0 \) is trivial, we have \( \varphi(t) = 0 \) for \( 0 < t \leq T_1 \) and therefore \( \Phi(t, \rho(t)) = 0 \) for \( 0 < t \leq T_1 \). Since \( \Phi(t, \rho) (\geq 0) \) is increasing in \( \rho \) we obtain \( \Phi(t, \rho) = 0 \) on \( \{(t, \rho) ; 0 < t \leq T_1 \text{ and } 0 \leq \rho \leq \rho(t)\} \). This completes the proof of Theorem 2. □

5. Proof of Theorem 3

Theorem 3 follows from Theorem 2 and the following proposition.

**Proposition 1.** Let \( \varepsilon > 0, \, \delta > 0 \) be sufficiently small, let \( p \) be an integer with \( 1 \leq p \leq m - 1 \) and let \( \mu(t) \) be a weight function. Assume (2.1), (C1), (C2)\(_p\), (C3)\(_{p-1}\), and (C4)\(_p\). Then, if \( u(t, x) \) is a solution of (E) belonging to \( S_a(\varepsilon, \delta; \mu(t)) \) and if \( a > p \) we have \( u(t, x) \in S_m(\varepsilon, \delta_1; \mu(t)) \) for any \( 0 < \delta_1 < \delta. \)
Let us show this from now. By (2.1) we may assume that

\[
\begin{aligned}
&\text{Re } \lambda_i(x) \leq 0 \quad \text{on } D_\delta \quad \text{for } i = 1, \ldots, p, \\
&\text{Re } \lambda_i(x) \leq -h \quad \text{on } D_\delta \quad \text{for } i = p + 1, \ldots, m
\end{aligned}
\]

for some \( h > 0 \), where \( D_\delta = \{ x \in \mathbb{C}^n ; |x| \leq \delta \} \).

**Definition 3.** Let \( k \in \mathbb{N} \), \( \varepsilon > 0 \), \( \delta > 0 \) and let \( \mu(t) \) be a weight function.

(1) For \( a \geq 0 \), we denote by \( X^k_a(\varepsilon, \delta; \mu(t)) \) the set of functions \( u(t, x) \) satisfying the following conditions (i), (ii) and (iii):

(i) \( u(t, x) \) is a function on \((0, \varepsilon) \times D_\delta\),

(ii) \( u(t, x) \) is of \( C^k \) class in \( t \) and continuous in \( x \),

(iii) for \( j = 0, 1, \ldots, k \) we have

\[
\max_{|x| \leq \delta} \left| \left( t \frac{\partial}{\partial t} \right)^j u(t, x) \right| = O(\mu(t)^a) \quad (\text{as } t \to +0).
\]

(2) We define \( X^k_+(\varepsilon, \delta; \mu(t)) \) by

\[
X^k_+(\varepsilon, \delta; \mu(t)) = \bigcup_{a > 0} X^k_a(\varepsilon, \delta; \mu(t)).
\]

First we note:

**Lemma 7.** Let \( \lambda(x) \in C^0(D_\delta) \) and let us consider

\[
\left( t \frac{\partial}{\partial t} - \lambda(x) \right) u = f \quad \text{on } (0, \varepsilon) \times D_\delta.
\]

(1) Assume that \( \text{Re } \lambda(x) \leq 0 \) on \( D_\delta \). Then, for any \( f \in X^0_a(\varepsilon, \delta; \mu(t)) \) with \( a > 1 \) the equation (5.2) has a unique solution \( u \in X^1_{a-1}(\varepsilon, \delta; \mu(t)) \). If \( f \) satisfies \( |f(t, x)| \leq C\mu(t)^a \) on \((0, \varepsilon) \times D_\delta \) we have the estimate

\[
|u(t, x)| \leq C\mu(t)^{a-1} \times \int_0^t \frac{\mu(\tau)}{\tau} d\tau \quad \text{on } (0, \varepsilon) \times D_\delta.
\]

Moreover, the uniqueness of the solution of (5.2) is valid in \( X^1_+(\varepsilon, \delta; \mu(t)) \).
Assume that \( \text{Re} \lambda(x) \leq -h \) on \( D_\delta \) for some \( h > 0 \). Then, for any \( f \in X^0(\varepsilon, \delta; \mu(t)) \) with \( a \geq 0 \) the equation (5.2) has a unique solution \( u \in X^1(\varepsilon, \delta; \mu(t)) \). If \( f \) satisfies \( |f(t,x)| \leq C\mu(t)^a \) on \( (0, \varepsilon) \times D_\delta \) we have the estimate
\[
|u(t,x)| \leq \frac{C}{h} \mu(t)^a \quad \text{on} \quad (0, \varepsilon) \times D_\delta.
\]
Moreover, the uniqueness of the solution of (5.2) is valid in \( X^1_0(\varepsilon, \delta; \mu(t)) \).

**Proof.** It is easy to see that in both cases (1) and (2) the unique solution of the equation (5.2) is given by
\[
 u(t,x) = \int_0^t \left( \frac{\tau}{t} \right)^{-\lambda(x)} f(\tau, x) \frac{d\tau}{\tau}.
\]

The estimate of the solution is verified as follows: if \( \text{Re} \lambda(x) \leq 0 \) on \( D_\delta \) and \( |f(t,x)| \leq C\mu(t)^a \) on \( (0, \varepsilon) \times D_\delta \) for some \( a > 1 \) we have
\[
|u(t,x)| \leq \int_0^t \left( \frac{\tau}{t} \right)^{-\text{Re}(\lambda(x))} C\mu(\tau)^a \frac{d\tau}{\tau}
\leq C \int_0^t \mu(\tau)^a \frac{d\tau}{\tau} \leq C\mu(t)^{a-1} \int_0^t \frac{\mu(\tau)}{\tau} d\tau;
\]
if \( \text{Re} \lambda(x) \leq -h < 0 \) on \( D_\delta \) and \( |f(t,x)| \leq C\mu(t)^a \) on \( (0, \varepsilon) \times D_\delta \) for some \( a \geq 0 \) we have
\[
|u(t,x)| \leq \int_0^t \left( \frac{\tau}{t} \right)^{-\text{Re}(\lambda(x))} C\mu(\tau)^a \frac{d\tau}{\tau}
\leq C\mu(t)^a \int_0^t \left( \frac{\tau}{t} \right)^h \frac{d\tau}{\tau} = C\mu(t)^a \frac{1}{h}.
\]

Put
\[
 C(\lambda, x) = \lambda^m - \sum_{j<m} \frac{\partial F}{\partial Z_{j,0}}(0, x, 0) \lambda^j
= (\lambda - \lambda_m(x)) \cdots (\lambda - \lambda_2(x)) (\lambda - \lambda_1(x))
\]
and let us consider

\[(5.3)\quad C(t \frac{\partial}{\partial t}, x) u = f.\]

Applying Lemma 7 \(m\)-times to (5.3) we obtain

**Lemma 8.** Assume \(1 \leq p \leq m, (5.1)\) and \((C_1)\). Then, for any \(f \in X^a_0(\varepsilon, \delta; \mu(t))\) with \(a > p\) the equation (5.3) has a unique solution \(u \in X^{m-p}_a(\varepsilon, \delta; \mu(t))\). If \(f\) satisfies \(|f(t, x)| \leq C\mu(t)^a\) on \((0, \varepsilon) \times D_\delta\) we have the estimates

\[|\Theta_j u(t, x)| \leq C\mu(t)^{a-p} \times \varphi(t) \quad \text{on} \quad (0, \varepsilon) \times D_\delta\]

for \(j = 0, 1, \ldots, m-1\)

where \(\Theta_j (j = 0, 1, \ldots, m-1)\) are the operators in (2.4) and

\[\varphi(t) = \max_{1 \leq i \leq m-p} \left\{ \frac{\mu(t)^p}{h^i}, \frac{\mu(t)^{p-l}}{h^{m-p}} \left( \int_0^t \frac{\mu(\tau)}{\tau} d\tau \right)^l \right\}.\]

Moreover, the uniqueness of the solution of (5.3) is valid in \(X^m_+ (\varepsilon, \delta; \mu(t))\).

Next, put

\[L(t, x, t \frac{\partial}{\partial t}) = (t \frac{\partial}{\partial t})^m - \sum_{j<m} \frac{\partial F}{\partial Z_{j,0}}(t, x, 0) \left( t \frac{\partial}{\partial t} \right)^j\]

and let us consider

\[(5.4)\quad L(t, x, t \frac{\partial}{\partial t}) u = f.\]

**Lemma 9.** Assume \(1 \leq p \leq m, (5.1), (C_1)\) and \((C_3)_{p-1}\). Let \(\mu(t)\) be a weight function and let \(\varepsilon_0 > 0\) be a sufficiently small number (depending on \(\mu(t)\) and the equation). Then, for any \(f \in X^0_a(\varepsilon_0, \delta; \mu(t))\) with \(a > p\)
the equation (5.4) has a unique solution \( u \in X_{a-p}^m(\varepsilon_0, \delta; \mu(t)) \). If \( f \) satisfies
\[
|f(t, x)| \leq C\mu(t)^a \text{ on } (0, \varepsilon_0) \times D_\delta
\]
we have the estimates
\[
|\Theta_j u(t, x)| \leq C\mu(t)^{a-p} \times 2\varphi(t) \text{ on } (0, \varepsilon_0) \times D_\delta
\]
for \( j = 0, 1, \ldots, m - 1 \).

Moreover, the uniqueness of the solution of (5.4) is valid in \( X_{+}^m(\varepsilon_0, \delta; \mu(t)) \).

**Proof.** Put
\[
K(t, x, t \frac{\partial}{\partial t}) = \sum_{j<m} \left( \frac{\partial F}{\partial Z_{j,0}}(t, x, 0) - \frac{\partial F}{\partial Z_{j,0}}(0, x, 0) \right) \left( t \frac{\partial}{\partial t} \right)^j
\]
\[
= \sum_{j<m} O(\mu(t)^p) \Theta_j.
\]

Then the equation (5.4) is expressed in the form
\[
C(t \frac{\partial}{\partial t}, x) u = K(t, x, t \frac{\partial}{\partial t}) u + f
\]
and therefore to solve (5.4) we can use the method of successive approximations:

\[
\begin{align*}
C(t \frac{\partial}{\partial t}, x) u_0 &= f, \\
C(t \frac{\partial}{\partial t}, x) u_1 &= K(t, x, t \frac{\partial}{\partial t}) u_0, \\
C(t \frac{\partial}{\partial t}, x) u_2 &= K(t, x, t \frac{\partial}{\partial t}) u_1, \\
& \quad \ldots \ldots \ldots \\
& \quad \ldots \ldots \ldots
\end{align*}
\]

It is easy to see that \( u_0, u_1, u_2, \ldots \) are well-defined and they satisfy the estimates
\[
|\Theta_j u_k| \leq C\mu(t)^{a-p} \times (M\varphi(t))^k \varphi(t)
\]
for \( j = 0, 1, \ldots, m - 1 \) and \( k = 0, 1, 2, \ldots \).
for some \( M > 0 \).

Since \( p \geq 1 \) is assumed, by the definition of \( \varphi(t) \) we have \( \varphi(t) = o(1) \) (as \( t \to +0 \)) and therefore we can choose \( \varepsilon_0 > 0 \) so that \( M \varphi(\varepsilon_0) < 1/2 \).

Then, by (5.5) we have
\[
\sum_{k=0}^{\infty} |\Theta_j u_k| \leq C \mu(t)^{a-p} \times 2 \varphi(t) \quad \text{on} \quad (0, \varepsilon_0) \times D_\delta
\]
for \( j = 0, 1, \ldots, m-1 \).

Thus, we can easily conclude that the sum \( u = \sum_{k=0}^{\infty} u_k \) is a solution of (5.4) in \( X_{a-p}^{\mu}(\varepsilon_0, \delta; \mu(t)) \).

The uniqueness may be proved in the same way. □

**COROLLARY TO LEMMA 9.** Assume \( 1 \leq p \leq m, (5.1), (C_1) \) and \((C_3)_{p-1} \). If \( u(t, x) \) belongs to \( S_+^{<}(\varepsilon, \delta; \mu(t)) \) and satisfies \( L(t, x, t \partial / \partial t)u(t, x) = O(\mu(t)^a) \) (as \( t \to +0 \)) uniformly on \( D_\delta \) for some \( a > p \), then we have \( u(t, x) \in S_{a-p}(\varepsilon, \delta; \mu(t)) \).

Now, we write
\[
R[u] = F\left(t, x, \left\{(t \partial / \partial t)^j (\partial / \partial x)^\alpha u \right\}_{(j,\alpha) \in I_m}\right) - \sum_{j<m} \frac{\partial F}{\partial Z_j,0}(t, x, 0) \left(t \frac{\partial}{\partial t}\right)^j u.
\]

The equation (E) is then written as
\[
(5.6) \quad L\left(t, x, t \frac{\partial}{\partial t}\right)u = R[u].
\]

The following lemma is a consequence of our assumptions \((C_1), (C_2)_p \) and \((C_4)_p \):

**LEMMA 10.** Assume \((C_1), (C_2)_p, (C_4)_p \) and let \( s > 0 \) be the one in \((C_4)_p \). Then, if \( u(t, x) \) belongs to \( S_a^{<}(\varepsilon, \delta; \mu(t)) \) for some \( a > 0 \) we have \( R[u](t, x) = O(\mu(t)^b) \) (as \( t \to +0 \)) uniformly on \( D_{\delta_1} \) for any \( b \) satisfying
\[
0 < b \leq \min\{2a, a + p + s, m + p\}
\]
and any \( \delta_1 \) with \( 0 < \delta_1 < \delta \).
Proof. Let \( u(t,x) \in \mathcal{S}_a(\epsilon, \delta; \mu(t)) \) for some \( a > 0 \). Then we have

\[
\max_{|x| \leq \delta_1} \left| \left( t \frac{\partial}{\partial t} \right)^j \left( \frac{\partial}{\partial x} \right)^\alpha u(t,x) \right| = O(\mu(t)^a) \quad \text{(as } t \to +0) \tag{5.7}
\]

for any \((j, \alpha) \in I_m\) and any \(0 < \delta_1 < \delta\).

By the Taylor expansion in \( Z \) we see

\[
R[u] = F(t,x,0) + \sum_{(j,\alpha) \in I_m} \frac{\partial F}{\partial Z_{j,\alpha}}(t,x,0) \left( t \frac{\partial}{\partial t} \right)^j \left( \frac{\partial}{\partial x} \right)^\alpha u + \sum_{(j,\alpha), (k,\beta) \in I_m} O\left( \left( t \frac{\partial}{\partial t} \right)^j \left( \frac{\partial}{\partial x} \right)^\alpha u \times \left( t \frac{\partial}{\partial t} \right)^k \left( \frac{\partial}{\partial x} \right)^\beta u \right).
\]

Thus, by applying \((C_2)_p, (C_4)_p\) and \(5.7\) we obtain

\[
R[u] = O(\mu(t)^{m+p}) + O(\mu(t)^{p+s})O(\mu(t)^a) + O(\mu(t)^a \times \mu(t)^a)
\]

which leads us to the conclusion of Lemma 10. □

Finally, let us give a proof of Proposition 1 by using Corollary to Lemma 9 and Lemma 10.

Proof of Proposition 1. Let \( u(t,x) \) be a solution of (E) belonging to \( \mathcal{S}_a(\epsilon, \delta; \mu(t)) \) for some \( a > p \). Let \( s > 0 \) be the one in \((C_4)_p\). Take a sequence \( a_0, a_1, \ldots, a_N \) which satisfies the following:

i) \( p < a = a_0 < a_1 < \cdots < a_N = m \);
ii) \( a_{i+1} + p \leq \min\{2a_i, a_i + p + s, m + p\} \quad (i = 0, 1, \ldots, N-1) \).

Since \( a_0 = a \), we have \( u \in \mathcal{S}_{a_0}(\epsilon, \delta; \mu(t)) \). Therefore, by Lemma 10 and the above condition ii) we have \( R[u] = O(\mu(t)^{a_1+p}) \) (as \( t \to +0 \)) uniformly on \( D_{\delta_1} \) for any \( 0 < \delta_1 < \delta \). Since \( u \) is a solution of \((5.6)\) we see \( L(t,x,t\partial/\partial t)u = R[u] = O(\mu(t)^{a_1+p}) \) (as \( t \to +0 \)) and therefore by Corollary to Lemma 9 we obtain \( u \in \mathcal{S}_{a_1}(\epsilon, \delta_1; \mu(t)) \) for any \( 0 < \delta_1 < \delta \).

By using Lemma 10 again to \( u \in \mathcal{S}_{a_1}(\epsilon, \delta_1; \mu(t)) \) we have \( L(t,x,t\partial/\partial t)u = R[u] = O(\mu(t)^{a_2+p}) \) (as \( t \to +0 \)) and hence by Corollary to Lemma 9 we obtain \( u \in \mathcal{S}_{a_2}(\epsilon, \delta_1; \mu(t)) \) for any \( 0 < \delta_1 < \delta \).

Thus, by repeating the same argument \( N \)-times we can conclude that \( u(t,x) \in \mathcal{S}_{a_N}(\epsilon, \delta_1; \mu(t)) \) holds for any \( 0 < \delta_1 < \delta \). Since \( a_N = m \), this completes the proof of Proposition 1. □
6. Application

Lastly, let us apply Theorem 2 to the problem of removable singularities of solutions of (E) (see also Tahara [5]).

Let \( t \in \mathbb{C} \), \( x = (x_1, \ldots, x_n) \in \mathbb{C}^n \), \( Z = \{Z_{j,\alpha}\}_{(j,\alpha) \in I_m} \in \mathbb{C}^{d(m)} \), let \( F(t, x, Z) \) be a function in \((t, x, Z)\) and let us consider the following equation:

\[
(6.1) \quad \left( t \frac{\partial}{\partial t} \right)^m u = F \left( t, x, \left\{ \left( t \frac{\partial}{\partial t} \right)^j \left( \frac{\partial}{\partial x} \right)^\alpha \right\}_{(j,\alpha) \in I_m} \right).
\]

In this section we impose the following conditions on \( F(t, x, Z) \):

(A1) \( F(t, x, Z) \) is a holomorphic function in a neighborhood of \((t, x, Z) = (0, 0, 0)\);

(A2) \( F(0, x, 0) \equiv 0 \) near \( x = 0 \);

(A3) \( \frac{\partial F}{\partial Z_{j,\alpha}}(0, x, 0) \equiv 0 \) near \( x = 0 \), if \(|\alpha| > 0\).

Denote by \( \lambda_1(x), \ldots, \lambda_m(x) \) the roots of the equation in \( \lambda \):

\[
\lambda^m - \sum_{j < m} \frac{\partial F}{\partial Z_{j,0}}(0, x, 0) \lambda^j = 0.
\]

For \( \delta > 0 \) we set

\[
N(\lambda; \delta) = \{ x \in \mathbb{C}^n; |x| \leq \delta \text{ and } \Re \lambda_i(x) \leq 0 \},
\]

\[
N(\lambda_1, \ldots, \lambda_m; \delta) = \bigcap_{i=1}^m N(\lambda_i; \delta)
\]

and denote by \( N^0(\lambda_1, \ldots, \lambda_m; \delta) \) the interior of \( N(\lambda_1, \ldots, \lambda_m; \delta) \). Set:

(B) \( N^0(\lambda_1, \ldots, \lambda_m; \delta) \neq \emptyset \) holds for any sufficiently small \( \delta > 0 \).

Denote by \( \mathcal{R}(\mathbb{C} \setminus \{0\}) \) the universal covering space of \( \mathbb{C} \setminus \{0\} \) and set: \( S_\theta = \{ t \in \mathbb{R}(\mathbb{C} \setminus \{0\}); |\arg t| < \theta \} \), \( S_\theta(\varepsilon) = \{ t \in S_\theta; |t| < \varepsilon \} \), and \( D_r = \{ x \in \mathbb{C}^n; |x| \leq r \} \). For a weight function \( \mu(t) \) satisfying \( \mu_1), \mu_2), \mu_3) \) we impose another condition
\( \mu \) \quad \mu(t + ct) = O(\mu(t)) \quad \text{(as} \; t \to +0) \quad \text{for} \; c > 0.

**Theorem 4.** Assume \( (A_1), \; (A_2), \; (A_3) \) and \( (B) \). Then, if \( u(t, x) \) is a solution of (6.1) holomorphic on \( S_\theta(\varepsilon) \times D_r \) for some \( \theta > 0, \; \varepsilon > 0, \; r > 0 \) and satisfying
\[
\begin{align*}
\max_{|x| \leq r} |u(t, x)| &= O(\mu(|t|)^m) \quad \text{(as} \; t \to 0 \; \text{in} \; S_\theta) \\
\end{align*}
\]
for some weight function \( \mu(t) \) with \( \mu^* \), \( u(t, x) \) is holomorphic in a full neighborhood of \((0,0) \in \mathbb{C} \times \mathbb{C}^n\).

**Remark 2.**

1. Note that the condition \( (B) \) implies
\[
\begin{align*}
\Re \lambda_i(0) &\leq 0 \quad \text{for} \; i = 1, \ldots, m.
\end{align*}
\]
But, the converse is not true for \( m \geq 2 \) in general.

2. When \( m = 1 \), (6.3) implies \( (B) \); in this case Theorem 4 is already proved in Gérard-Tahara [1].

3. The author believes that Theorem 4 is valid even if we replace the condition \( (B) \) by (6.3). But, at present, he has no idea to prove this conjecture in the case \( m \geq 2 \).

**Proof of Theorem 4.** Assume \( (A_1), \; (A_2), \; (A_3) \) and \( (B) \). Then we have (6.3) and therefore we know by [2] that the equation (6.1) has a unique holomorphic solution \( u_0(t, x) \) in a neighborhood of \((0,0) \in \mathbb{C} \times \mathbb{C}^n\) satisfying \( u_0(0, x) \equiv 0 \). Note that \( t^{1/m} \) is a weight function and that
\[
\begin{align*}
u_0(t, x) &\in S_m(\varepsilon_1, \delta_1; t^{1/m})
\end{align*}
\]
for some \( \varepsilon_1 > 0 \) and \( \delta_1 > 0 \).

Let \( u(t, x) \) be a holomorphic solution of (6.1) on \( S_\theta(\varepsilon) \times D_\delta \) for some \( \theta > 0, \; \varepsilon > 0, \; \delta > 0, \) and assume
\[
\begin{align*}
|u(t, x)| &\leq A\mu(|t|)^m \quad \text{on} \; S_\theta(\varepsilon) \times D_\delta
\end{align*}
\]
for some constant \( A > 0 \) and some weight function \( \mu(t) \) with \( \mu^* \). Our aim is to prove that \( u(t, x) \) is holomorphic in a full neighborhood of \((0,0) \in \mathbb{C} \times \mathbb{C}^n\).
We may assume $0 < \theta < \pi/2$, let $c > 0$ be the constant in $\mu^*$, take $r > 0$ sufficiently small so that $r < \min\{\sin \theta, c\}$, and put $T_0 = \varepsilon/(1 + r)$. Then, for any real number $t \in (0, T_0)$ we have $\{\tau \in \mathbb{C} ; |\tau - t| = rt\} \subset S_\theta(\varepsilon)$ and by Cauchy’s integral formula we see that

$$\partial_t^k u(t, x) = \frac{k!}{2\pi \sqrt{-1}} \int_{|\tau - t| = rt} \frac{u(\tau, x)}{(\tau - t)^{k+1}} \ d\tau$$

for any $k \in \mathbb{N}$. Hence, by (6.5) and (6.6) we obtain

$$|t^k \partial_t^k u(t, x)| \leq \frac{k!}{r^k} A \mu(t + rt)^m = O(\mu(t)^m) \text{ (as } t \to 0);$$

this implies

$$(6.7) \quad u(t, x) \in \mathcal{S}_m(\varepsilon, \delta; \mu(t)).$$

Now, put

$$\mu_0(t) = t^{1/m} + \mu(t);$$

then $\mu_0(t)$ is a weight function. It is easy to see that the equation (6.1) satisfies $(C_1)$ and $(C_3)_p$ with $p = m$ and $\mu(t) = \mu_0(t)$. Moreover, by (6.4) and (6.7) we know that $u_0(t, x)$ and $u(t, x)$ belong to the class $\mathcal{S}_m(\varepsilon_0, \delta_0; \mu_0(t))$ for some $\varepsilon_0 > 0$ and $\delta_0 > 0$. Thus, if the condition (2.1) is valid we can apply Theorem 2 to this case.

By the condition (B) we can take $x^* \in N^0(\lambda_1, \ldots, \lambda_m; \delta_0)$. Then, in a neighborhood of $x^*$ we have

$$\text{Re } \lambda_i(x) \leq 0 \quad \text{for } i = 1, \ldots, m$$

and hence by applying Theorem 2 we obtain the result that $u_0(t, x) = u(t, x)$ on $\{(t, x) \in \mathbb{R} \times \mathbb{C}^n ; 0 < t < T_1 \text{ and } |x - x^*| \leq r_1\}$ for some $T_1 > 0$ and $r_1 > 0$. Since $u_0(t, x)$ is a holomorphic function in a full neighborhood of $(0, 0) \in \mathbb{C} \times \mathbb{C}^n$, by the unique continuation property of holomorphic functions we can conclude that $u(t, x)$ is holomorphic in a full neighborhood of $(0, 0) \in \mathbb{C} \times \mathbb{C}^n$. This completes the proof of Theorem 4. □

The following lemma gives a sufficient condition for the condition $\mu^*$).
Lemma 11. If a weight function \( \mu(t) \) satisfies \( \mu(t) \in C^1((0,T)) \) and 
\[
(t \frac{d \mu}{d t})(t) = O(\mu(t)) \text{ (as } t \to +0),
\]
then \( \mu(t) \) satisfies the condition \( \mu^* \).

Proof. By the condition \( t \mu'_t(t) = O(\mu(t)) \) (as \( t \to +0 \)) we have 
\( t \mu'_t(t) \leq A \mu(t) \) for some \( A > 0 \). Then, if we take a \( c > 0 \) such that 
\( cA < 1 \) holds, the condition \( \mu^* \) is verified in the following way.

For \( t > 0 \) and \( 0 \leq \theta \leq c \) we have 
\[
\mu'_t(t + t \theta) t \leq (t \mu'_t)(t + t \theta) \leq A \mu(t + t \theta) \leq A \mu(t + ct)
\]
and therefore
\[
\mu(t + ct) = \mu(t) + \int_0^c \mu'_t(t + t \theta) t \, d\theta
\]
\[
\leq \mu(t) + \int_0^c A \mu(t + ct) \, d\theta
\]
\[
= \mu(t) + cA \mu(t + ct).
\]
Since \( cA < 1 \) is assumed we obtain
\[
\mu(t + ct) \leq \frac{1}{1 - cA} \mu(t).
\]
This implies the condition \( \mu^* \). \( \Box \)
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