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Elementary Construction of the Sheaf of Small

2-microfunctions and an Estimate of Supports

By Shota Funakoshi

Abstract. The aim of this paper is to give our elementary con-
struction of the sheaf of small 2-microfunctions and obtain an estimate
of the support of solution complexes with coefficients in this sheaf. As
applications we show results of solvability in the framework of mi-
crofunctions for a class of differential equations whose characteristic
varieties are Lagrangian.

1. Introduction

The theory of the second microlocalization along regular involutive sub-

manifolds was initiated by M. Kashiwara and J. M. Bony. M. Kashiwara has

constructed the sheaf C2
V of 2-microfunctions microlocalizing the sheaf OX

of holomorphic functions twice. (Refer to Kashiwara–Laurent [3].) Since

this sheaf is too large to decompose microfunctions into second microlocal

singularities, Kataoka–Tose [7] and Kataoka–Okada–Tose [6] introduced a

new sheaf what is called the sheaf of small 2-microfunctions. Schapira–

Takeuchi [9] constructed later functorially the same sheaf by introducing

a bimicrolocalization functor. Here we will also give another elementary

construction based on the idea of K. Kataoka, with application to the study

of microfunction solutions for a class of differential equations whose charac-

teristic varieties are Lagrangian.

We give the plan of this paper.

Section 2 is preliminaries of subsequent sections. We review the theory

of microlocal study of sheaves, 2-microlocal analysis, etc.

In Section 3, we give our construction of the sheaf C̃2
V of small 2-

microfunctions in a simple way.
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In Section 4 we give a theorem of supports, that is, when a regular

involutive submanifold V is defined by:

V =

{
(x;
√
−1ξ · dx) ∈

√
−1

◦
T ∗Rn; ξ′ = (ξ1, . . . , ξn−1) = 0

}
,(1.1)

we study a simple sufficient condition under which a solution complex with

coefficients in C̃2
V vanishes locally in the derived category. Our construction

of the sheaf C̃2
V enable us to estimate the support of solution complexes.

Section 5 is devoted to the application to a class of linear differential

equations. Let P be a differential operator with analytic coefficients on Rn

satisfying the following condition. One supposes for some k ∈ N and for

some l ∈ N:

|σ(P )(x;
√
−1ξ/|ξ|)| ∼ (|xk

n|+ |ξ′|/|ξ|)l,(1.2)

in a real neighborhood of any point of

Σ =

{
(x;
√
−1ξ · dx) ∈

√
−1

◦
T ∗Rn;xn = 0, ξ′ = 0

}
.(1.3)

Here, σ(P ) denotes the principal symbol of P . Though this operator P is

not partially elliptic along V as in the Bony-Schapira’s theory, we will prove

that the operator P induces an isomorphism:

P : C̃2
V

∼−→ C̃2
V(1.4)

in a neighborhood of a point of {xn = 0}.
Moreover we consider the differential operator P of the form:

P = Dx1 + ax2Dx2(1.5)

with a ∈ C \ R, Dxj =
∂

∂xj
(j = 1, 2). We will prove local solvability of

Pu = f on Σ = {x2 = ξ1 = 0} in the space A2
V of second analytic functions

for any f ∈ A2
V . Then, together with the above isomorphism (1.4), we get

solvability in the space CM of microfunctions for any f ∈ CM . As a corollary

of this fact, we can also prove existence of microfunction solutions for the

second order degenerate elliptic equation:

(D2
x1

+ (x2Dx2)
2)u = f,(1.6)

for all f ∈ CM .

I would like to express my gratitude to Professor K. Kataoka for guid-

ance, encouragement and valuable suggestions. I would also like to thank

Professor H. Yamane and Dr. S. Yamazaki for helpful discussions.
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2. Preliminaries

2.1. Microlocal study of sheaves

In this subsection, we recall some notation on microlocal study of

sheaves. (Refer to Kashiwara–Schapira [4].)

Let X be a topological space and A a unitary ring. We denote by D(X)

the derived category of the abelian category of sheaves of A-modules on X

and D+(X) denotes the full subcategory of D(X) consisting of complexes

with cohomology bounded from below.

When X is a real C∞ manifold, SS(F ) denotes the micro-support of an

object F of D+(X). We recall several functorial important formulae on the

micro-support under several operations on sheaves.

Let Z be a locally closed subset of X and G ∈ Ob(D+(X)). Then

SS(RΓZ(G)) ⊂ SS(G)+̂SS(ZZ)a.(2.1)

Here SS(ZZ)a is the image of SS(ZZ) by the antipodal map a : T ∗X →
T ∗X, (x; ξ) �→ (x;−ξ), and ZZ is the zero sheaf on X \ Z and the constant

sheaf with the stalk Z on Z.

Now we describe the set of the right-hand side of (2.1) with a system of

local coordinates. For two conic subsets A, B of T ∗X, the subset A+̂B is

defined. Let (x◦; ξ◦) ∈ T ∗X, ξ◦ �= 0. Then (x◦; ξ◦) does not belong to A+̂B

if and only if there exists a positive number δ such that{(
x+ εy;

x∗

ε
+ y∗

)
∈ T ∗X; (x;x∗) ∈ Ba,(2.2)

|x− x◦|+ |x∗|+ |y|+ |y∗ − ξ◦| < δ, 0 < ε < δ

}
∩A = ∅.

Next let Y and X be real C∞ manifolds and assume that a C∞ map

f : Y → X is smooth (i.e. (f∗)y : TyY → Tf(y)X is surjective for any y ∈ Y ).

For F ∈ Ob(D+(X)) one has

SS(f−1F ) = ρ(#−1(SS(F ))),(2.3)

where ρ, # are the natural maps associated to f , from Y ×
X
T ∗X to T ∗Y

and T ∗X respectively:

T ∗X

←− Y ×

X
T ∗X

ρ−→ T ∗Y.(2.4)



224 Shota Funakoshi

Moreover, let Z be a closed subset of Y . Then:

SS(ZZ) ⊂ N∗(Z).(2.5)

Here N∗(Z) is the conormal cone to Z.

2.2. 2-microlocal analysis

Let M be an open subset of Rn with coordinates x = (x1, . . . , xn) and

X a complex neighborhood of M in Cn with coordinates z = (z1, . . . , zn).

Let (z, ζ) be the associated coordinates on T ∗X with z = x +
√
−1y, ζ =

ξ +
√
−1η. Then (x;

√
−1ξ · dx) denotes a point of T ∗MX(�

√
−1T ∗M)

with ξ ∈ Rn. Let V be the following regular involutive submanifold of
◦
T ∗MX(= T ∗MX \M):

V =

{
(x;
√
−1ξ · dx) ∈

◦
T ∗MX; ξ1 = · · · = ξd = 0

}
(1 ≤ d < n).(2.6)

We put

x = (x′, x′′), x′ = (x1, . . . , xd), x′′ = (xd+1, . . . , xn),(2.7)

etc. We set, moreover,

N =
{
z ∈ X; Im z′′ = 0

}
,(2.8)

Ṽ = T ∗NX.(2.9)

This space Ṽ is called a partial complexification of V . It is equipped with

the sheaf

C
Ṽ

= µN (OX)[n− d](2.10)

of microfunctions with holomorphic parameters z′, where µN denotes the

functor of Sato’s microlocalization along N . Refer to Kashiwara–Schapira

[4]. M. Kashiwara constructed the sheaf C2
V of 2-microfunctions along V on

T ∗V Ṽ from C
Ṽ

by

C2
V = µV (C

Ṽ
)[d].(2.11)

We also define

A2
V = C

Ṽ
|V ,(2.12)

B2
V = RΓV (C

Ṽ
)[d] = C2

V |V .(2.13)
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We call A2
V the sheaf of 2-analytic functions and B2

V the sheaf of 2-hyper-

functions along V . Note that these complexes C
Ṽ
, C2

V and B2
V are concen-

trated in degree 0.

There are fundamental exact sequences concerning C2
V . On V ,

0 −→ A2
V −→ B2

V −→
◦
πV ∗

(
C2

V | ◦
T ∗
V Ṽ

)
−→ 0,(2.14)

0 −→ CM |V −→ B2
V ,(2.15)

where
◦
πV is the restriction of the projection πV : T ∗V Ṽ → V to

◦
T ∗V Ṽ , and

CM (= µM (OX)[n]) is the sheaf of Sato microfunctions on M . We note

that the inclusion CM |V ↪→ B2
V is not surjective. Refer to Kataoka–Okada–

Tose [6] for a counter-example.

Moreover there exists the canonical spectrum map

Sp2
V : π−1

V B2
V −→ C2

V(2.16)

on T ∗V Ṽ . By using Sp2
V we define

SS2
V (u) = supp

(
Sp2

V (u)
)

(2.17)

for u ∈ B2
V . This subset SS2

V (u) is called the second singular spectrum of u

along V .

Refer to Kashiwara–Laurent [3] for more details.

The exact sequence (2.14) shows that the sheaf C2
V gives second microlo-

cal analytic singularities for sections of B2
V . This sheaf C2

V is, however, too

large to study microfunction solutions for a class of differential equations,

because the inclusion in (2.15) is not surjective.

For this reason Kataoka–Tose [7] constructed the subsheaf
◦
C2

V of C2
V | ◦

T ∗
V Ṽ

satisfying the exact sequence

0 −→ A2
V −→ CM |V −→

◦
πV ∗ (

◦
C2

V ) −→ 0(2.18)

by using the comonoidal transformation. Kataoka–Okada–Tose [6] also con-

structed C̃2
V as the image sheaf of the morphism

◦
π
−1

V (CM |V ) −→ C2
V | ◦

T ∗
V Ṽ

(2.19)
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to have the same exact sequence as (2.18). Schapira–Takeuchi [9] con-

structed later the same sheaf

CMN = µMN (OX)[n](2.20)

by using the functor µMN of Schapira–Takeuchi’s bimicrolocalization. Refer

also to Takeuchi [10] for details.

We take the following regular involutive submanifold of
◦
T ∗X:

V C =

{
(z; ζ · dz) ∈

◦
T ∗X; ζ ′ = 0

}
,(2.21)

which is a complexification of V . For this space, one sets the complex

submanifold Ṽ C of
◦
T ∗(X ×X) as in Laurent [8]. We remark that T ∗

V C Ṽ
C

is a complexification of T ∗V Ṽ .

We denote by EX the sheaf of rings of microdifferential operators and by

E2
V C the sheaf of rings of 2-microdifferential operators. We denote, moreover,

by σ(P ) (resp. σV C(P )) the principal symbol of a microdifferential (resp.

2-microdifferential) operator P . We can regard a microdifferential operator

P as a 2-microdifferential operator in a neighborhood of a point of V C:

EX |V C
∼−→ D2

V C := E2
V C |V C .(2.22)

For this operator P , σV C(P ) is the lowest degree term of the Taylor expan-

sion of σ(P ) along V C:
σ(P )(z, ζ) =

∑
|α|≥m

aα(z, ζ ′′)ζ ′α,

σV C(P )(z, ζ ′′, z′∗) =
∑
|α|=m

aα(z, ζ ′′)z′∗
α
.

(2.23)

Let U be an open subset of T ∗
V C Ṽ

C. Then, for a 2-microdifferential operator

P ∈ E2
V C(U), P is invertible on U if and only if σV C(P ) �= 0 on U .

Let M be a coherent EX -module defined in a neighborhood of a point

of V . One says that M is partially elliptic along V if:

Ch2
V C(M) ∩

◦
T ∗V Ṽ = ∅.(2.24)

Here the subset Ch2
V C(M) of T ∗

V C Ṽ
C is the microcharacteristic variety of

M along V C. Next let P be a microdifferential operator defined in a neigh-

borhood of a point of V , which is partially elliptic along V . Since this
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operator P induces an isomorphism P : C2
V
∼→ C2

V , any microfunction (or

any 2-hyperfunction) solution for the equation Pu = 0 always belongs to

A2
V .

Refer to Laurent [8] and Bony–Schapira [1] for more details.

3. Elementary Construction of the Sheaf C̃2
V

In this section we give our elementary construction of the sheaf C̃2
V in

order to estimate the support of solution complexes with coefficients in

this sheaf. Our construction makes it possible to give this estimate. This

construction is based on the idea of K. Kataoka. We follow the notation of

Subsection 2.2 in this, and all subsequent sections unless otherwise specified.

First of all, we set M = Rn with coordinates x = (x1, . . . , xn), X =

MC = Cn with coordinates z = (z1, . . . , zn), and

X̃ = X × (Rd \ {0}),(3.1)

Hc =
{
(z, ξ′) ∈ X̃; 〈Im z′, ξ′〉 ≤ c|Im z′′|

}
,(3.2)

G =
{
(z, ξ′) ∈ X̃; Im z′′ = 0

}
(3.3)

for c > 0. We identify{
(z′, x′′, ξ′;

√
−1ξ′′ · dx′′) ∈

◦
T ∗GX̃; Im z′ = 0

}
(3.4)

with
◦
T ∗V Ṽ through the correspondence

(x, ξ′;
√
−1ξ′′ · dx′′)←→ (x;

√
−1ξ′′ · dx′′;

√
−1ξ′ · dx′).(3.5)

Definition 3.1 (small 2-microfunction). One sets

C̃2
V = lim

−→
c

Hn
((
µGRΓHc(p

−1OX)
)∣∣∣ ◦

T ∗
V Ṽ

)
(3.6)

on
◦
T ∗V Ṽ , where p : X̃ → X is the projection and c tends to +∞. One calls

C̃2
V the sheaf of small 2-microfunctions along V .
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We can find from the next theorem that this sheaf C̃2
V coincides with that

of Kataoka–Tose and Kataoka–Okada–Tose, and also with CMN of Schapira–

Takeuchi. Therefore we get the exact sequence:

0 −→ A2
V −→ CM |V −→

◦
πV ∗ (C̃2

V ) −→ 0(3.7)

in this case too.

Theorem 3.2. Let q◦ = (x◦;
√
−1ξ′′◦ · dx′′;

√
−1ξ′◦ · dx′) ∈

◦
T ∗V Ṽ . Then

we have

C̃2
V ,q◦ = lim

−→
Z

Hn
Z(OX)x◦ .(3.8)

Here Z ranges through the family of closed subsets of X such that

Z =M +
√
−1(Γ + (Γ ′ × {0}))(3.9)

and Γ (resp. Γ ′) is a closed convex cone with the vertex 0 in Rn (resp. Rd)

satisfying the properties

Γ ⊂ {(y′, y′′) ∈ Rn; 〈y′′, ξ′′◦ 〉 < 0} ∪ {0},(3.10)

Γ ′ ⊂ {y′ ∈ Rd; 〈y′, ξ′◦〉 < 0} ∪ {0}.(3.11)

We prepare some propositions which is needed in the proof of Theo-

rem 3.2. The following lemma is fundamental.

Lemma 3.3 (Vietoris-Begle theorem). Let Y and X be topological

spaces and let f : Y → X be a continuous map. Assume f is proper

with contractible fibers and surjective. Then for any F ∈ Ob(D+(X)), F
∼→

Rf∗f−1F is an isomorphism. In particular, for any q ∈ Z we have

Hq(Y, f−1F ) � Hq(X,F ).(3.12)

In the same manner in Kataoka [5, Lemma 4.1.10], we get the following

proposition.

Proposition 3.4. In the preceding situation of Definition 3.1, let V be

an open subset of X̃ with convex fibers. Assume that there exists a compact



Small 2-microfunctions 229

subset K of Rd \ {0} such that V ⊂ X ×K. Then for any sheaf F on X

and for any q ∈ Z one has

Hq(V, p−1F ) � Hq(p(V ), F ).(3.13)

Proof. We may assume that F is a flabby sheaf by the general theory

of cohomology groups with coefficients in sheaves. It is clear that there

exists a family {Km}m∈N of closed subsets of X̃, satisfying: V =
⋃
m

Km, Km ⊂ Int(Km+1) for all m,

any fiber of Km is convex for all m.
(3.14)

Since p|X×K is proper, the restriction map of p to Km, p|Km : Km → p(Km)

is also proper with convex fibers. Therefore, applying Lemma 3.3, we are

able to get

Hq(Km, p
−1F ) � Hq(p(Km), F )(3.15)

for any m ∈ N.

Note first that each p(Km) is closed in X and F is flabby. Hence, we

have

Hq(p(Km), F )
∼← lim

−→
p(Km)⊂W

Hq(W,F )(3.16)

=

 lim
−→

p(Km)⊂W

H0(W,F ), if q = 0,

0, if q �= 0,

where W ranges through the family of open neighborhoods of p(Km) in X.

Note moreover that the projective system {Hq−1(Km, p
−1F )}m∈N sat-

isfies the Mittag-Leffler condition for a given q ∈ Z from the flabbiness of

F . Therefore we have

Hq(V, p−1F )
∼→ lim
←−
m

Hq(Km, p
−1F ),(3.17)

and hence, taking the projective limit on both sides of (3.15), we get

Hq(V, p−1F ) =

{
H0(p(V ), F ), if q = 0,

0, if q �= 0.
(3.18)
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This completes the proof of Proposition 3.4. �

Proof of Theorem 3.2. We assume that q◦ = (x◦;
√
−1dxn;

√
−1dx1) for the sake of simplicity. Note that we identify q◦ ∈

◦
T ∗V Ṽ with a

point (x◦, 1, 0, . . . , 0;
√
−1dxn) ∈ T ∗GX̃. The stalk of C̃2

V at q◦ is expressed

by

C̃2
V ,q◦ � lim

−→
c

Hn
(
µGRΓHc(p

−1OX)
)

q◦
(3.19)

= lim
−→

c,Z̃,π(q◦)∈Ũ

Hn
Z̃∩Hc∩Ũ

(
Ũ , p−1OX

)
.

Here π denotes the projection π : T ∗GX̃ → G and Z̃ ranges through the

family of closed subsets of X̃ such that

CG

(
Z̃
)

π(q◦)
⊂

{
v ∈ TGX̃; 〈v, q◦〉 > 0

}
∪ {0},(3.20)

and Ũ through the family of open neighborhoods of π(q◦) = (x◦, 1, 0, . . . , 0)

in X̃. Refer to Kashiwara–Schapira [4] for the notion of normal cones.

By a system of local coordinates on X, we set

Ũ = Ũε =
{
(z, ξ′) ∈ X̃; |z − x◦| < ε, |ξ′ − (1, 0, . . . , 0)| < ε

}
,(3.21)

and

Z̃ = Z̃ε(3.22)

=


{
(z, ξ′) ∈ X̃;−yn ≥ ε|(yd+1, . . . , yn−1)|

}
, if d+ 1 �= n,{

(z, ξ′) ∈ X̃;−yn ≥ 0
}
, if d+ 1 = n,

for a sufficiently small ε > 0.

Now, consider the following exact sequences,

0 −→ OX ,x◦ −→ lim
−→

ε

H0
(
Ũε \

(
Z̃ε ∩Hc

)
, p−1OX

)
(3.23)

−→ lim
−→

ε

H1
Z̃ε∩Hc∩Ũε

(
Ũε, p

−1OX

)
−→ 0,
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0 −→ lim
−→

ε

Hj−1
(
Ũε \

(
Z̃ε ∩Hc

)
, p−1OX

)
(3.24)

−→ lim
−→

ε

Hj

Z̃ε∩Hc∩Ũε

(
Ũε, p

−1OX

)
−→ 0,

for j ≥ 2. We can easily ascertain that any fiber of Ũε \
(
Z̃ε ∩Hc

)
is a

convex subset of Rd \ {0}. Therefore we get by Proposition 3.4,

Hj−1
(
Ũε \

(
Z̃ε ∩Hc

)
, p−1OX

)
(3.25)

� Hj−1
(
p
(
Ũε \

(
Z̃ε ∩Hc

))
,OX

)
,

for any j ∈ Z.

Set, moreover, Uε := p
(
Ũε

)
, Zε := p

(
Z̃ε

)
. We define a closed subset

K(c,ε) in X by

K(c,ε) = Zε ∩
⋂

|ξ′∗−(1,0,...,0)|<ε

p
({

(z, ξ′) ∈ Hc; ξ
′ = ξ′∗

})
.(3.26)

Then it is easy to see that p
(
Ũε \

(
Z̃ε ∩Hc

))
= Uε \K(c,ε). Therefore there

exist the following exact sequences:

0 −→ OX ,x◦ −→ lim
−→

ε

H0
(
p
(
Ũε \

(
Z̃ε ∩Hc

))
,OX

)
(3.27)

−→ lim
−→

ε

H1
K(c,ε)∩Uε

(Uε,OX) −→ 0,

0 −→ lim
−→

ε

Hj−1
(
p
(
Ũε \

(
Z̃ε ∩Hc

))
,OX

)
(3.28)

−→ lim
−→

ε

Hj
K(c,ε)∩Uε

(Uε,OX) −→ 0,

for j ≥ 2.

Thus for every j ∈ Z, we have

Hj
((
µGRΓHc(p

−1OX)
)∣∣∣ ◦

T ∗
V Ṽ

)
q◦

� lim
−→

ε

Hj
K(c,ε)

(OX)x◦ .(3.29)
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In particular we obtain

C̃2
V ,q◦ � lim

−→
c,ε

Hn
K(c,ε)

(OX)x◦ .(3.30)

One easily checks that the right-hand side of (3.30) is equal to that of

(3.8). �

Remark 3.5. Assume d+1 = n. In this case, K(c,ε) is a closed convex

subset ofX for all c and for all ε. Hence one has the vanishing of cohomology

groups:

Hj
((
µGRΓHc(p

−1OX)
)∣∣∣ ◦

T ∗
V Ṽ

)
= 0 (j �= n)(3.31)

from the edge of the wedge theorem.

4. An Estimate of the Support of Solution Complexes with Co-

efficients in C̃2
V

Hereafter unless otherwise specified, we assume that d + 1 = n, that is

to say, a regular involutive submanifold V is defined by ξ1 = · · · = ξn−1 = 0.

In order to study microfunction solutions for linear differential equations,

we reduce the problem to the small second microfunction solutions through

the morphism (3.7). Here using the our construction of the sheaf C̃2
V in

Section 3, we have an estimate of the support of solution complexes with

coefficients in C̃2
V . We prove this theorem by means of the micro-support.

We denote by DX the sheaf of rings of finite-order holomorphic differen-

tial operators on X. Let M be an arbitrary coherent DX -module, and we

denote by char(M) the characteristic variety of M.

Theorem 4.1. Let q◦ = (x◦;±
√
−1dxn;

√
−1η′◦ · dx′) ∈

◦
T ∗V Ṽ . Then

RHomDX
(M, C̃2

V )q◦ = 0,(4.1)

if there exists a positive number δ such that{
(z; (ξ′ +

√
−1εη′) · dz′ ± (ξn +

√
−1) · dzn) ∈ T ∗X;(4.2)

|z − x◦|+ |η′ − η′◦| < δ, |Im zn|+ |ξ| < εδ
}
∩ char(M) = ∅
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for any ε with 0 < ε < δ.

Remark 4.2. In the situation of Theorem 4.1, one gets not only (4.1)

but also

q◦ �∈ supp
(
RHomDX

(M, C̃2
V )

)
(4.3)

if the same condition (4.2) holds.

Proof of Theorem 4.1. We may assume that q◦ = (x◦;
√
−1dxn;

√
−1η′◦ · dx′) ∈

◦
T ∗V Ṽ by a coordinate transformation. Using the fact of

Remark 3.5, one has:

ExtjDX
(M, C̃2

V )q◦(4.4)

= lim
−→

c

HjRHomDX

(
M,

(
µGRΓHc(p

−1OX)
)∣∣∣ ◦

T ∗
V Ṽ

[n]

)
q◦

= lim
−→

c

Hj+nµGRΓHc(p
−1F )q◦

� lim
−→

c

Hj+nRΓ
Z̃∩Hc

(p−1F )(x◦,η′
◦),

similarly as we did in Proof of Theorem 3.2. Here we set F =

RHomDX
(M,OX) and Z̃ =

{
(z, ξ′) ∈ X̃; yn ≤ 0

}
.

Hence the j-th cohomology group (4.4) onM vanishes at q◦ for all j ∈ Z

provided that there exists a positive number c0 > 1 such that

RΓ
Z̃∩Hc

(p−1F )(x◦,η′
◦) � 0(4.5)

for any c > c0. Therefore it suffices to study a sufficient condition in order

that we have (4.5).

On the other hand, we define a real analytic function fc on X̃ = X ×
(Rd \ {0}) by

fc(z, ξ
′) = −c · yn − 〈y′, ξ′〉.(4.6)

Assume that

(x◦, η
′
◦; dfc(x◦, η

′
◦)) �∈ SS

(
RΓ

Z̃
(p−1F )

)
,(4.7)

and we find that the vanishing (4.5) holds by the definition of the micro-

support and the fact that fc(x◦, η′◦) = 0.
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In this way we have been able to reduce the condition on the vanishing

of the cohomology groups to that on the micro-support (4.7). It suffices to

estimate the micro-support SS
(
RΓ

Z̃
(p−1F )

)
.

Applying the estimates on the micro-support in Subsection 2.1, we find

immediately that the condition (4.7) holds if there exists a positive number

δ such that{
(z′, zn +

√
−1εtn; z′∗ · dz′ + (z∗n +

√
−1
t∗n
ε

) · dzn) ∈ T ∗X;(4.8)

−δ < tn < δ, “Im zn < 0, t∗n = 0” or “Im zn = 0, 0 ≤ t∗n < δ”,

|z − x◦|+ |z′∗ −
√
−1η′◦|+ |z∗n −

√
−1c| < δ

}
∩ char(M) = ∅

for any ε with 0 < ε < δ. Note that one can take δ according to c. Here we

put ε = (Im z∗n +
t∗n
ε

)−1 and δ = c−2. Then by the formula:

SS(RHomDX
(M,OX)) = char(M),(4.9)

we can easily obtain the expression (4.2) as required. �

Remark 4.3. K. Takeuchi also got the same result as Theorem 4.1 in

a different way at the same time.

5. Application

In this section, applying the theorem of supports in Section 4 to a class

of linear differential equations whose characteristic varieties are Lagrangian,

we argue the structure of small 2-microfunction solutions. After having

given its solvability in the framework of 2-analytic functions, we also study

the solvability in the framework of microfunctions. We follow the notation

of Sections 3 and 4.

We set V as in Section 4. Let Σ ⊂ V be the following Lagrangian

manifold of
◦
T ∗MX:

Σ :=

{
(x;
√
−1ξ · dx) ∈

◦
T ∗MX;xn = 0, ξ′ = 0

}
.(5.1)
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We consider a differential operator defined on M with σ(P )(x∗◦) = 0 for a

point x∗◦ ∈ Σ. We assume that for some k ∈ N and for some l ∈ N,

|σ(P )(x;
√
−1ξ/|ξ|)| ∼ (|xk

n|+ |ξ′|/|ξ|)l,(5.2)

in a real neighborhood of a point x∗◦ ∈ Σ.

In a neighborhood of a point x∗◦ of Σ, the equation Pu = f is uniquely

solvable in the space of microfunctions for any f ∈ CM ,x∗ at any point

x∗ �∈ Σ, because the principal symbol of P never vanishes there. One

cannot apply the theory of Subsection 2.2 to this operator P , since P is

not partially elliptic along V as in the Bony-Schapira’s theory. Hence we

consider this operator on the Lagrangian manifold Σ.

We note that if k = 1, Grigis–Schapira–Sjöstrand [2] has given a the-

orem on the propagation of analytic singularities for the operator which

satisfies the property (5.2). This operator is called transversally elliptic in

a neighborhood of x∗◦.
First, we will prove the following theorem on small 2-microfunction so-

lutions by using the theorem of supports in Section 4.

Theorem 5.1. We take V and Σ as above. Let P be a differential

operator with analytic coefficients defined on M and set M = DX/DXP .

Assume (5.2) for some k ∈ N and for some l ∈ N in a real neighborhood of

x∗◦ ∈ Σ. Then for any q◦ ∈
◦
π
−1

V (x∗◦), one has

RHomDX
(M, C̃2

V )q◦ = 0.(5.3)

Proof. Set x∗◦ = (x′◦, 0;±
√
−1dxn) and q◦ = (x′◦, 0;±

√
−1dxn;

√
−1η′◦ · dx′) ∈

◦
T ∗V Ṽ with η′◦ ∈ Rn−1 \ {0}. Let m be the order of P .

By the assumption (5.2) it is easy to see that the principal symbol of P is

of the form:

σ(P )(x; ξ) =
∑
|α|=l

aα(x; ξ)(ξ′)α′
(xk

n)αn(5.4)

in a neighborhood of (x′◦, 0) ∈M . Here α = (α′, αn), |α| = |α1|+ · · ·+ |αn|
and aα(x; ξ) is a real analytic function and homogeneous in ξ of degree

m− |α′| for α.
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On the other hand, there exists a positive constant C such that

C(|η′|+ |t|)l ≤
∣∣∣∑
|α|=l

aα(x′◦, 0; 0,±1)(η′)α′
tαn

∣∣∣(5.5)

for all (η′, t) ∈ Rn by (5.2).

It suffices to show that

σ(P )(z; ξ′ +
√
−1εη′,±(ξn +

√
−1)) �= 0(5.6)

where

|z′ − x′◦|+ |zn|+ |η′ − η′◦| < δ, |Im zn|+ |ξ| < εδ, 0 < ε < δ(5.7)

for a good small δ > 0.

Here note that
zk

n

ε
=
xk

n

ε
+o(1) as δ → 0 under the condition (5.7). Then

one has:

1√
−1

m
εl
σ(P )(z; ξ′ +

√
−1εη′,±(ξn +

√
−1))(5.8)

=
∑
|α|=l

aα(z; εη′ −
√
−1ξ′,±(1−

√
−1ξn))

(
η′ −

√
−1
ξ′

ε

)α′(zk
n

ε

)αn

=
∑
|α|=l

{
aα(z; εη′ −

√
−1ξ′,±(1−

√
−1ξn))

×
(
η′ −

√
−1
ξ′

ε

)α′

+ o(1)
}(xk

n

ε

)αn

as δ → 0. Setting t =
xk

n

ε
, we get the inequalities:

∣∣∣ 1√
−1

m
εl
σ(P )(z; ξ′ +

√
−1εη′,±(ξn +

√
−1))

∣∣∣(5.9)

≥
∣∣∣∑
|α|=l

aα(x′◦, 0; 0,±1)(η′◦)
α′
tαn

∣∣∣− ∣∣∣∑
|α|=l

o(1)tαn

∣∣∣
≥ C(|η′◦|+ |t|)l −

∑
|α|=l

|o(1)||t|αn

> 0,
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because of the inequality (5.5) and the fact that aα(z; εη′ −
√
−1ξ′,±(1−

√
−1ξn)) −→ aα(x′◦, 0; 0,±1),(

η′ −
√
−1
ξ′

ε

)α′

−→ (η′◦)
α′
,

(5.10)

as δ → 0. This completes the proof. �

In the situation of Theorem 5.1, we get the following isomorphism in

a neighborhood of a point x∗◦ ∈ Σ in V by the fundamental exact se-

quence (3.7).

RHomDX
(M,A2

V )
∼−→ RHomDX

(M, CM |V ).(5.11)

This shows that the structure of solutions for Pu = f in CM |V has been

reduced to that in A2
V .

We will show, as another application, the results of solvability in the

framework of 2-analytic functions and microfunctions. Hereafter we assume

that n = 2.

Theorem 5.2. Let P be the linear differential operator of the form:

P = Dx1 + ax2Dx2(5.12)

on M with a ∈ C \R, Dxj =
∂

∂xj
(j = 1, 2). Then for any microfunction

f ∈ CM ,x∗ the following equation

Pu = f, u ∈ CM ,x∗(5.13)

is solvable at any point x∗ ∈
◦
T ∗MX.

Proof. We may assume that x∗ ∈ Σ = {x2 = 0, ξ1 = 0}. In fact,

the structure of solutions for the equation (5.13) is trivial outside Σ. It is

enough to prove the next lemma by applying Theorem 5.1 to this case and

by the isomorphism (5.11).

Lemma 5.3. Let x∗ be any point of Σ and let P be the differential

operator in Theorem 5.2. Then for any f ∈ A2
V ,x∗, there exists u ∈ A2

V ,x∗

such that Pu = f .
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Proof of Lemma 5.3. We assume that x∗ = x∗◦ = (x◦,1, 0;√
−1dx2) ∈ Σ for the sake of simplicity. Recall first that A2

V = C
Ṽ
|V

and that any germ f(z1, x2) ∈ CṼ
,x∗

◦ is represented as boundary value of a

holomorphic function:

f(z1, x2) = bDε×Uε(F (z1, z2))x∗
◦ .(5.14)

Here Dε and Uε are domains defined by:

Dε = {z1 ∈ C; |z1 − x◦,1| < ε} ,(5.15)

Uε = {z2 ∈ C; |z2| < ε, Im z2 > 0} ,(5.16)

for ε > 0, and F (z1, z2) is a holomorphic function in Dε × Uε.

Secondly, we define domains Uε,1 and Uε,2 in C by:

Uε,1 =

{
z2 ∈ C; |z2| < ε, 0 < arg z2 <

3

2
π

}
,(5.17)

Uε,2 =

{
z2 ∈ C; |z2| < ε, −

1

2
π < arg z2 < π

}
.(5.18)

Since
⋃

j=1,2

(Dε×Uε,j) is a Stein manifold, one can find Fj(z1, z2) ∈ O(Dε×

Uε,j) for j = 1, 2 such that

F (z1, z2) = F1(z1, z2) + F2(z1, z2)(5.19)

in Dε × Uε by the solvability of the first Cousin problem. Therefore, when

we set fj(z1, x2) := bDε×Uε(Fj(z1, z2))x∗
◦ (j = 1, 2), we have:

f(z1, x2) = f1(z1, x2) + f2(z1, x2).(5.20)

Moreover, we define:

Uj(z1, z2) =

∫
[αj ,z1]

Fj(ζ1, z2e
a(ζ1−z1))dζ1,(5.21)

for j = 1, 2. Here we choose a point αj ∈ Dε satisfying
0 < Im (a(α1 − x◦,1)) <

1

2
π,

−1

2
π < Im (a(α2 − x◦,1)) < 0,

(5.22)
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and [αj , z1] denotes the integration path

[αj , z1] : ζ1 = αj + t(z1 − αj), 0 ≤ t ≤ 1.(5.23)

Then, this definition (5.21) is well-defined for a sufficiently small ε′ > 0

and for any point (z1, z2) ∈ Dε′ × Uε′ , because we have

|z2ea(ζ1−z1)| ≤ |z2|e|a||αj−z1| ≤ ε′e2|a|ε < ε,(5.24)

and

arg{z2ea(ζ1−z1)} = arg z2 + Im{a(ζ1 − z1)}(5.25)

= arg z2 + (1− t) Im{a(αj − x◦,1) + a(x◦,1 − z1)}.

We can easily ascertain that Uj(z1, z2) ∈ O(Dε′ × Uε′) and that Uj(z1, z2)

satisfies the following differential equation:

(Dz1 + az2Dz2)Uj(z1, z2) = Fj(z1, z2)(5.26)

for j = 1, 2.

Finally, we define uj(z1, x2) := bDε′×Uε′ (Uj(z1, z2))x∗
◦ ∈ CṼ

,x∗
◦ (j = 1, 2),

and u(z1, x2) = u1(z1, x2) + u2(z1, x2). Then one obtains:

Pu = Pu1 + Pu2 = f1 + f2 = f.(5.27)

This completes the proof of Theorem 5.2. �

Corollary 5.4. For the second order degenerate elliptic operator P =

D2
x1

+ (x2Dx2)
2, one also obtains the same result of solvability as Theo-

rem 5.2.

Remark 5.5. In the situation of Theorem 5.2 or Corollary 5.4, we can

claim further that

Ker(A2
V −→

P
A2

V ) � Ker(CM |V −→
P
CM |V )(5.28)

by the isomorphism (5.11). This fact is also familiar by means of an estimate

of the support of solution complexes with coefficients in C2
V .
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By this assertion, we can get the following exact sequence for the oper-

ator in Theorem 5.2 or Corollary 5.4.

0 −→ A2
V

P −→ CM |V −→
P
CM |V −→ 0.(5.29)

Here we set A2
V

P
= Ker(A2

V −→
P
A2

V ).
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