
J. Math. Sci. Univ. Tokyo
5 (1998), 119–148.

Residues and Resultants

By Eduardo Cattani1, Alicia Dickenstein2 and Bernd Sturmfels3

Abstract. Resultants, Jacobians and residues are basic invariants
of multivariate polynomial systems. We examine their interrelations in
the context of toric geometry. The global residue in the torus, studied
by Khovanskii, is the sum over local Grothendieck residues at the zeros
of n Laurent polynomials in n variables. Cox introduced the related
notion of the toric residue relative to n+1 divisors on an n-dimensional
toric variety. We establish denominator formulas in terms of sparse re-
sultants for both the toric residue and the global residue in the torus.
A byproduct is a determinantal formula for resultants based on Jaco-
bians.

§0. Introduction

Resultants, Jacobians and residues are fundamental invariants associ-

ated with systems of multivariate polynomial equations. We shall inves-

tigate relationships among these three invariants in the context of toric

geometry. The study of global residues in the torus has its origin in the

work of Khovanskii [K2]. The global residue is the sum over local Grothen-

dieck residues at the common roots of n Laurent polynomials in n variables;

see (3.8) and (3.10). The related notion of the toric residue was introduced

by Cox [C2] and subsequently studied in [CCD]. The toric residue is as-

sociated with n + 1 divisors on an n-dimensional projective toric variety.

For our purposes here it suffices to consider divisors that are multiples of
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a fixed ample divisor β. An algorithmic link between these two notions of

residue (“toric” versus “in the torus”) was established in [CD].

The main results of this paper are denominator formulas for toric resi-

dues (Theorem 1.4) and for residues in the torus (Theorem 3.2). In each case

the denominator is given in terms of sparse resultants. These resultants are

naturally associated with sparse systems of Laurent polynomials, or with

line bundles on toric varieties. They were introduced by Gel’fand, Kapranov

and Zelevinsky [GKZ] and further studied in [KSZ],[PSt],[S1],[S2]. In §4
we present new determinantal formulas for sparse resultants based on

Jacobians.

One general objective of our work is to develop computational tech-

niques, which may ultimately enter into the design of algorithms for solv-

ing polynomial equations. Classical results on residues, Jacobians and re-

sultants are limited to dense equations, in which case the underlying toric

variety is complex projective n-space Pn. In that classical case our denom-

inator formula appeared already in the work of Angéniol [A] and Jouanolou

[J1],[J3]. Our results also extend the work of Gel’fond-Khovanskii [GK] and

Zhang [Z], who studied residues in the torus for the special case when all

facet resultants are monomials.

We illustrate our results for two generic quadratic equations in two com-

plex variables:

(0.1)
f1 = a0x

2 + a1xy + a2y
2 + a3x + a4y + a5 ,

f2 = b0x
2 + b1xy + b2y

2 + b3x + b4y + b5 .

They have four common zeros (xi, yi), i = 1, . . . , 4, in the algebraic torus

(C∗)2, and the (affine toric) Jacobian JT (x, y) := xy(∂f1∂x
∂f2
∂y − ∂f1

∂y
∂f2
∂x ) is

non-zero at these four points. Consider any Laurent monomial xiyj . The

global residue is the expression

ResTf (xiyj) :=
xi1y

j
1

JT (x1, y1)
+

xi2y
j
2

JT (x2, y2)
(0.2)

+
xi3y

j
3

JT (x3, y3)
+

xi4y
j
4

JT (x4, y4)
.

This is a rational function in the twelve indeterminates a0, a1, . . . , b5. The-

orem 3.2 implies that there exists a polynomial Pij(a0, a1, . . . , b5) such that
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(0.2) equals

(0.2′)
Pij

Rmax{0,i+j−3}
∞ · Rmax{0,1−i}

x · Rmax{0,1−j}
y

,

where the prime divisors in the denominator are the facet resultants

R∞ = a2
0b

2
2 − a0a1b1b2 − 2a0a2b0b2 + a0a2b

2
1 + a2

1b0b2 − a1a2b0b1 + a2
2b

2
0 ,

Rx = a2
0b

2
5 − a0a3b3b5 − 2a0a5b0b5 + a0a5b

2
3 + a2

3b0b5 − a3a5b0b3 + a2
5b

2
0 ,

Ry = a2
2b

2
5 − a2a4b4b5 − 2a2a5b2b5 + a2a5b

2
4 + a2

4b2b5 − a4a5b2b4 + a2
5b

2
2 .

For instance, for i = 3 and j = 2 we find ResTf (x3y2) = P32/R2
∞, where

P32 = a2
0a1b

2
2b4 − 2a2

0a2b1b2b4 + a2
0a2b

2
2b3 − a2

0a3b
3
2(0.3)

+ a2
0a4b1b

2
2 − a0a

2
1b

2
2b3 + 2a0a1a2b1b2b3 − 2a0a1a4b0b

2
2

+ 2a0a
2
2b0b1b4 − 2a0a

2
2b0b2b3 − a0a

2
2b

2
1b3 + 2a0a2a3b0b

2
2

+ a2
1a3b0b

2
2 − a1a

2
2b

2
0b4 − 2a1a2a3b0b1b2 + 2a1a2a4b

2
0b2

+ a3
2b

2
0b3 − a2

2a3b
2
0b2 + a2

2a3b0b
2
1 − a2

2a4b
2
0b1 .

It is convenient to review the toric algorithm of [CD] for computing global

residues by means of this example. First introduce the homogeneous poly-

nomials Fs(x, y, z) := z2 · fs(x/z, y/z) for s = 1, 2. Next consider the

following meromorphic 2-form on P2:

(0.4)
xi−1yj−1

zi+j−3F1 F2
· Ω ,

where Ω = xdy ∧ dz − ydx ∧ dz + zdx ∧ dy denotes the Euler form on P2.

The residue (0.2) in the torus (C∗)2 coincides with the toric residue of (0.4)

in P2.

Suppose, for simplicity, that i ≥ 1, j ≥ 1 and i + j > 3. Consider the

homogeneous ideal I = 〈zi+j−3, F1, F2〉 in the polynomial ring K[x, y, z]

over the field K = Q(a0, a1, . . . , b5). The quotient modulo this ideal is a

one-dimensional K-vector space in the socle degree i+ j − 2. The homog-

enized Jacobian J(x, y, z) := (zi+j/xy)JT (x/z, y/z) has degree i + j − 2

and is non-zero modulo I. Thus, the monomial xi−1yj−1 may be written
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as λJ(x, y, z) modulo I, where λ ∈ K. The desired residue ResT (xiyj) is

then given by 4λ. The coefficient λ may be computed, for example, as the

ratio of the normal form of xi−1yj−1 and the normal form of J relative to

a Gröbner basis of I.

To prove a denominator formula like (0.2′) we use the following tech-

nique. We replace the form zi+j−3 by a generic homogeneous polynomial

F0(x, y, z) of degree i + j − 3. Note that F0 has
(
i+j−1

2

)
indeterminate

coefficients, say, c0, c1, c2, . . . . Consider the 2-form

(0.5)
xi−1yj−1

F0F1F2
· Ω .

Now all three forms in the denominator of (0.5) are generic relative to their

degrees. In § 1 we study this situation for an arbitrary projective toric

variety in the role of P2. Theorem 1.4 implies that the denominator of

the toric residue of (0.5) equals the resultant R = R(F0, F1, F2). We now

apply the specialization F0 
→ zi+j−3, which sets all but one of the variables

c0, c1, . . . to zero. It takes (0.5) to (0.4), and by Lemma 3.4, it takes R to

Ri+j−3
∞ , as desired. Such a specialization from a generic polynomial F0 to

a monomial will connect residues in the torus (§3) to toric residues (§1).

This technique will reduce Theorem 3.2 to Theorem 1.4.

In §2 we express the sparse resultant as the determinant of a Koszul-type

complex which involves the Jacobian. In some special cases (Corollary 2.4)

we obtain Sylvester-type formulas which generalize the approach in [GKZ,

§III.4.D] (see also [Ch]).

Acknowledgements. We are grateful to David Cox, Fernando

Cukierman, Irena Peeva, and Richard Stanley for their very helpful sug-

gestions. Part of the work on this paper was done while Eduardo Cattani

was visiting the University of Grenoble and the University of Buenos Aires;

he is thankful for their support and hospitality.

§1. Residues, Jacobians and Resultants in Toric Varieties

We begin with a review of basic concepts from toric geometry including

the toric residue. For details and proofs see [F],[O],[C1],[C2], and [CCD].
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Let X = XP denote the projective toric variety defined by an integral,

n-dimensional polytope

(1.1) P :=
{
m ∈ Rn : 〈m, ηi〉 ≥ −bi for i = 1, . . . , s

}
,

where the ηi are the first integral vectors in the inner normals to the facets

of P . Thus, X is the toric variety associated with the lattice M = Zn and

the inner normal fan Σ(P ) as in [F, §1.5]. We introduce the polynomial ring

S := C[x1, . . . , xs], where the variable xi is associated to the generator ηi
and hence to a torus-invariant irreducible divisor Di of X. The Chow group

An−1(X) of invariant Weil divisors is presented by the exact sequence

(1.2) 0 →M → Zs → An−1(X) → 0

where the left morphism sendsm ∈M to the s-tuple 〈m, η〉 := (〈m, η1〉, . . . ,
〈m, ηs〉).

Let Z denote the algebraic subset of Cs defined by the radical monomial

ideal

〈
∏
ηi �∈σ

xi , σ a cone of Σ(P ) 〉 ⊂ S .

The algebraic group G := HomZ(An−1(X),C∗) ↪→ (C∗)s acts naturally

on Cs leaving Z invariant. The toric variety X may be realized as the

categorical quotient of Cs\Z by G (see [C1]). When X is simplicial (i.e. P

is simple), then the G-orbits are closed and X is the geometric quotient of

Cs\Z by G. The torus (C∗)s lies in Cs\Z and maps onto the dense torus

in X under the quotient map.

Given a ∈ Ns we write xa for the monomial Πs
i=1x

ai
i . As in [C1] the right

morphism in (1.2) defines anAn−1(X)-valued grading of the polynomial ring

S:

(1.3) deg(xa) := [
s∑
i=1

aiDi] ∈ An−1(X) .

Let Sα denote the graded component of S of degree α. We abbreviate

β0 := [
∑

iDi] and β := [
∑

i biDi] ∈ An−1(X). The divisor β is ample and

Sβ ∼= H0(X,L), where L = OX(β) is the line bundle associated to β (see
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[F, §3.4]). Thus, a homogeneous polynomial F of degree kβ represents a

global section of Lk, and we may consider its zero set in X.

A monomial xa has degree kβ, k ∈ N, if and only if there exists m(a) ∈
Zn such that

〈m(a), ηi〉+ kbi = ai for i = 1, . . . , s .

The point m(a) is unique and, since ai ≥ 0, it lies in kP ∩ Zn. Therefore,

the map

(1.4) kP ∩ Zn → Skβ , m 
→
s∏
i=1

x
〈m,ηi〉+kbi
i

defines a bijection between integral points in kP and monomials of degree

kβ or, equivalently, between Laurent polynomials supported in kP and

homogeneous polynomials of degree kβ in S. If f(t1, . . . , tn) is supported

in kP then its image is the kP -homogenization

F (x1, . . . , xs) =
( s∏
i=1

xkbii

)
· f(t1(x), . . . , tn(x)) ∈ Skβ ,(1.5)

where tj(x) =
s∏
i=1

x
〈ej ,ηi〉
i (j = 1, . . . , n)

and {e1, . . . , en} is the standard basis of Zn. By restricting (1.4) we also

get a bijection between monomials xa of degree kβ−β0 and integral points

in (kP )◦, the interior of kP .

Proposition 1.1. The ring S∗β =
⊕∞

k=0 Skβ is Cohen-Macaulay of

dimension n+ 1, with canonical module ωS∗β =
⊕∞

k=0 Skβ−β0. Fix positive

integers k0, . . . , kn and let κ = k0 + · · ·+ kn, ρ = κβ − β0. Given Fi ∈ Skiβ
for i = 0, . . . , n such that F0, . . . , Fn have no common zeroes in X, then:

(i) F0, . . . , Fn are a regular sequence in S∗β and, hence, in ωS∗β .

(ii) The degree ρ component Rρ of the quotient R = S∗β/〈F0, . . . , Fn〉
has C-dimension 1.
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Proof. See [B, Theorem 2.10 and Proposition 9.4] and [C2, Proposi-

tion 3.2]. �

We next recall the construction of the Euler form Ω and the toric Ja-

cobian J(F ) (see [BC,§9], [C2,§4]). For any subset I = {i1, . . . , in} of

{1, . . . , s} we abbreviate

det(ηI) := det(〈e�, ηij 〉1≤�,j≤n) , dxI = dxi1 ∧ · · · ∧ dxin , x̂I = Πj /∈Ixj .

Note that the product det(ηI)dxI is independent of the ordering of i1, . . . , in.

The Euler form on X is the following sum over all n-element subsets I ⊂
{1, . . . , s}:

Ω :=
∑
|I|=n

det(ηI) x̂I dxI .

The Euler form Ω may be characterized by the property that Ω/(x1 · · ·xs) is

the rational extension toX of the T -invariant holomorphic form dt1
t1
∧· · ·∧dtn

tn
on the torus T .

As in Proposition 1.1, consider homogeneous polynomials F0, F1, . . . , Fn
where deg(Fi) = kiβ and κ = k0 + · · ·+ kn. Then there exists a polynomial

J(F ) ∈ Sκβ−β0 such that

(1.6)
∑n

i=0(−1)iFi · dF0 ∧ · · · ∧ dFi−1 ∧ dFi+1 ∧ · · · ∧ dFn = J(F ) · Ω .

Furthermore, if I = {i1, . . . , in} is such that ηi1 , . . . , ηin are linearly inde-

pendent, then

(1.7) J(F ) =
1

det(ηI) x̂I
det




k0F0 k1F1 . . . knFn
∂F0/∂xi1 ∂F1/∂xi1 . . . ∂Fn/∂xi1

...
...

. . .
...

∂F0/∂xin ∂F1/∂xin . . . ∂Fn/∂xin


 .

The polynomial J(F ) is called the toric Jacobian of F = (F0, F1, . . . , Fn).

In the special case k0 = k1 = · · · = kn = 1 the toric Jacobian can also

be computed as follows. Let f0, . . . , fn be Laurent polynomials supported
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in P and let F0, . . . , Fn denote their P -homogenizations as in (1.5). Let

P ∩ Zn = {m1, . . . ,mµ} and

(1.8) j(t) := det




f0 f1 . . . fn
t1
∂f0
∂t1

t1
∂f1
∂t1

. . . t1
∂fn
∂t1

...
...

. . .
...

tn
∂f0
∂tn

tn
∂f1
∂tn

. . . tn
∂fn
∂tn


 .

Proposition 1.2. Let fj =
∑µ

i=1 ujit
mi and set m̃i = (1,mi) ∈ Zn+1.

Then,

j(t) =
∑

1≤i0<i1<···<in≤µ
[i0i1 . . . in] ·det(m̃i0 , m̃i1 , . . . , m̃in) · tmi0

+mi1
+···+min ,

where the brackets denote the maximal minors of the coefficient matrix:

[i0i1 . . . in] := det


 u0i0 u0i1 . . . u0in

...
...

. . .
...

uni0 uni1 . . . unin


 .

Moreover, j(t) is supported in ((n+1)P )◦ and its (n+1)P -homogenization

is x1 · · ·xsJ(F ).

Proof. We consider the (n + 1) × µ matrix Ã = (m̃1, . . . , m̃µ), the

µ×µ diagonal matrix D = diag(tm1 , . . . , tmµ) and the µ×(n+1) matrix U ,

obtained by transposing the matrix of coefficients (uji). Their product Ã ·
D ·U equals the (n+1)×(n+1) matrix in (1.8). The first assertion amounts

to the Cauchy-Binet formula for j(t) = (∧n+1Ã) · (∧n+1D) · (∧n+1U). If

the sum mi0 +mi1 + · · · +min lies in the boundary of (n + 1)P , then all

mkj lie in a facet of P and the determinant det(m̃i0 , m̃i1 , . . . , m̃in) must

vanish. Consequently, j(t) is supported in the interior of (n + 1)P . The

final statement follows from (1.6) together with

j(t)
dt1
t1

∧ · · · ∧ dtn
tn

=

n∑
j=0

(−1)jfj df0 ∧ · · · ∧ dfj−1 ∧ dfj+1 ∧ · · · ∧ dfn . �
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We now return to general k0, . . . , kn. Suppose that F0, . . . , Fn have no

common zeroes in X. Then Rρ ∼= C by (ii) in Proposition 1.1. In [C2] Cox

constructs an explicit isomorphism ResXF :Rρ → C whose value on the toric

Jacobian is the positive integer

(1.9) ResXF (J(F )) =


 n∏
j=0

kj


 · n! · vol(P ) ,

where vol( · ) denotes the standard volume in Rn. The isomorphism

ResXF ( · ) is called the toric residue. From (1.9) we conclude that

(1.10) J(F ) defines a non-zero element in Rρ .

We next present an affine interpretation of the toric residue. Let fj be

a generic Laurent polynomial with Newton polytope kjP . Let Fj ∈ Skjβ
be the kjP -homogenization of fj . Given a homogeneous polynomial H of

critical degree ρ = κβ − β0, the expression

H Ω

F0 · · ·Fn

defines a meromorphic n-form on X. Its restriction to T may be written as

h

f0 · · · fn
dt1
t1

∧ · · · ∧ dtn
tn

,

where h is a Laurent polynomial supported in (κP )◦. Our generic choice

of f0, . . . , fn guarantees (cf. [K1,§2]) the following properties for each i =

0, . . . , n: The finite set Vi := {x ∈ X : Fj(x) = 0; j �= i} lies in the torus

T , hence Vi = {t ∈ T : fj(t) = 0; j �= i}, and the function h/fi is regular at

the points of Vi.

The following result is a consequence of Theorem 0.4 in [CCD]:

Proposition 1.3. For any fixed i ∈ {0, . . . , n}, the toric residue

equals

(1.11) ResXF (H) = (−1)i
∑
ξ∈Vi

Resξ
( h/fi
f0 · · · fi−1fi+1 · · · fn

dt1
t1

∧· · ·∧ dtn
tn

)
.
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Here the right-hand side is a sum of Grothendieck residues ([GH], [T]; see

also §3) relative to the divisors {fj(t) = 0} ⊂ T , j �= i.

Remarks.

i) Even though Theorem 0.4 in [CCD] is only stated for simplicial toric

varieties, it is valid for arbitrary complete toric varieties provided Vi lies in

T , by passing to a desingularization.

ii) Note that while the right side of (1.11) makes sense for every Laurent

polynomial h, Proposition 1.3 asserts that, if h is supported in (κP )◦, then

that expression is independent of i.

We next consider n+ 1 polynomials having indeterminate coefficients:

(1.12) Fi(u;x) :=
∑

a∈Akiβ

uia x
a for i = 0, . . . , n ,

where Akiβ := {a ∈ Ns : deg(xa) = kiβ}. We shall work in the polynomial

ring

C := A[x1, . . . , xs] over A := Q [uia ; i = 0, . . . , n ; a ∈ Akiβ] .

We endow the polynomial ring C with the An−1(X)-grading given by (1.3).

For any H ∈ Cρ, the expression (1.11) depends rationally on the coefficients

of F0, . . . , Fn and hence defines an element in the field of fractions of A,

which we also denote ResXF (H).

As in [GKZ] we define the resultant associated with the bundles Lk0 , . . . ,
Lkn . It is an irreducible polynomial RLk0 ,... ,Lkn ∈ A, uniquely defined up to

non-zero rational constant, which vanishes for some specialization of the co-

efficients if and only if the corresponding sections F0, . . . , Fn have a common

zero in X. Via the correspondence (1.4) between homogeneous polynomi-

als of degree kβ and Laurent polynomials supported in kP , the resultant

RLk0 ,... ,Lkn (u) agrees with the mixed sparse resultant (see [PSt],[S2]) asso-

ciated with the support sets k0P ∩ Zn, . . . , knP ∩ Zn.

The degree of the resultant is computed as follows. Suppose k0 ≥ · · · ≥
kn. Consider the lattice affinely generated by the integral points in k0P . It

has finite index in Zn :

(1.13) 4 := [Zn : affZ(k0P ∩ Zn) ] .
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Note that 4 = 1 if Lk0 is very ample. The degree of RLk0 ,... ,Lkn (u) in the

coefficients of the i-th form Fi equals, by [PSt, Corollary 1.4],

(1.14) k0 · · · ki−1ki+1 · · · kn · n ! · 1

4
· vol(P ) .

We now state and prove the main result of this section:

Theorem 1.4. For any H ∈ Cρ, the product RLk0 ,... ,Lkn (u) ·ResXF (H)

lies in A.

Proof. As noted above, for values of u in a Zariski open set, F0, . . . ,

Fn have no common zeroes in X and, for every i = 0, . . . , n, the set Vi =

{x ∈ X : Fj(x) = 0, j �= i} is finite and contained in T . Thus, setting for

simplicity i = 0, we have, as in (1.11):

(1.15) ResXF (H) =
∑
ξ∈V0

Resξ
( h/f0
f1 · · · fn

dt1
t1

∧ · · · ∧ dtn
tn

)
.

We may further assume that the zeroes of f1, . . . , fn are simple and, there-

fore, each term in the right hand side of (1.15) may be written as (see [GH,

page 650]):

Resξ
( h/f0
f1 · · · fn

dt1
t1

∧ · · · ∧ dtn
tn

)
=

h(ξ)

f0(ξ) · JTf1,... ,fn(ξ)
(1.16)

=
aξ(u1, . . . , un)

f0(ξ) · bξ(u1, . . . , un)
,

where JTf1,... ,fn = det(tj
∂fi
∂tj

), the symbol ui stands for the vector of coeffi-

cients of fi, and aξ, bξ are algebraic functions in these coefficients.

We now sum (1.16) over all points ξ in V0. To get the best possible

denominator even if 4 > 1, we must organize the sum (1.15) as follows.

First, we may assume that P contains the origin. Then the affine lattice

agrees with the linear lattice,

(1.17) affZ(k0P ∩ Zn) = linZ(k0P ∩ Zn) ,
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and the inclusion of (1.17) in Zn defines a morphism of tori π : T → (C∗)n.
The map π is a finite cover of degree 4, and the Laurent polynomial f0 is

constant along the fibers of π. Hence, if η = π(ξ) for ξ ∈ V0, then we can

define f0(η) := f0(ξ). Therefore,

ResXF (H) =
∑

η∈π(V0)

1

f0(η)

∑
ξ∈π−1(η)

aξ(u1, . . . , un)

bξ(u1, . . . , un)
.

This expression depends rationally on u0, u1, . . . , un. This implies

ResXF (H) =
A(u0, u1, . . . , un)

(
∏
η∈π(V0) f0(η)) ·B(u1, . . . , un)

,

where A and B are polynomials. It follows from [PSt, Theorem 1.1] that∏
η∈π(V0)

f0(η) = RLk0 ,... ,Lkn (u0, u1, . . . , un) · C(u1, . . . , un)

for some rational function C. Therefore, there exist polynomials A0, B0

such that

ResXF (H) =
A0(u0, u1, . . . , un)

RLk0 ,... ,Lkn (u0, u1, . . . , un) ·B0(u1, . . . , un)
.

Replacing the role played by the index 0 by any other index i = 1, . . . , n,

we deduce that

ResXF (H) =
P (u0, u1, . . . , un)

RLk0 ,... ,Lkn (u0, u1, . . . , un)

for some polynomial P ∈ A. �

Remark 1.5. Suppose P is the standard simplex in Rn. Then X ∼=
Pn, β is the hyperplane class, s = n + 1, and Fj(x0, . . . , xn) is a homoge-

neous polynomial of degree kj . The assumption that F0, . . . , Fn have no

common zeroes in Pn means that their only common zero in Cn+1 is 0. For

any homogeneous polynomial H of degree ρ = κ− (n+1), the toric residue

ResP
n

F (H) associated with the n-rational form H
F0···Fn

Ω on Pn, coincides

([PS], [CCD, §5]) with the Grothendieck residue at the origin of Cn+1 of

the (n+ 1)-form
H

F0 · · ·Fn
dx0 ∧ dx1 ∧ · · · ∧ dxn .

In this situation, it has been observed by Angéniol [A] that Theorem 1.4

follows from the work of Jouanolou (see, for example, [J1, 3.5]).
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§2. Jacobian Formulas for the Sparse Resultant

Let F0, . . . , Fn be generic forms as in (1.12), let A be the polynomial ring

on their coefficients, and let C = A[x1, . . . , xs] be graded by the Chow group

An−1(X) via (1.3). The given forms together with their toric Jacobian J(F )

define a map of free A-modules

(2.1)

Φ : Cρ−k0β × · · · × Cρ−knβ ×A → Cρ ,

(Λ0, . . . , Λn, Θ) 
→
n∑
i=0

Λi Fi + ΘJ(F ) .

For any particular choice of complex coefficients u = c we abbreviate

F c
i (x) := Fi(c; x). The resultant R = RLk0 ,... ,Lkn ∈ A considered in Theo-

rem 1.4 satisfies R(c) = 0 if and only if the forms F c
0 , . . . , F

c
n have a common

zero in the toric variety X. Let

(2.2) Φc : Sρ−k0β × · · · × Sρ−knβ ×C → Sρ

denote the C-linear map derived from (2.1) by substituting c for u.

Proposition 2.1. The map Φc is surjective if and only if R(c) �= 0.

Proof. For the if direction suppose R(c) �= 0. Then F c
0 , . . . , F

c
n have

no common zeroes in X. Proposition 1.1 (ii) together with (1.10) implies

the surjectivity of Φc.

For the converse, let V denote the affine variety in the space of coefficients

consisting of all c such that the polynomials F c
0 , . . . , F

c
n have a common zero

in the torus (C∗)s. Fix c ∈ V and let p ∈ (C∗)s be such a common zero.

It follows from (1.7) that x1x2 · · ·xs · J(F ) lies in the ideal generated by

F0, . . . , Fn in S and hence J(F ) vanishes at p. If a monomial xa of degree ρ

were in the image of Φc then xa(p) = 0 which is impossible. Thus, for c ∈ V,

Φc is not surjective. We conclude that V is contained in the algebraic variety

defined by the vanishing of all maximal minors of Φc. Since the closure of V
is the locus where the resultant R vanishes, the only if-direction follows. �

For any subset J ⊆ {0, . . . , n} we set kJ :=
∑

i∈J ki. For 0 ≤ j ≤ n+ 1

denote

(2.3) Wj :=
⊕
|J |=j

CkJβ−β0 .
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From the Koszul complex on F0, . . . , Fn we derive the following complex of

free A-modules:

(2.4) 0 −→W0
ϕ0−→ W1

ϕ1−→ · · · ϕn−1−→ Wn
ϕn−→ Wn+1 −→ 0 .

This construction is an instance of [GKZ, §3.4.A]. Note that W0 = 0,

Wn+1 = Cρ, and Wn = Cρ−k0β × · · · ×Cρ−knβ. Define (ϕn−1, 0) : Wn−1 −→
Wn⊕A by adding 0 in the coordinate corresponding to A, and consider the

modified complex

(2.5) 0 −→W1
ϕ1−→W2

ϕ2−→· · · ϕn−2−→Wn−1
(ϕn−1,0)−→ Wn ⊕A

Φ−→Wn+1 −→ 0.

For any particular choice of coefficients u = c in (2.5) we get a complex of

C-vector spaces:

(2.6) 0 −→
⊕
i

Skiβ−β0

ϕc
1−→ · · ·

(ϕc
n−1,0)
−→

⊕
|J |=n

SkJβ−β0 ×C
Φc−→ Sρ −→ 0 .

Let D denote the determinant (see [GKZ, Appendix A]) of the complex

of A-modules (2.5) with respect a fixed choice of monomial bases for the

A-modules W1, . . . ,Wn+1. This is an element in the field of fractions of A.

We shall prove that it is a polynomial in A. Suppose k0 ≥ · · · ≥ kn and let

4 be the lattice index defined in (1.13).

Theorem 2.2.

(i) The complex (2.6) is exact if and only if R(c) �= 0.

(ii) The determinant D of the complex (2.5) equals the greatest common

divisor of all (not identically zero) maximal minors of a matrix rep-

resenting the A-module map Φ.

(iii) The determinant D equals R�.

(iv) If Lk0 is very ample then the resultant R may be computed as the

greatest common divisor of all maximal minors of any matrix rep-

resenting Φ.

Proof. We first prove the if-direction in part (i). Let β be an am-

ple divisor and F c
0 , . . . , F

c
n homogeneous polynomials of respective degrees
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kiβ without common zeroes in X, i.e. such that R(c) �= 0. By Propo-

sition 1.1 (i), F c
0 , . . . , F

c
n is a regular sequence in S∗β and in ωS∗β ; conse-

quently, the corresponding Koszul complex is acyclic [BH, page 49]. Setting

I = 〈F c
0 , . . . , F

c
n〉 this implies that

(2.7) 0 −→
⊕
i

Skiβ−β0

ϕc
1−→· · ·

ϕc
n−1−→

⊕
|J |=n

SkJβ−β0

ϕc
n−→Sρ −→ Sρ/Iρ −→ 0

is an exact sequence of C-vector spaces. Proposition 2.1 implies that Φc is

surjective. Also, by (1.10), Φc(λ1, . . . , λn, θ) =
∑

i λiFi+θJ(F ) = 0 implies

θ = 0. These two facts imply that (2.6) is exact. For the converse of (i)

suppose R(c) = 0. Then the map Φc is not surjective by Proposition 2.1,

and hence (2.6) is not exact.

We next prove part (ii). We claim that F0, . . . , Fn is a homogeneous

regular sequence in the graded Cohen-Macaulay ring C∗β :=
⊕∞

k=0Ckβ.

We extend scalars and consider C∗β ⊗Q C instead. Let N be the total

number of terms in F0, . . . , Fn. The spectrum of C∗β ⊗Q C equals affine

space CN times the (n+1)-dimensional affine toric variety Xβ := Spec(S∗β).
Let V denote the algebraic set defined by F0, . . . , Fn in CN ×Xβ.

We shall prove that V has codimension n + 1, by describing the two

irreducible components of V. Let O be the origin in Xβ and M its maximal

ideal. Hence M is spanned by all non-constant monomials in S∗β. For any

i ∈ {0, . . . , n}, the x-monomials appearing in Fi all lie in Mki , and their

radical equals M. In other words, Fi(p) �= 0 for all p ∈ Xβ \ {O}. Consider

the projection from CN × Xβ onto its second factor and let π denote its

restriction to V. For p ∈ Xβ \ {O}, the fiber π−1(p) is a linear subspace of

codimension n + 1 in CN × {p}. The fiber π−1(O) equals CN × O, which

has codimension n+1 in CN ×Xβ. We have shown that codim(V) = n+1,

as desired.

Since C∗β ⊗Q C is graded and Cohen-Macaulay, we may conclude that

F0, . . . , Fn is a regular sequence. The Koszul complex on F0, . . . , Fn is

exact, and therefore (2.4) and (2.5) are exact sequences of A-modules except

at Wn+1. By Theorem 34 in [GKZ, Appendix A], the determinant D equals

the greatest common divisor of all maximal minors of Φ.

Part (iv) of Theorem 2.2 follows directly from (ii) and (iii) and the

observation that 4 = 1 if Lk0 is very ample. It remains to prove part (iii).

Part (i) implies that D(c) = 0 if and only if R(c) = 0. We also deduce from
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the irreducibility of the resultant that D is a power of R. In order to prove

D = R�, we must show that the total degree of D equals

(2.8) 4 · deg(R) =
( n∑
i=0

k0 · · · ki−1ki+1 · · · kn
)
· n ! · vol(P ) .

Let us consider the Erhart polynomial for the interior of P :

p(j) := |(jP )◦ ∩ Zn| = vol(P ) · jn +
n−1∑
i=0

aij
i .

The rank of the free A-module Wj equals
∑

|J |=j p(kJ). Taking into account

the fact that any non-zero maximal minor of Φ has to involve the last column

and deg(J(F )) = n + 1 in the coefficients of F0, . . . , Fn, we deduce from

Theorem 14 in Appendix A in [GKZ] that

deg(D) =
n+1∑
j=0

(−1)n+1−j · j ·


∑

|J |=j
p(kJ)


(2.9)

= vol(P ) ·


n+1∑
j=0

(−1)n+1−j · j ·
∑
|J |=j

knJ




︸ ︷︷ ︸
γn

+

n−1∑
i=0

ai ·


n+1∑
j=0

(−1)n+1−j · j ·
∑
|J |=j

kiJ




︸ ︷︷ ︸
γi

.

To prove the equality of (2.8) and (2.9), it suffices to show the combinatorial

identities:

(2.10) γn = n ! · (
n+1∑
j=0

∏
ν �=j

kν) and γi = 0 for 0 ≤ i ≤ n− 1 .

Following a suggestion made to us by Richard Stanley, we prove a more

general identity:
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Lemma 2.3. Let ui,j be indeterminates indexed by i = 0, . . . , n and

j = 0, . . . , r. Then

∑
I⊆{0,1,... ,n}

(−1)|I|
r∏
j=0

(∑
i∈I

ui,j
)

= (−1)n+1
∑

φ:{0,... ,r}→{0,... ,n}
surjective

r∏
j=0

uφ(j),j .

Proof. The terms in the expansion of the left side correspond to maps

from {0, . . . , r} to subsets I of {0, . . . , n}. Any term which appears at

least twice gets cancelled. What remains are the terms corresponding to

surjective maps from {0, . . . , r} to the full set I = {0, . . . , n}. �

We are interested in the special case ui,0 = 1 for 0 ≤ i ≤ n and ui,j = ki
for 0 ≤ i ≤ n and 1 ≤ j ≤ r. Under this specialization, Lemma 2.3 implies

(2.10) and hence part (iii). This completes the proof of Theorem 2.2. �

Theorem 2.2 expresses the 4-th power of the resultant as an alternating

product of determinants. Of particular interest are those cases when one

determinant is involved. Such formulas are called Sylvester-type. They have

been studied systematically by Weyman and Zelevinsky [WZ] in the case

when X is a product of projective spaces.

Corollary 2.4. Suppose that (n − 1)P has no interior lattice points

and either

(a) k0 = · · · = kn = 1, or

(b) nP has no interior lattice points and k0 + · · ·+ kn = n+ 2, or

(c) n = 2 and P is a primitive triangle and k0, k1, k2 ≤ 2.

Then, the matrix of Φ is square and R� = det(Φ).

Let us discuss the formulas in Corollary 2.4 for the case of toric surfaces

(n = 2). Suppose k0 = k1 = k2 = 1 and the polygon P has no interior

lattice points. Then the matrix of Φ is square and R = det(Φ). A lattice

polygon P has no interior lattice points if and only if (X,β) is either the

Veronese surface in P5 or any rational normal scroll (Hirzebruch surface).

In the former case we recover Sylvester’s formula for the resultant of three

ternary quadrics [GKZ, §3.4.D]. In the latter case we get a new formula of
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Sylvester type for the Chow form of any rational normal scroll. Here is an

explicit example.

Example 2.5 (The Chow form of a Hirzebruch surface). Consider the

quadrangle

P =

{
(m1,m2) ∈ R2 :




0 1

1 2

0 −1

−1 0




(
m1

m2

)
≤




1

3

0

0



}
.

The corresponding toric surface is the rational normal scroll S1,3; cf. [Ha,

Example 8.17]. Let β be the divisor on S1,3 defined by P . Consider three

generic elements of K[x1, . . . , x4]β:

F0 = a1x1x
3
2 + a2x1x

2
2x4 + a3x1x2x

2
4 + a4x1x

3
4 + a5x2x3 + a6x3x4 ,

F1 = b1x1x
3
2 + b2x1x

2
2x4 + b3x1x2x

2
4 + b4x1x

3
4 + b5x2x3 + b6x3x4 ,(2.11)

F2 = c1x1x
3
2 + c2x1x

2
2x4 + c3x1x2x

2
4 + c4x1x

3
4 + c5x2x3 + c6x3x4 .

The quadrangle 3P has 10 interior lattice points, corresponding to the 10
monomials of critical degree. The map Φ in (2.1) is given by the following
10 × 10-matrix:




x2
2 x2x4 x2

4 x2
2 x2x4 x2

4 x2
2 x2x4 x2

4 1

x1x5
2 a1 0 0 b1 0 0 c1 0 0 [125]

x1x4
2x4 a2 a1 0 b2 b1 0 c2 c1 0 [126] + 2[135]

x1x3
2x

2
4 a3 a2 a1 b3 b2 b1 c3 c2 c1 [235] + 2[136] + 3[145]

x1x2
2x

3
4 a4 a3 a2 b4 b3 b2 c4 c3 c2 [236] + 2[245] + 3[146]

x1x2x4
4 0 a4 a3 0 b4 b3 0 c4 c3 [345] + 2[246]

x1x5
4 0 0 a4 0 0 b4 0 0 c4 [346]

x3
2x3 a5 0 0 b5 0 0 c5 0 0 −[156]

x2
2x3x4 a6 a5 0 b6 b5 0 c6 c5 0 −[256]

x2x3x2
4 0 a6 a5 0 b6 b5 0 c6 c5 −[356]

x3x3
4 0 0 a6 0 0 b6 0 0 c6 −[456]




.

The border column lists the monomials of critical degree. The border row

gives the multipliers of F0, F1, F2 and J(F ). For the coefficients of the

Jacobian J(F ) we use the abbreviation

[i j k] := det


 ai aj ak
bi bj bk
ci cj ck


 for 1 ≤ i < j < k ≤ 6 .
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The determinant of the above 10×10-matrix equals the sparse unmixed re-

sultant of (2.11), i.e., the Chow form of S1,3 relative to the given embedding

into P 5, by Corollary 2.4. �

We close this section with an alternative proof of Theorem 1.4, based on

Theorem 2.2.

Alternative Proof of Theorem 1.4. We assume for simplicity

that 4 = 1. The case 4 > 1 can be dealt with by showing that the ma-

trix of Φ has a block decomposition. We must show that R · ResXF (H) lies

in A for any H ∈ Cρ. Let U ′ be the intersection of U with the Zariski open

set where all (non identically zero) maximal minors of Φ do not vanish. For

u ∈ U ′, the C-linear map Φu is surjective and we can write

H(x) =
n∑
i=0

λi(u;x)Fi(u;x) + θ(u) J(F u) ,

where θ depends rationally on u. By (1.9) we have

ResXFu(H) = γ · θ(u) ,

where γ is a rational constant independent of H and F0, . . . , Fn. This im-

plies that every maximal minor of Φ which is not identically zero must

involve the last column and that θ(u) is unique. Thus, it follows from

Cramer’s rule that ResXF (H) may be written as a rational function with de-

nominator M for all non-identically zero maximal minors M . Consequently

it may also be written as a rational function with denominator R. �

§3. Residues and Resultants in the Torus

In this section we apply the results of §1 to study the global residue

associated with n Laurent polynomials in n variables. Let ∆1, . . . ,∆n be

integral polytopes in Rn. We form the Minkowski sum ∆ := ∆1 + · · ·+ ∆n

and we consider its irredundant presentation

(3.1) ∆ = {m ∈ Rn : 〈m, ηi〉+ ai ≥ 0; i = 1, . . . , s } ,
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where, as in (1.1), the ηi are the first integral vectors in the inner normals

to the facets of ∆. Writing aji = −minm∈∆j 〈m, ηi〉, we get a (generally

redundant) inequality presentation

∆j = {m ∈ Rn : 〈m, ηi〉+ aji ≥ 0; i = 1, . . . , s } for all j = 1, . . . , n .

The facet normal ηi of ∆ supports a (generally lower-dimensional) face of

∆j :

(3.2) ∆ηi
j := {m ∈ ∆j : 〈m, ηi〉 = −aji } .

Consider Laurent polynomials with indetermined coefficients and Newton

polytopes ∆j ,

(3.3) fj =
∑

m∈∆j∩Zn

ujm · tm ,

and introduce the polynomial ring on their coefficients:

A′ := Q[ujm; j = 1 . . . , n; m ∈ ∆j ∩ Zn] .

The leading form of fj in the direction ηi equals

(3.4) fηij :=
∑

m∈∆
ηi
j

ujm · tm .

Since ∆ηi = ∆ηi
1 + · · · + ∆ηi

n is a facet of ∆, we may regard fηi1 , . . . , f
ηi
n as

a system of n polynomial functions on an (n − 1)-dimensional torus. We

define Rηi to be their resultant relative to the ambient lattice Zn. More

precisely, consider the sparse resultant R∆
ηi
1 ,... ,∆

ηi
n

for the support sets ∆ηi
1 ∩

Zn, . . . ,∆ηi
n ∩ Zn. This is the unique (up to non-zero rational multiple)

irreducible polynomial in A′ which vanishes whenever fηi1 , . . . , f
ηi
n have a

common zero in (C∗)n. Let Lηij := affZ(∆ηi
j ∩ Zn) be the affine lattice

spanned by the integral points in ∆ηi
j , and let Lηi = affR(∆ηi) ∩Zn be the

restriction of Zn to the i-th facet hyperplane of ∆. The index 4i := [Lηi :

Lηi1 + · · ·+ Lηin ] is finite. We define the i-th facet resultant to be

(3.5) Rηi :=
(
R∆

ηi
1 ,... ,∆

ηi
n

)�i
for i = 1, . . . , s .
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We now specialize the coefficients ujm in (3.4) to complex numbers such

that

(3.6) Rηi(u) �= 0 for i = 1, . . . , s .

By Bernstein’s Theorem [GKZ, §6.2.D, Thm. 2.8], the hypothesis (3.6) is

equivalent to

(3.6′) dimC

(
C[t±1

1 , . . . , t±1
n ]/〈f1, . . . , fn〉

)
= MV(∆1, . . . ,∆n) ,

where MV( · · · ) denotes the mixed volume. Let V be the (finite) set of

common zeros of f1, . . . , fn in the torus T = (C∗)n. Given any Laurent

polynomial q ∈ C[t±1
1 , . . . , t±1

n ], the global residue of the differential form

(3.7) φq =
q

f1 · · · fn
dt1
t1

∧ · · · ∧ dtn
tn

,

is defined as the sum of the local Grothendieck residues of φq, at each of

the points in V :

(3.8) ResTf (q) =
∑
p∈V

Resp,f (φq) .

We refer to [GH], [AY], and [T] for the classical analytic definition of

residues and to [H], [Ku] or [SS] for the algebraic definition of the Grothen-

dieck residue.

Note that ResTf (JTf ) = MV(∆1, . . . ,∆n), where JTf denotes the affine

toric Jacobian

(3.9) JT (f) := det
(
tk
∂fj
∂tk

)
1≤j,k≤n .

If all the roots of f1, . . . , fn are simple, i.e. if V has cardinality MV(∆1, . . . ,

∆n), then

(3.10) ResTf (q) =
∑
ξ∈V

q(ξ)

JT (f)(ξ)
.
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We conclude from (3.8) or (3.10) that, for fixed q ∈ C[t±1
1 , . . . , t±1

n ], the

global residue ResTf (q) depends rationally on the coefficients u. In particu-

lar, for anym ∈ Zn, ResTf (tm) is a rational function in u with Q-coefficients.

Gel’fond and Khovanskii [GK] give a formula for evaluating that rational

function, provided the Newton polytopes ∆1, . . . ,∆n satisfy the following

genericity hypothesis:

(3.11) ∀ i ∈ {1, . . . , s} ∃ j ∈ {1, . . . , n} : dim(∆ηi
j ) = 0 .

The Gel’fond-Khovanskii formula implies the following result, which ap-

pears also in [Z]:

Proposition 3.1. Suppose the Newton polytopes ∆1, . . . ,∆n satisfy

(3.11). Then, for any m ∈ Zn, the residue ResTf (tm) is a Laurent polynomial

in the coefficients of f1, . . . , fn.

If (3.11) is violated then ResTf (tm) is generally not a Laurent polynomial.

In particular, it is never a non-zero Laurent polynomial in the unmixed case

∆1 = · · · = ∆n, n ≥ 2.

Our aim is to characterize the denominator of ResTf (tm). For each m ∈
Zn we define

(3.12) µ−i (m) := −min {0, 〈m, ηi〉+ ai − 1}; i = 1, . . . , s .

Geometrically, µ−i (m) > 0 if m lies beyond the facet ∆ηi . We state the

main result of this section:

Theorem 3.2. Let f1, . . . , fn be generic polynomials with Newton

polytopes ∆1, . . . ,∆n. For any m ∈ Zn, the following expression is a poly-

nomial in A’:

ResTf (tm) ·
s∏
i=1

Rηi(fηi1 , . . . , f
ηi
n )µ

−
i (m) .

It is easy to derive Proposition 3.1 from Theorem 3.2: If ∆ηi
j = {m}

in (3.11) then Rηi = ujm or Rηi = 1. In fact, (3.11) holds if and only if

Rη1Rη2 . . .Rηs is a monomial. We present an example where some facet

resultants Rηi are monomials and others are not.
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Example 3.3. Let n = 2 and consider the mixed system

f1(t1, t2) = a0t1 + a1t1t2 + a2t
2
2 , f2(t1, t2) = b0t2 + b1t1t2 + b2t

2
1 .

The Minkowski sum of their Newton triangles is the pentagon

∆ = ∆1 + ∆2

=

{
(m1,m2) ∈ R2 :




−1 0

−1 −1

0 −1

2 1

1 2




(
m1

m2

)
+




3

4

3

−3

−3


 ≥




0

0

0

0

0



}
.

The ∆-homogenizations of the input polynomials are

F1 =
x1x

2
2x

2
3

x2
4x5

· f1
(
x2

4x5

x1x2
,
x4x

2
5

x2x3

)
= a0x2x

2
3 + a1x3x4x

2
5 + a2x1x

3
5 ,

F2 =
x2

1x
2
2x3

x4x2
5

· f2
(
x2

4x5

x1x2
,
x4x

2
5

x2x3

)
= b0x

2
1x2 + b1x1x

2
4x5 + b2x3x

3
4 .

Consider the lattice point m = (3, 3), which lies beyond three facets of ∆.

The global residue of the corresponding monomial t31t
3
2 is equal to

ResTf (t31t
3
2) =

a0a1a2b0b1b2 + a0a
2
2b0b

2
2 − a3

1b
2
0b2 − a2

0a2b
3
1

a2b2(a1b1 − a2b2)3
.

The denominator can be derived from Theorem 3.2, since µ−1 (m) =

µ−3 (m) = 1, µ−2 (m) = 3, µ−4 (m) = µ−5 (m) = 0 and the five facets resul-

tants are

Rη1 = b2 , Rη2 = a1b1 − a2b2 , Rη3 = a2 , Rη4 = b0 , and Rη5 = a0 . �

We shall develop the proof of Theorem 3.2 in several steps. We first

consider the unmixed case P := ∆1 = · · · = ∆n. Let P be presented as in

(1.1) and L the associated line bundle onX. Fix an integer k0 > 0 such that

Lk0 is very ample. Consider the mixed sparse resultant Rk0 := Rk0P,P,... ,P

associated with the support sets k0P ∩Zn, P ∩Zn, . . . , P ∩Zn. Thus, Rk0
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coincides with the resultant associated to the line bundles Lk0 ,L, . . . ,L. In

the following formula we evaluate Rk0 at a special monomial section tm of

Lk0 and generic sections of L, . . . ,L. Note that the facet resultants Rηi are

irreducible if L is very ample.

Lemma 3.4. For any m ∈ k0P ∩ Zn we have the following identity in

A′:

Rk0(t
m, f1, . . . , fn) =

s∏
i=1

Rηi(fηi1 , . . . , f
ηi
n )〈m,ηi〉+k0bi .

Proof. Theorem 1.1 in [PSt] gives the following identity of rational

functions:

Rk0(f0, f1, . . . , fn) =

( ∏
ξ∈V (f1,... ,fn)

f0(ξ)

)
(3.13)

·
s∏
i=1

Rηi(fηi1 , . . . , f
ηi
n )k0bi ,

where f0, f1, . . . , fn are generic polynomials supported in k0P, P, . . . , P .

On the other hand, the same result applied to the support sets {m}, P ∩
Zn, . . . , P ∩ Zn gives

(3.14)
∏

ξ∈V (f1,... ,fn)

ξm =
s∏
i=1

Rηi(fηi1 , . . . , f
ηi
n )〈m,ηi〉

since R{m},P,... ,P (tm, f1, . . . , fn) = 1. Now combine (3.13) and (3.14) for

f0 = tm. �

For m ∈ Zn and 1 ≤ i ≤ s we abbreviate

µ+
i (m) := max{0, 〈m, ηi〉+ nbi − 1} and

µ−i (m) := −min{0, 〈m, ηi〉+ nbi − 1} .

This notation distinguishes the facets of nP visible from m from those not

visible from m. The following lemma is the unmixed case of Theorem 3.2.
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Lemma 3.5. Let f1, . . . , fn be generic polynomials with support in P .

Given m ∈ Zn,

ResTf (tm) ·
s∏
i=1

Rηi(fηi1 , . . . , f
ηi
n )µ

−
i (m) ∈ A′ .

Proof. We denote by F1, . . . , Fn the generic polynomials in Sβ ob-

tained from f1, . . . , fn by homogenization as in (1.5). More precisely, if

fi =
∑

m∈P∩Zn uimt
m then

(3.15) Fi = Fi(u;x) =
∑

m∈P∩Zn

uim (
s∏
i=1

x
〈m,ηi〉+bi
i ) .

It is shown in [CD] that the differential form

xµ
+(m)

xµ−(m) F1 · · ·Fn
· Ω

is the meromorphic extension to the toric variety X of the form φtm on the

torus T defined in (3.7). By Theorem 4 in [CD] (or Lemma 3.6 below), there

exist monomials xc such that deg(xµ
−(m)+c) = k0β for some (arbitrarily

large) positive integer k0. Whenever the coefficients of f1, . . . , fn lie in

the Zariski open set where none of the facet resultants Rηi vanishes, then

F1, . . . , Fn have no common zeroes at infinity. In this case, {x ∈ X :

F1(x) = · · · = Fn(x) = 0} ⊂ T and, as shown in [CCD], [CD], the global

residue in the torus of φtm may be computed as

ResTf (tm) = ResXF (xµ
+(m)+c) ,

where F denotes the (n+ 1)-tuple: F0 = xµ
−(m)+c, F1, . . . , Fn.

By Theorem 1.4, the global residue ResTf (tm) is a rational function with

denominator Rk0(x
µ−(m)+c, F1, . . . , Fn). Lemma 3.4 implies that

(3.16) Rk0(x
µ−(m)+c , F1, . . . , Fn) =

s∏
i=1

(
Rηi(fηi1 , . . . , f

ηi
n )

)µ−
i (m)+ci .
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We conclude that the residue ResTf (tm) may be written as a rational func-

tion with denominator the greatest common divisor of all expressions of

the form (3.16), where c = (c1, . . . , cs) runs over all non-negative integer

vectors such that deg(xµ
−(m)+c) = k0β for some integer k0 > 0. Since un-

mixed resultants depend on the coefficients of all polynomials (e.g. by [KSZ,

Theorem 5.3]), the facet resultants Rηi(fηi1 , . . . , f
ηi
n ) are powers of distinct

irreducible polynomials. The proof of Lemma 3.5 follows from Lemma 3.6

below. �

Lemma 3.6. For any non-negative vector a ∈ Ns and any i ∈
{1, . . . , s} there exists a non-negative vector c ∈ Ns such that ci = 0 and

deg(xa+c) = k0β for some k0 ∈ N.

Proof. Let u(1), . . . , u(τ) ∈ Zn be all the vertices of the lattice poly-

tope P which lie on the facet P ηi = {m ∈ P : 〈m, ηi〉 + bi = 0}. Their sum

u := u(1) + · · · + u(τ) satisfies 〈u, ηi〉 + τ · bi = 0 and 〈u, ηj〉 + τ · bj ≥ 1 for

all j �= i. Since ηi is primitive, we can find m ∈ Zn such that 〈m, ηi〉 = ai.

Let k0 be an integer divisible by τ such that

cj :=
k0

τ
· (〈u, ηj〉+ τ · bj) + 〈m, ηj〉 − aj

is non-negative for j = 1, 2 . . . , s. Then c = (c1, . . . , cs) has the desired

properties. �

We now prove Theorem 3.2 for mixed systems of generic Laurent poly-

nomials.

Proof of Theorem 3.2. We shall assume MV (∆1, . . . ,∆n) > 0.

Otherwise the residue ResTf (tm) is zero and Theorem 3.2 trivially holds.

Let X = X∆ be the projective toric variety associated with ∆. We

consider the homogenization of the Laurent polynomial fj(t1, . . . , tn):

Fj(x1, . . . , xs) :=
∑

m∈∆j∩Zn

ujm
( s∏
i=1

x
〈m,ηi〉+aji
i

)
.

Each Fj(x) is generic of degree αj := [
∑s

i=1 a
j
iDi]. Let α := α1 + · · ·+αn =

[
∑s

i=1 aiDi]. For each j = 1, . . . , n, let Qj be a generic polynomial of



Residues and Resultants 145

degree α − αj and set Gj = FjQj . Given a positive integer k0, let F0 be

a generic polynomial of degree k0α. Thus F0, G1, . . . , Gn are homogeneous

polynomials of degrees k0α, α, . . . , α. For all choices of complex coefficients

in a Zariski open set, they have no common roots in X. Given a polynomial

H of critical degree ρ(F ) := (k0 + 1)α − β0 relative to the (n + 1)-tuple

F = (F0, F1, . . . , Fn), we can compute the toric residue ResXF (H) and,

according to the Global Transformation Law [CCD, Theorem 0.1]:

ResXF (H) = ResXG (H ·Q1 · · ·Qn); G = (F0, G1, . . . , Gn) .

Let R be the (k0∆,∆, . . . ,∆)-resultant. It follows from Theorem 1.4 that

the specialization R(F0, G1, . . . , Gn) is a denominator for the rational func-

tion ResXF (H).

Let f0 denote the dehomogenization of F0, let qj be the dehomogeniza-

tion of Qj , and set gj := fj · qj for any j = 1, . . . , n. Then, R(F0, G1, . . . ,

Gn) agrees with the sparse resultant R(f0, g1, . . . , gn) arising from the sup-

port sets k0∆ ∩ Zn,∆ ∩ Zn, . . . ,∆ ∩ Zn. Given a subset J ⊆ {1, . . . , n},
we denote f̃j := fj if j ∈ J , and f̃k := qk if k �∈ J . We let ∆̃j stand for the

Newton polytope of f̃j , i.e. ∆̃j = ∆j if j ∈ J , and

∆̃k = ∆1 + · · ·+ ∆k−1 + ∆k+1 + · · ·+ ∆n if k �∈ J .

It follows from the Product Formula for sparse mixed resultants [PSt,

Proposition 7.1] that

(3.17) R(f0, g1, . . . , gn) =
∏

J⊆{1,... ,n}
RJ(f0, f̃1, . . . , f̃n) ,

where RJ denotes the sparse mixed resultant associated with the support

sets

(3.18) k0∆ ∩ Zn, ∆̃1 ∩ Zn, . . . , ∆̃n ∩ Zn

relative to the ambient lattice Zn as in (3.5).

We now show that the factor R(f0, . . . , fn) corresponding, in (3.17), to

J = {1, . . . , n} is already a denominator of the rational function ResXF (H).

Since this is a function of the coefficients of f0, . . . , fn only, it suffices
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to show that every additional factor in (3.17) must involve the coeffi-

cients of some qk, k = 1, . . . , n, i.e. if J �= {1, . . . , n}, the polynomial

RJ(f0, f̃1, . . . , f̃n) has positive degree in the coefficients of some qk, k �∈ J .

But this is a consequence of our assumption MV (∆1, . . . ,∆n) > 0. In-

deed, according to Lemma 1.2 and Corollary 1.1 of [S2], it is enough to

show that the collection of supports k0∆ ∩ Zn, ∆̃j ∩ Zn, j ∈ J contains

no proper essential subset. A subset which contains k0∆ ∩ Zn cannot be

essential since dim(∆) = n and the cardinality of the subset is at most

n. On the other hand, no collection of supports ∆̃j ∩ Zn can be essential

because MV (∆1, . . . ,∆n) > 0.

We now complete the proof of Theorem 3.2 similarly to the proof of

Lemma 3.5. The algorithm in [CD] computes ResTf (tm) as the toric residue

ResXF (xµ) for appropriate monomials xµ and F0(x) = xν of degree (k0 +

1)α− β0 and k0α, respectively, where k0 is a positive integer. For any such

choice of µ and ν, the specialization

R(xν , F1, . . . , Fn) =
s∏
i=1

Rηi(fηi1 , . . . , f
ηi
n )νi

is a denominator of the rational function ResTf (tm). Taking the greatest

common divisor over all possible choices and applying Lemma 3.6 yields

the theorem. �
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de Laurent interpretés dans le cadre des variétés toriques, Thèse, Univer-
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