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Genuine solutions and formal

solutions with Gevrey type estimates of

nonlinear partial differential equations

By Sunao Ōuchi

Dedicated to Professor Hikosaburo Komatsu on his 60th birthday

Abstract. Let L(u) = L(z, ∂αu; |α| ≤ m) be a nonlinear partial

differential operator defined in a neighbourhood Ω of z = 0 in C n+1,
where z = (z0, z

′) ∈ C × C n. We consider a nonlinear partial differ-
ential equation L(u) = g(z), which has a formal solution ũ(z) of the
form

ũ(z) = z
q
0(

+∞∑
n=0

un(z′)zqn0 ) u0(z
′) �≡ 0,

where q ∈ R and 0 = q0 < q1 < . . . < qn < . . . → +∞, with

|un(z′)| ≤ ABqnΓ(
qn
γ∗

+ 1) γ∗ > 0,

which we often call the Gevrey type estimate. It is the main purpose to
show under some conditions that there exists a genuine solution uS1

(z)
with the asymptotic expansion uS1

(z) ∼ ũ(z) as z0 → 0 in some sector
S1. We apply the results to formal solutions constructed in Ōuchi [7].

0. Contents

We summarize what we need and resluts in §1. We give notations and

definitions and introduce several notions for nonlinear partial differential

operators L(u). In particular we define for L(u) and r ∈ R the characteris-

tic polygon Σ∗
L(r). Other notions related to them, the characteristic indices
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etc., are also introduced and investigated. Secondly we treat a nonlinear

equation L(u) = g(z) with g(z) ∼ 0 as z0 → 0 and consider the existence

of u(z) ∼ 0 as z0 → 0 (Theorems 1.8 and 1.9). Thirdly we consider a non-

linear equation L(u) = g(z) stated in Abstract and give a result of the

existence of genuine solutions (Theorem 1.12) and apply it to formal solu-

tions constructed in [7] (Theorems 1.16 and 1.17). The proofs of Theorems

and Propositions stated in §1 are mainly given in §3 - §5.

In §2 we prepare majorant functions and function spaces and give their

properties for our purposes.

In §3 and §4 we construct uS′(z) ∼ 0 in a sector S′ satisfying (L(uS′) −
g(z)) ∼ 0 with some exponential order, and show Theorems 1.8 and 1.9.

In §5 we give the proofs of Propositions and Theorems which are not yet

shown in the preceding sections.

1. Notations, definitions and theorems

Firstly we give usual notations and definitions: C means the set of

the complex numbers. z = (z0, z1, . . . , zn) = (z0, z1, z
′′) = (z0, z

′) is the

coordinate of C n+1. |z| = max{|zi|; 0 ≤ i ≤ n} and ∂ = (∂0, ∂1, . . . , ∂n)

= (∂0, ∂
′), ∂i = ∂/∂zi. R means the set of the real numbers and R+ = {x ∈

R;x > 0}. The set of all nonnegative integers (resp. integers) is denoted

by N (resp. Z ). For multi-index α = (α0, α1, . . . , αn) = (α0, α
′), |α| =

α0 +α1 + . . .+αn = α0 + |α′|, ∂α = ∂α0
0 ∂α′

= ∂α0
0 ∂′α′

=
∏n

i=1 ∂
αi
i and zα =

zα0
0 zα1

1 . . . zαn
n . We introduce notations for products of multi-indices. Let

A ∈ (N n+1)s, where A = (A1, A2, . . . , As) and Ai = (Ai,0, A
′
i) ∈ N ×N n.

Then we define sA = s, kA = max{|Ai|; 1 ≤ i ≤ sA}, k′A = max{|A′
i|; 1 ≤

i ≤ sA}, |A| =
∑sA

i=1 |Ai|, and lA =
∑sA

i=1 |A′
i|. Let A,B ∈ (N n+1)s. If

some rearrangement of the components Ai’s coincides with B, we identify A

with B. We denote by N d the set of all different elements of ∪d
s=1(N

n+1)s.

For a real number a, [a] means the integral part of a. Let ω0 = {z0; |z0| ≤ R}
and ω = {z′ ∈ C n; |z′| ≤ R}. Let S = {z0 �= 0; φ− < arg z0 < φ+} be

a sector in C . Put Ω = ω0 × ω and ΩS = (S ∩ ω0) × ω. Let S′ = {z0 �=
0; φ′

− < arg z0 < φ′
+} and Ω′ = {z ∈ C n+1; |z| ≤ R′}. Then S′ ⊂⊂ S

(Ω′
S′ ⊂⊂ ΩS) means φ− < φ′

− < φ′
+ < φ+ and R′ < R. We often use

the notation S(φ−, φ+) = {z0; φ− < arg z0 < φ+, 0 < |z0| ≤ r} and

S(θ) = S(−θ, θ) (θ > 0), where r > 0 is small if necessary. O(Ω) (O(ΩS))

is the set of all holomorhic functions on Ω (resp. ΩS).
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For the simplicity we often denote different constants by the same nota-

tions A,B,B′, etc., if confusions will not occur.

Definition 1.1. (1). F is the set of all formal series f(z) =∑+∞
n=0 fn(z′)zrn0 , fn(z′) ∈ O(ω), where ω depends on f(z) and r0 < r1 <

. . . < rn <→ +∞.

(2). For f(z) ∈ F , min{rn; fn(z′) �≡ 0} is said to be the formal valuation

of f(z). If fn(z′) ≡ 0 for all n ∈ N , then its formal valuation is +∞.

Definition 1.2. (1). Let f(z) ∈ O(ΩS). f(z) is said to have the

asymptotic expansion f(z) ∼
∑+∞

n=0 fn(z′)z0
rn , if the following holds: for

any sector S0 (S0 ⊂⊂ S) and any N ,

(1.1) |f(z) −
N−1∑
n=0

fn(z′)zrn0 | ≤ CN |z0|rN as z0 → 0 in S0.

Asy(ΩS) is the totality of f(z) ∈ O(ΩS) which has the asymptotic expansion

such as (1.1)

(2). Let γ > 0. Asy 0
{γ}(ΩS) is the totality of f(z) ∈ O(ΩS) such that for

any S0 ⊂⊂ S

(1.2) |f(z)| ≤ C0 exp(−c0|z0|−γ) (c0 > 0),

where c0 depends on S0.

We treat a nonlinear partial differential operator with order m:

L(u) := L(z, ∂αu; |α| ≤ m)(1.3)

=
M∑
s=1

∑
{A; sA=s}

zeA0 bA(z)
s∏

i=1

∂′A′
i(z0∂0)

Ai,0u.

The coefficients bA(z)’s are in F or Asy(ΩS). If bA(z) ∈ F , L(u) is said to

be formal. In any case the formal valuation of bA(z) is 0 if bA(z) �≡ 0. For

A with bA ≡ 0 we put eA = +∞. We suppose that L(u) is a polynomial

of {∂αu; |α| ≤ m} with degree M . But some definitions and results will be

hold for operators of non polynomial type.
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Now put

(1.4)




L(z, ∂) =
∑

{A; sA=1}
zeA0 bA(z)∂′A′

i(z0∂0)
Ai,0u,

M(u) = L(z, ∂αu; |α| ≤ m) − L(z, ∂)u.

L(z, ∂) is the linear part of L(u) and M(u) is the nonlinear part of L(u).

We write often L(z, ∂) in the following form:

(1.5) L(z, ∂) =
m∑

k=0

k∑
l=0

z
e(k,l)
0 bk,l(z, ∂

′)(z0∂0)
k−l,

where bk,l(z, ξ
′) is homogeneous with order l with respect to ξ′ and L(z, ∂)

is an operator with order ≤ m.

We proceed to define the characteristic polygon for L(z, ∂) and L(u).

Put

(1.6)

{
ek,L = min{e(k, l); 0 ≤ l ≤ k}
lk,L = max{l; e(k, l) = ek,L}

and for r ∈ R

(1.7) ek,L(r) = min{sAr + eA;A ∈ NM with kA = k}.

Define Π(a, b) = {(x, y) ∈ R2;x ≤ a, y ≥ b} and Π(a,+∞) = ∅. Put

Σ∗
L(r) = the convex hull of ∪m

k=0Π(k, ek,L(r)) and Σ∗
L = the convex hull

of ∪m
k=0Π(k, ek,L). The boundary of Σ∗

L(r) (Σ∗
L) consists of a vertical half

line Σ∗
0,L(r) (resp. Σ∗

0,L), a horizontal half line Σ∗
pr,L

(r) (resp. Σ∗
p,L) and

segments Σ∗
i,L(r), 1 ≤ i ≤ pr − 1 (resp. Σ∗

i,L, 1 ≤ i ≤ p − 1). The set of

vertices of Σ∗
L(r) (Σ∗

L) consists of pr (resp. p) points (ki,L(r), eki,L(r)), 0 ≤
kpr−1,L(r) < kpr−2,L(r) < . . . < k1,L(r) < k0,L(r) = m (resp. (ki,L, eki,L),

0 ≤ kp−1,L < kp−2,L < . . . < k1,L < k0,L ≤ m) (see Figure 1). Let γi,L(r)

(γi,L) be the slope of Σi,L(r) (resp. Σi,L). Then 0 = γpr,L(r) < γpr−1,L(r) <

. . . < γ1,L(r) < γ0,L(r) = +∞) (resp. 0 = γp,L < γp−1,L < . . . < γ1,L <

γ0,L = +∞).
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Fig. 1. Characteristic polygon

Define for 1 ≤ i ≤ p

(1.8) Li(z, ∂) =
∑

{
(k,l); e(k,l)=ek,L
eki−1,L−ek,L=γi,L(ki−1−k)

} ze(k,l)bk,l(z, ∂
′)(z0∂0)

k−l,

which is a linear operator corresponding to the segment Σ∗
i,L and we often

denote Li(z, ∂) by Li(z, z0∂0, ∂
′).

Definition 1.3. (1) Σ∗
L is called “the characteristic polygon” of linear

partial differential operator L(z, ∂) and Σ∗
L(r) is called the characteristic

polygon with valuation r, shortly “r-characteristic polygon”, of L(u).

(2) γi,L is called “the i-th characteristic index” of L(z, ∂) and γi,L(r) is

called the i-th characteristic index of L(u) with respect to valuation r,
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shortly “the i-th r-characteristic index”. In particular γp−1,L (γpr−1,L(r))

is called “the minimal irregularity” ( resp. “the minimal irregularity with

respect to valuation r” ) and denoted by γmin,L ( resp. γmin,L(r) ).

It follows from the definition that the r-characteristic polygon Σ∗
L(r) of

the linear operator L(z, ∂) is equal to Σ∗
L + (0, r).

Remark 1.4. Characteristic polygons and characteristic indices for a

linear partial differential operator L(z, ∂) were defined in Ōuchi [6] with

other useful notions. The definitions in [6] are slightly different from those

in this paper. But the difference is not essential. The characteristic indices

were denoted by σi in [6] and it holds that γi,L = σi − 1.

Definition 1.5. (1) A nonlinear partial differential operator L(u)

with order m is said to be linearly nondegenerate, if its linear part L(z, ∂)

is also an operator with order m.

(2) If the r-characteristic polygon Σ∗
M (r) of M(u), which is the nonlinear

part of L(u) ( see (1.4)), is included in the interior of the r-characteristic

polygon of L(z, ∂), then the nonlinear operator L(u) is said to have the

strongly linear part with respect to valuation r.

(3) If L(u) has the strongly linear part for any valuation r > ρ, then it is

said to have the strongly linear part with respect to valuation ρ+.

Proposition 1.6. (1) Put R(u) = L(zr0u). Then Σ∗
L(r′ + r) = Σ∗

R(r′)
for any r′, Ri(z, z0∂0, ∂

′) = zr0Li(z, z0∂0, ∂
′) for 1 ≤ i ≤ p − 1 and

Rp(z, z0∂0, ∂
′) = zr0Lp(z, z0∂0 + r, ∂′). Moreover if L(u) has the strongly

linear part with respect to valuation r, then R(u) has the strongly linear

part with respect to valuation 0.

(2) L(u) is linearly nondegenerate if and only if there is a ρ such that it

has the strongly linear part with respect to valuation ρ+.

Let v(z) ∈ F , v(z) =
∑+∞

n=0 vn(z′)zrn0 . Define a formal operator

(1.9) Lv(u) := L(u + v) − L(v)

and its linear part is denoted by Lv(z, ∂), which we call the linearization of

L(u) at u = v(z). Put

(1.10) v∗−1(z) = 0, v∗l (z) =
l∑

n=0

vn(z′)zrn0 for l ∈ N .
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We can also define Lv∗N such as (1.9) and Lv∗N .

Proposition 1.7. Suppose that Lv(u) is linearly nondegenerate. Then

there is an N0 ∈ N such that if N ≥ N0, Σ∗
Lv = Σ∗

Lv∗N
and Σ∗

Lv(r) =

Σ∗
Lv∗N

(r) for any r. Moreover there is a ρ such that if N ≥ N0,

(1.11) Σ∗
Lv(r) = Σ∗

Lv∗N
(r) = Σ∗

Lv(r) = Σ∗
Lv∗N

(r) for r > ρ.

The proofs of Propositions 1.6 and 1.7 are given in §5.

Now consider an equation

{Eq0} L(u) = g(z) ∈ Asy 0
{γi,L}(ΩS),

where we assume p ≥ 2 and 1 ≤ i ≤ p − 1. We try to find a solution u(z)

of {Eq0} with exponential decay. We suppose that the coefficients bA’s of

L(u) are in Asy(ΩS) and give conditions to state results.

Condition 0. L(u) is linearly nondegenerate.

We introduce a condition for Li(z, ∂)

Condition 1-{i}. The following holds for Li(z, ∂):




(1) lki−1,L > lk,L

for k ∈ {k; k < ki−1, eki−1,L − ek,L = γi,L(ki−1 − k)},
(2) bki−1,lki−1

,L(0, ξ′) �≡ 0.

The following Theorem 1.8 is fundamental in this paper.

Theorem 1.8. Suppose that for L(u) Condition-0 and Condition-1-{i}
hold. Let S′ = S(φ−, φ+) be a sector such that S′ ⊂⊂ S.

(1) If 2 ≤ i ≤ p − 1, for any S′ with φ+ − φ− < π/γi−1,L there is a

uS′(z) ∈ Asy 0
{γi,L}(Ω

′
S′) such that

(1.12) L(uS′) − g(z) = gS′(z) ∈ Asy 0
{γi−1,L}(Ω

′
S′).
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(2) If i = 1, for any S′ with φ+ − φ− < π/γ1,L there is a solution

uS′(z) ∈ Asy 0
{γ1,L}(Ω

′
S′) of {Eq0}.

Here Ω′ is a neighbourhood of z = 0.

Theorem 1.9. Suppose that Condition-0 and Condition-1-{i} hold for

all 1 ≤ i ≤ i∗. Consider

(1.13) L(u) = g(z) ∈ Asy 0
{γi∗,L}(ΩS).

Let S1 = S(φ1,−, φ1,+) be a sector with S1 ⊂⊂ S and φ1,+ − φ1,− < π/γ1,L.

Then there is a solution uS1(z) ∈ Asy 0
{γi∗,L}

(Ω′
S1

) of (1.13), where Ω′ is a

neighbourhood of z = 0.

Now we proceed to the main purpose of this paper, that is, the investiga-

tion of the relation between solutions of formal series and genuine solutions

of nonlinear partial differential equations. For this purpose Theorems 1.8

and 1.9 are available. Let us introduce function spaces.

Definition 1.10. Let S be a finitely generated additive semi-group,

S = {qi; i ∈ N }, 0 = q0 < q1 < . . . < qi <→ +∞.

(1) FS is the set of all f(z) ∈ F such that f(z) ∼
∑+∞

n=0 fn(z′)zqn0 .

(2) Asy S
{κ}(ΩS) (0 < κ ≤ +∞) is the set of all f(z) ∈ O(ΩS) with

asymtotic expansion f(z) ∼
∑+∞

n=0 fn(z′)zqn0 in the following sense: for any

sector S′ (S′ ⊂⊂ S)

(1.14) |f(z) −
N−1∑
n=0

fn(z′)zqn0 | ≤ ABqN |z0|qNΓ(
qN
κ

+ 1) for z0 ∈ S′.

If κ = +∞ and S = N , then AsyN
{+∞}(ΩS) is holomorphic in a neigh-

bourhood of z = 0. In the following of this section S means a finitely

generated additive semi-group, S = {qi; i ∈ N }. We have

Proposition 1.11. Let {fn(z′)} (n ∈ N ) be a sequence in O(ω′) with

(1.15) |fn(z′)| ≤ ABqnΓ(
qn
κ

+ 1) (0 < κ < +∞).
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Let S := S(φ−, φ+) = {z0;φ− < arg z0 < φ+, 0 < |z0| ≤ r0} be a sector

with φ+−φ− ≤ π/κ and a small r0 > 0. Then there is a f(z) ∈ AsyS{κ}(ΩS)

such that for any S′ ⊂⊂ S

(1.16) |f(z) −
N−1∑
n=0

fn(z′)zqn0 | ≤ A1B
qN
1 |z0|qNΓ(

qN
κ

+ 1) for z0 ∈ S′,

where A1 and B1 depend on S′.

The proof of Proposition 1.11 will be given in §5. Let

L(u) := L(z, ∂αu; |α| ≤ m)(1.17)

=
M∑
s=1

{
∑

{A; sA=s}
zeA0 bA(z)

sA∏
i=1

z
Ai,0

0 ∂
Ai,0

0 ∂A′
iu},

where bA(z) ∈ Asy S
{κ}(ΩS) (0 < κ ≤ +∞), bA(z) ∼

∑+∞
n=0 bA,n(z′)zqn0 , and

its formal valuation is 0 if bA(z) �≡ 0. The representation of L(u) in (1.17)

is different from (1.3) in order to cite the results in Ōuchi [7], which is not

essential.

Now consider

{Eq} L(u) = g(z) z−r
0 g(z) ∈ Asy S

{γ}(ΩS) (γ ≤ κ),

where g(z) ∼ zr0(
∑+∞

n=0 gn(z′)zqn0 ). We treat a solution of {Eq} of formal

series with formal valuation q

(1.18) ũ(z) = zq0(
+∞∑
n=0

un(z′)zqn0 ) ∈ zq0FS .

We put a few assumptions on {Eq}.

Assumption 1. There exists a formal solution ũ(z) = zq0(
∑+∞

n=0

un(z′)zqn0 ) of {Eq} with formal valuation q.

As before let Lũ(u) be an operator defined by Lũ(u) = L(u + ũ) − L(ũ)

and its linear part is denoted by Lũ(z, ∂). Lũ(u) and Lũ(z, ∂) are formal
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operators. We can also consider the characteristic polygons for Lũ(u) and

Lũ(z, ∂).

Assumption 2. Lũ(u) is linearly nondegenerate.

Assumption 3. The coefficients un(z′) (n ≥ 0) of formal solution ũ(z)

satisfy |un(z′)| ≤ ABqnΓ(qn/γi∗,Lũ + 1) for some i∗ (1 ≤ i∗ ≤ p − 1) and

γi∗,Lũ ≤ γ.

Let S∗ = S(φ−, φ+) be a sector with φ+ −φ− < π/γi∗,Lũ and S∗ ⊂⊂ S.

From Proposition 1.11 there is a v(z) ∈ zq0 Asy S
{γi∗ ,Lũ}(ΩS∗) such that

v(z) ∼ zq0(
∑+∞

n=0 un(z′)zqn0 ) in S∗. Since Lv(u) = L(u + v) − L(v) is a

differential operator and the characteristic polygons of Lv(u) and Lũ(u) are

same, we use Lv(u) instead of Lũ(u).

Assumption 4. g∗(z) := g(z) − L(v) ∈ Asy 0
{γi∗,Lv}(ΩS∗).

We can consider Condition-0 and Condition-1-{i}’s for the operator

Lv(u), that is, by replacing L(u) by Lv(u) and L(z, ∂) by Lv(z, ∂). We

have

Theorem 1.12. Suppose Assumptions 1-4 hold and that Lv(u) sat-

isfies Condition 1-(i)’s for all 1 ≤ i ≤ i∗. Then for any sector S1 =

S(φ1,−, φ1,+) with φ1,+ − φ1,− < π/γ1,Lv and S1 ⊂⊂ S there exists a solu-

tion uS1(z) ∈ Asyγi∗ ,Lv(Ω′
S1

) of {Eq} with asymptotic expansion uS1(z) ∼
zq0(

∑
n=0 un(z′)zqn0 ) in S1, where Ω′ is a neighbourhood of z = 0.

Proof. Consider

Lv(w) = L(v + w) − L(v) = g(z) − L(v)(1.19)

= g∗(z) ∈ Asy 0
{γi∗,Lv}(ΩS∗).

Then it follows from Theorem 1.9 that there exists wS1(z) ∈
Asy 0

{γi∗,Lv}(ΩS∗) such that Lv(wS1(z)) = g∗(z). Hence uS1(z) = v(z) +

wS1(z) is a desired solution. �
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Now we cite a few results in Ōuchi [7] concerning the existence of a

formal solution ũ(z) of {Eq} with a Gevrey type estimate. For a given

q ∈ R, put

q∗ = min{sAq + eA;A ∈ NM},(1.20)

∆L(q) = {A ∈ NM ; sAq + eA = q∗}.(1.21)

In Ōuchi [7], we define q∗ and ∆L(q) using quantities dA,L−|A| insted of eA.

But we will be able to easily notice that eA = dA,L − |A| by representating

L(u) in the form (1.3).

Put for A ∈ NM

(1.22) L0,A(z′, µ, p) = bA,0(z
′)

sA∏
i=1

µ(µ− 1) . . . (µ−Ai,0 + 1)pA′
i

and

(1.23)

L1,A(z′, λ, µ, p, ∂′)

=bA,0(z
′){

sA∑
i=1

(
∏
h 	=i

µ(µ− 1) . . . (µ−Ah,0 + 1)pA′
h
)

× λ(λ− 1) . . . (λ−Ai,0 + 1)∂A′
i},

where p = (pα′ ; α′ ∈ N n) and λ, µ are parameters. L1,A(z′, λ, µ, p, ∂′) is a

linear partial differential operator with order k′A = max{|A′
i|; 1 ≤ i ≤ sA}

and a polynomial of λ and ∂′ with degree kA = max{|Ai|; 1 ≤ i ≤ sA}.
Define

(1.24)




L0(z
′, µ, p) =

∑
A∈∆L(q)

L0,A(z′, µ, p)

L1(z
′, λ, µ, p, ∂′) =

∑
A∈∆L(q)

L1,A(z′, λ, µ, p, ∂′).

L1(z
′, λ, µ, p, ∂′) is a linear partial differential operator with order k′L(q) =

max{k′A;A ∈ ∆L(q)} and a polynomial of λ and ∂′ with degree kL(q) =

max{kA;A ∈ ∆L(q)}.
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Condition I. (1) S ⊃ {sAq + eA − q∗;A ∈ NM} and g(z) ∼
zq∗0 (

∑+∞
n=0 gn(z′)zqn0 ), that is, r = q∗ in {Eq}

(2) There is a solution u0(z
′) �≡ 0 of

(1.25) L0(z
′, q, ∂α′

u0(z
′)) = g0(z

′),

which is holomorphic in a neighbourhood ω of z′ = 0.

Suppose Condition I holds. Using u0(z
′) in Condition I, define

(1.26) L1(z
′, λ, ∂′) = L1(z

′, λ, q, ∂α′
u0(z

′), ∂′).

Let mL1 be the order of L1(z
′, λ, ∂′). Let P.S.L1(z

′, λ, ξ′) be the principal

symbol of L1(z
′, λ, ∂′), which is homogeneous in ξ′ with degree mL1 , and

◦
kL1 be its degree as a polynomial of (λ, ξ′). We note that mL1 ≤ k′L(q) and
◦
kL1 ≤ kL(q).

Condition II. P.S.L1(0, λ, ξ̂′), ξ̂′ = (1, 0, . . . , 0), is a polynomial of λ

with degree
◦
kL1 −mL1 and does not vanish for λ = q + qn, n = 1, 2, . . . .

As for the existence of formal solutions with the formal valuation q, we

have in Ōuchi [7]

Theorem 1.13. Suppose that Conditions I and II hold. Then there

exists a uniquely formal series ũ(z) = zq0(
∑+∞

n=0 un(z′)zqn0 ) satisfing {Eq}
formally and ∂h

1un(0, z′′) = 0 (n ≥ 1) for 0 ≤ h ≤ mL1 − 1.

Condition I assures the existence of the nonzero initial term u0(z
′). We

can determine un(z′) successively by Condition II.

Now we study the Gevrey estimate of the coefficients un(z′) (n ≥ 0) of

ũ(z) in Theorem 1.13. We try to find 0 < γ∗ ≤ +∞ such that

{Gev.γ∗} |un(z′)| ≤ ABqnΓ(
qn
γ∗

+ 1)

for some constants A and B.
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Condition III. P.S.L1(0, λ, ξ̂′) is a polynomial of λ with degree

kL(q) −mL1 .

Condition III means
◦
kL1 = kL(q), which is important in order to obtain

an estimate such as {Gev.γ∗}. We have in Ōuchi [7]

Theorem 1.14. Put γ∗ = γmin,L(q). Suppose that Conditions I, II

and III hold and γ∗ ≤ min{γ, κ}. Then the coefficients un(z′)’s of formal

solution ũ(z) in Theorem 1.13 have the estimate {Gev.γ∗}.

We have given in Ōuchi [7] the Gevrey index γ∗ more precisely. Let us

explain it. We assume that Conditions I, II and III hold. For simpicity we

assume κ = +∞, that is, bA(z) ∈ Asy S
{+∞}(ΩS). By using the coefficients

un(z′) of ũ(z) in Theorem 1.13, define

(1.27) u∗
l (z) = zq0(

l∑
n=0

un(z′)zqn0 ) for l ≥ 0, u∗
−1(z) = 0.

Let us consider operators Lu∗
l (u) = L(u + u∗

l ) − L(u∗
l ) and Lu∗

l (z, ∂) for

l = −1, 0, 1, 2, . . . . We note Lu∗
−1(u) = L(u). Then we have shown in Ōuchi

[7]

Theorem 1.15. Suppose that γ
min,L

u∗
l−1

(q + ql) ≤ γ for all l ∈ N .

Then for each l ∈ N the coefficients un(z′)’s of formal solution ũ(z) in

Theorem 1.13 have the estimate {Gev.γ∗} for γ∗ = γ
min,L

u∗
l−1

(q + ql).

We have

Theorem 1.16. Suppose that Lũ is linearly nondegenerate and

γmin,Lũ ≤ γ. Then the coefficients un(z′)’s of formal solution ũ(z) in The-

orem 1.13 have the estimate {Gev.γ∗} for γ∗ = γmin,Lũ.

Theorem 1.17. Put γ∗ = γmin,Lũ and assume γ∗ ≤ γ in {Eq}. Sup-

pose that

(1) Lũ is linearly nondegenerate, and

(2) Lũ(u) satisfies Condition 1-(i)’s for 1 ≤ i ≤ p− 1.
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Then for any sector S1 = S(φ1,−, φ1,+) with φ1,+ − φ1,− < π/γ1,Lũ and

S1 ⊂⊂ S, there is a solution uS1(z) ∈ Asy S
{γ∗}(ΩS1) of {Eq} with asymp-

totic expansion uS1(z) ∼ ũ(z) in S1.

The proofs of Theorems 1.16 and 1.17 are given in §5.

Remark 1.18. When L(u) is a linear partial differential operator, say

L(·) = L(z, ∂), the relation between solutions of formal power series and

genuine solutions of L(z, ∂)u = g(z) was investigated in Ōuchi [5]. The

main result in [5], the existence of genuine solutions, follows from Theorem

1.17. The conditions in [5] to ensure it were given by the conditions on the

vertices of the characteristic polygon, which are stronger than Conditions

1-(i)’s. So Theorem 1.17 is a generalization of the main result in [5] to not

only nonlinear equations but also linear equations.

We give examples. Let

(1.28) L(u) = P0(z
′, ∂′)∂0u + zJ0

2∏
i=1

Pi(z
′, ∂′)u,

where J ∈ N , Pi(z
′, ∂′) is a linear partial differential operator of ∂′ with

order mPi and its principal symbol is denoted by P.S.Pi(z
′, ξ′). We assume

(1.29)

{
mP2 >mP1 > mP0 + 1 ≥ 2

P.S.Pi(0, ξ̂′) �= 0, ξ̂′ = (1, 0, · · · , 0), for i = 0, 1, 2.

Let us consider L(u) = g(z), where g(z) =
∑+∞

n=0 gn(z′)zn0 is holomorphic

in a neighbourhood of z = 0. We put gn(z′) = 0 for n < 0. We concern

with a formal solution ũ(z) with the formal valuation q ∈ Z . So S = N

and ũ(z) = zq0(
∑+∞

n=0 un(z′)zn0 ). If ũ(z) exists, then

(1.30)




Lũ(u) =Lũ(z, ∂)u + M ũ(u)

Lũ(z, ∂) =P0(z
′, ∂′)∂0 + zJ0 (P2(z

′, ∂′)ũ)P1(z
′, ∂′)

+ zJ0 (P1(z
′, ∂′)ũ)P2(z

′, ∂′)

M ũ(u) =zJ0

2∏
i=1

(Pi(z
′, ∂′)u).
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Let q > −J − 1. Then un(z′) (n ≥ 0) are determined by the following

recursion formula,

(1.31) q(P0(z
′, ∂′)u0(z

′)) = gq−1(z
′)

and for n ≥ 1

(1.32)

(n + q)P0(z
′, ∂′)un(z′)

+
∑

{J+n1+n2+q+1=n}

2∏
i=1

Pi(z
′, ∂′)uni(z

′) = gn+q−1(z
′).

Since P0(z
′, ∂′) is noncharacteristic with respect to z1 = 0, we can find u0(z

′)
such that u0(0) �= 0. If q ≥ 0, un(z′) (n ≥ 1) are successively determined

by (1.32), by imposing on (1.32) the initial conditions ∂h
1u(0, z′′) = 0 (0 ≤

h ≤ mP0 − 1). If −J − 1 < q < 0, u−q(z
′) is not always determined. But

here we assume

(1.33)
∑

{J+n1+n2+q+1=−q}

2∏
i=1

Pi(z
′, ∂′)uni(z

′) = 0

for a suitable choice of {un(z′)} (0 ≤ n < −q). Then u−q(z
′) is arbitrary

and we can determine un(z′) (n > −q) successively by (1.32), imposing on

(1.32) the initial conditions ∂h
1u(0, z′′) = 0 (0 ≤ h ≤ mP0 − 1). Let ji be

the the formal valuation of Pi(z
′, ∂′)ũ (i = 1, 2),

(1.34) Pi(z
′, ∂′)ũ = zji0 (bi0(z

′) + O(z0))

and suppose j1 < +∞. Then Lũ(z, ∂) is a linear operator with order mP2

and Lũ(u) is linearly nondegenerate. Put JmP1
= J + j2 and JmP2

= J + j1.

We have two cases:

(i) If (JmP2
+ 1)/(mP2 −mP0 − 1) > (JmP1

+ 1)/(mP1 −mP0 − 1), then

(1.35)

0 = γ3,Lũ < γ2,Lũ =
JmP1

+ 1

mP1 −mP0 − 1

< γ1,Lũ =
JmP2

− JmP1

mP2 −mP1

< γ0,Lũ = +∞.
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(ii) If (JmP2
+ 1)/(mP2 −mP0 − 1) ≤ (JmP1

+ 1)/(mP1 −mP0 − 1), then

(1.36) 0 = γ2,Lũ < γ1,Lũ =
JmP2

+ 1

mP2 −mP0 − 1
< γ0,Lũ = +∞.

For the case (i) (the case (ii)) we have by Theorem 1.16

(1.37) |un(z′)| ≤ ABnΓ(
n

γ∗
+ 1), γ∗ = γmin,Lũ

in a neigbourhood of z′ = 0, where γmin,Lũ = γ2,Lũ ( resp. γ1,Lũ). Moreover

if b10(0)b20(0) �= 0 (resp. b10(0) �= 0) in (1.34), the conditions in Theorem 1.17

are satisfied. Hence for any sector S1 = S(φ1,−, φ1,+) with φ1,+ − φ1,− <

π/γ1,Lũ , there exists a solution uS1 ∈ Asy{γ∗}(ΩS1) of L(u) = g(z) with

uS1(z) ∼ ũ(z) in S1.

Let q ≤ −J − 1. Then un(z′) (n ≥ 0) are determined by the following

recursion formula,

(1.38)




2∏
i=1

(Pi(z
′, ∂′)u0(z

′)) = 0 if q < −J − 1,

2∏
i=1

(Pi(z
′, ∂′)u0(z

′)) + q(P0(z
′, ∂′)u0(z

′)) = 0 if q = −J − 1,

and for n ≥ 1

(1.39)

(P1(z
′, ∂′)u0(z

′))P2(z
′, ∂′)un(z′) + (P2(z

′, ∂′)u0(z
′))P1(z

′, ∂′)un(z′)

+
∑

{
n1+n2=n

ni 	=0

}
2∏

i=1

Pi(z
′, ∂′)uni(z

′)

+ (n + 2q + J + 1)P0(z
′, ∂′)un+q+J+1(z

′) = gn+2q+J(z′).

Suppose that there is a solution u0(z
′) of (1.38) such that

(P1(z, ∂
′)u0(z

′))|z′=0 �= 0. Since P2(z
′, ∂′) is noncharacteristic with respect

to z1 = 0, un(z′) (n ≥ 1) are successively determined by (1.39), by impos-

ing the initial conditions ∂h
1u(0, z′′) = 0 (0 ≤ h ≤ mP2 − 1). Then it follows

from Ishii [2] and Ōuchi [7] that zq0(
∑+∞

n=0 un(z′)zn0 ) converges.
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Secondly let

(1.40) L(u) = z0(∂
2
1u)(∂1

1u) + (z0∂0 − a0 − a(z))u,

where a(z) =
∑+∞

k=1 ak(z1)z
k
0 is holomorphic at z = 0 and a0 > −1. We

concern with a formal solution ũ(z) of L(u) = 0 with formal valuation a0.

Let S be a semi-group generated by {1, a0 + 1} and try to find ũ(z) =

za0
0 (

∑+∞
n=0 un(z1)z

qn
0 ). We have

qnun(z1) −
∑

k+qn0=qn
k>0

ak(z1)un0(z
′)(1.41)

+
∑

qn1+qn2+a0+1=qn

∂2
1un1(z

′)∂1
1un2(z

′) = 0.

So we can take u0(z
′) arbitrary and un(z′) (n ≥ 1) are successively deter-

mined. Then we have

(1.42)




Lũ(u) = Lũ(z, ∂)u + M ũ(u),

Lũ(z, ∂) = z0∂
1
1 ũ(z)∂2

1 + z0∂
2
1 ũ(z)∂1

1 + z0∂0 − (a0 + a(z)),

M ũ(u) = z0(∂
2
1u)(∂1

1u).

Suppose that there is an N0 ∈ N such that ∂1un(z′) ≡ 0 for all n with

0 ≤ n ≤ N0 − 1 and ∂1uN0(z
′) �≡ 0. Then Lũ(z, ∂) is a linear operator with

order 2 and 0 = γ2,Lũ < γ1,Lũ = qN0 + a0 + 1 < γ0,Lũ = +∞. Lũ(u) has the

strongly linear part with respect to the valuation (a0 + N0)+. We have by

Theorem 1.16

(1.43) |un(z′)| ≤ ABnΓ(
n

γ∗
+ 1), γ∗ = qN0 + a0 + 1

in a neigbourhood of z′ = 0. Furthermore assume ∂1uN0(0) �= 0. Then

it follows from Theorem 1.17 that for any sector S1 = S(φ1,−, φ1,+) with

φ1,+ − φ1,− < π/γ1,Lũ , there exists a solution uS1(z) ∈ Asy{γ∗}(ΩS1) of

L(u) = 0 with uS1(z) ∼ ũ(z) in S1.
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2. Majorant function

In order to show Theorems we need several estimates. So we make

preparations for them. Firstly let us introduce a majorant function which

is a modification of that in Lax [3] and Wagschal [8]. Put

(2.1) θ(t) =
+∞∑
n=0

ctn

(n + 1)m+2
,

where m ∈ N .

Lemma 2.1. There is a constant c > 0 in (2.1) such that for 0 ≤ k′ ≤
k ≤ m

(2.2) θ(k)(t)θ(k′)(t) � θ(k)(t).

Proof. We have

(2.3) θ(k)(t) =
+∞∑
n=0

c
(n + k)(n + k − 1) . . . (n + 1)

(n + k + 1)m+2
tn

and

θ(k)(t)θ(k′)(t)

= c2
+∞∑
n=0

{
∑

n1+n2=n

(n1 + k) . . . (n1 + 1)

(n1 + k + 1)m+2
× (n2 + k′) . . . (n2 + 1)

(n2 + k′ + 1)m+2
}tn.

It holds that

(2.4)
B

(n + 1)m−k+2
≤ (n + k) . . . (n + 1)

(n + k + 1)m+2
≤ A

(n + 1)m−k+2
,

where A,B > 0 depend on m. We have from (2.4)

∑
n1+n2=n

(n1 + k) . . . (n1 + 1)

(n1 + k + 1)m+2
× (n2 + k′) . . . (n2 + 1)

(n2 + k′ + 1)m+2

≤
∑

n1+n2=n

A2

(n1 + 1)m−k+2(n2 + 1)m−k+2
≤ C

(n + 1)m−k+2
.
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So if we choose c > 0 so that c2C ≤ cB, (2.2) follows from (2.4). �

We fix c > 0 so that (2.2) holds. We have

Lemma 2.2. (1) θ(k)(t) � C
k+1θ

(k+1)(t).

(2) Let 0 ≤ k′ ≤ k ≤ m. Then

(2.5)
n∑

i=0

(
n

i

)
θ(k+p+n−i)(t)θ(k′+i+p′)(t) � p!p′!

(p + p′)!
θ(k+n+p+p′)(t).

Proof. Let us return to (2.3). We have

(n + k) . . . (n + 1)

(n + k + 1)m+2

(n + k + 2)m+2

(n + k + 1) . . . (n + 1)
≤ (n + k + 2)m+2

(n + k + 1)m+3
≤ C

n + k + 1
,

which means (1). Differentiate (2.2) p + p′ times. Then we have

p+p′∑
i=0

(
p + p′

i

)
θ(k+p+p′−i)(t)θ(k′+i)(t) � θ(k+p+p′)(t)

and in particular

(2.6)
(p + p′)!

p!p′!
θ(k+p)(t)θ(k′+p′)(t) � θ(k+p+p′)(t).

By differentiate (2.6) n times, we have (2.5). �

Put ϕR(t) = θ(t/R), where 0 < R < 1. We have from Lemma 2.2

Proposition 2.3. (1) ϕ
(k)
R (t) � C

k+1ϕ
(k+1)
R (t).

(2) Let 0 ≤ k′ ≤ k ≤ m. Then

(2.7)
n∑

i=0

(
n

i

)
ϕ

(k+n−i+p)
R (t)ϕ

(k′+i+p′)
R (t) � R−k′ p!p′!

(p + p′)!
ϕ

(k+n+p+p′)
R (t).
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Let us introduce a function space Xγ
p,q,c(S), where p ∈ N , q, c, γ ≥ 0

and ζ = (ζ0, ζ
′) ∈ (R+)n+1.

Definition 2.4. Let S = {z0; | arg z0| < φ, 0 < |z0| ≤ r} and ω =

{z′ ∈ C n;
∑n

i=1 ζi|zi| < R}. Xγ
p,q,c(S) is the totality of u(z) ∈ O(S × ω)

with the following bounds: There is a constant C such that for all n ∈ N

(2.8) (z0∂0)
nu(z)ζn0 |z0|q exp(−c|z0|−γ)ϕ

(n+p)
R (ζ ′ · z′)

as a holomorphic function of z′. The norm of u(z) is defined by the infimum

of C satisfying the above bounds and denoted by ‖u‖p,q,c,γ .

It is obvious that Xγ
p,q,c(S) is a Banach space and zr0 ∈ Xγ

0,r,0(S) (r ∈
R, ζ0 > |r|). We can define for u(z) ∈ Xγ

p,q,c(S)

(2.9) ((z0∂0)
−1u)(z) =

∫ z0

0

u(t, z′)

t
dt,

which is also in O(S × ω) and

(2.10) (z0∂0)(z0∂0)
−1 = (z0∂0)

−1(z0∂0) = Id.

We have from the definition

Proposition 2.5. (1). Xγ
p,q,r ⊂ Xγ

p+1,q,r and ‖u‖p+1,q,c,γ ≤
C

p+1‖u‖p,q,c,γ.
(2). Let u(z) ∈ Xγ

p,q,c(S). Then (z0∂0)
α0∂′α′

u(z) ∈ Xp+|α|,q,c,γ(S) and

(2.11) ‖(z0∂0)
α0∂′α′

u‖p+|α|,q,c,γ ≤ ζα‖u‖p,q,c,γ .

Proposition 2.6. Let S∗ be a sector in C such that S ⊂⊂ S∗ and ω∗

be a neighbourhood of z′ = 0 such that ω ⊂⊂ ω∗. Let a(z) ∈ O(S∗ × ω∗).
If a(z) is bounded on S∗ × ω∗, then there exists a ζ = {ζ0, ζ

′} ∈ Rn+1
+ such

that a(z) ∈ Xγ
0,0,0(S).



Nonlinear partial differential equations 395

Proof. Put S∗ = {z0; | arg z0| < φ∗, 0 < |z0| ≤ r∗}, where φ∗ > φ and

r∗ > r, r and φ being those in the definition of S. We have by Cauchy’s

formula

∂n
0 a(z) =

n!

2πi

∫
C

a(t, z′)

(t− z0)n+1
dt.

We choose the circle |t − z0| = δ as the integration path C, where δ =

min{|z0| sin((φ∗ − φ)/2), (r∗ − r)/2}. So we have |zn0 ∂n
0 a(z)| ≤ MCnn! for

all n ∈ N , M = supz∈S∗×ω∗ |a(z)|. Hence from these estimates, we have

|(z0∂0)
na(z)| ≤ MCn

1 n! and there exists a ζ = {ζ0, ζ
′} ∈ Rn+1

+ such that

a(z) ∈ Xγ
0,0,0(S). �

We choose ζ ∈ Rn+1
+ in the following so that Propsition 2.6 holds, if

necessary.

Proposition 2.7. Let u(z) ∈ Xγ
p+k,q,c(S) and v(z) ∈ Xγ

p′+k′,q′,c′(S),

where 0 ≤ k′ ≤ k ≤ m. Then u(z)v(z) ∈ Xγ
p+p′+k,q+q′,c+c′(S) and

(2.12) ‖uv‖p+p′+k,q+q′,c+c′,γ ≤ p!p′!

Rk′(p + p′)!
‖u‖p+k,q,c,γ‖v‖p′+k′,q′,c′,γ .

Proof. We have

(z0∂0)
nuv =

n∑
i=0

(
n

i

)
(z0∂0)

n−iu · (z0∂0)
iv.

From the definition of Xγ
p,q,c(S) and Proposition 2.3

(z0∂0)
nuv � R−k′ p!p′!

(p + p′)!
‖u‖p+k,q,c,γ‖v‖p′+k′,q′,c′,γ

×ζn0 |z0|q+q′ exp(−(c + c′)|z0|−γ)ϕ
(k+n+p+p′)
R (ζ ′ · z′),

which means the statement. �

Corollary 2.8. (1). Let ζ0 > |r|. Then

(2.13) ‖zr0u‖p,q+r,c,γ ≤ ‖zr0‖0,r,0,γ‖u‖p,q,c,γ .
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(2). Suppose that u(z) ∈ Xγ
p,q,c(S) and a(z) ∈ O(S∗ × ω∗) is bounded,

where S ⊂⊂ S∗ and ω ⊂⊂ ω∗. Then a(z)u(z) ∈ Xγ
p,q,c(S) and

(2.14) ‖au‖p,q,c,γ ≤ ‖a‖0,0,0,γ‖u‖p,q,c,γ

The statement (1) is obvious and (2) follows from Proposition 2.6. We

have

Proposition 2.9. Let ui(z) ∈ Xγ
pi,qi,ci(S) (1 ≤ i ≤ s) and A ∈ N s

with kA ≤ m. Then
∏s

i=1(z0∂0)
Ai,0∂′A′

iui(z) ∈ Xγ
p1+···+ps+kA,q1+···+qs,c

(S)

and

(2.15)

(p1 + p2 + · · · + ps)!‖
s∏

i=1

(z0∂0)
Ai,0∂′A′

iui‖p1+···+ps+kA,q1+···+qs,c,γ

≤ CsR−kA(s−1)ζA
s∏

i=1

pi!‖ui‖pi,qi,c,γ .

Proof. We have from Propositions 2.5 and 2.7

(p1 + p2 + · · · + ps)!‖
s∏

i=1

(z0∂0)
Ai,0∂′A′

iui(z)‖p1+···+ps+kA,q1+···+qs,c,γ

≤ R−kA(s−1)
s∏

i=1

pi!‖(z0∂0)
Ai,0∂′A′

iui‖pi+kA,qi,c,γ

≤ CsR−kA(s−1)ζA
s∏

i=1

pi!‖ui‖pi,qi,c,γ . �

Proposition 2.10. (1) Let u(z) ∈ Xγ
p,q,c(S) (q > 0). Then

(z0∂0)
−1u(z) ∈ Xγ

p,q,c(S) and

(2.16) ‖(z0∂0)
−1u‖p,q,c,γ ≤ q−1‖u‖p,q,c,γ

(2) Let u(z) ∈ Xγ
p,q,c(S) (c, γ > 0). Then z−γ

0 (z0∂0)
−1u(z) ∈ Xγ

p,q,c(S)

and

(2.17) ‖z−γ
0 (z0∂0)

−1u‖p,q,c,γ ≤ C

cγ
‖u‖p,q,c,γ .
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(3) Let u(z) ∈ Xγ
p,q,c(S) (c, γ > 0). Then z−γ

0 u(z) ∈ Xγ
p+1,q,c(S) and

(2.18) ‖z−γ
0 u‖p+1,q,c,γ ≤ C

cγ
‖u‖p,q,c,γ .

Proof. Put v(z) = ((z0∂0)
−1u)(z). Then

(z0∂z0)
nv(z) = (z0∂z0)

−1(z0∂z0)
nu(z) =

∫ z0

0
t−1(t∂t)

nu(t, z′)dt

� ‖u‖p,q,c,γ ζn0 ϕ
(p+n)
R (ζ ′ · z′)

∫ |z0|

0
|t|q−1 exp(− c

|t|γ )dt.

Since ∫ |z0|

0
|t|q−1 exp(− c

|t|γ )dt ≤ q−1|z0|q exp(− c

|z0|γ
),

we have (2.16). Let us show (2). Put v(z) = z−γ
0 ((z0∂0)

−1u)(z). Then

(z0∂0)
nv(z) =

n∑
i=0

(
n

i

)
(−γ)n−iz−γ

0 (z0∂z0)
i−1u(z).

We have

z−γ
0 (z0∂z0)

i−1u(z) = z−γ
0 (z0∂z0)

−1(z0∂z0)
iu(z)

= z−γ
0

∫ z0

0
t−1(t∂t)

iu(t, z′)dt

� ‖u‖p,q,c,γ ζi0 |z0|−γ ϕ
(p+i)
R (ζ ′ · z′)

·
∫ |z0|

0
|t|q−1 exp(− c

|t|γ )dt.

Since

|z0|−γ

∫ |z0|

0

tq+γ

t1+γ
exp(− c

tγ
)dt ≤ |z0|q

∫ |z0|

0

1

t1+γ
exp(− c

tγ
)dt

= |z0|q
1

cγ
exp(− c

|z0|γ
)

and γn−i � Cϕ
(n−i)
R , we have (2.17) by Proposition 2.3. We show (3). We

have

‖z−γ
0 (z0∂0)

−1z0∂0u‖p+1,q,c,γ ≤ C ′

cγ
‖z0∂0u‖p+1,q,c,γ ≤ C

cγ
‖u‖p,q,c,γ ,

which implies (3). �
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3. Construction of solutions with exponential decay I

Now we proceed to prove Theorem 1.8. So we assume that Condition 0

and Condition-1-{i} and construct u(z) with exponential decay satisfying

(1.12) or {Eq0}. For the simplicity we use the following notations:

(3.1)




γ = γi,L, γ∗ = γi−1,L,

k∗ = ki−1, L = lki−1,L,

ek∗ = eki−1,L, ek = ek,L.

It follows from Proposition 1.6 that L(u) has the strongly linear part with

respect to valuation r and we may assume r = 0. Hence

(3.2)

{
eA − ek∗ = γ∗(kA − k∗) + J+

A (J+
A ≥ 0) for kA > k∗

eA − ek∗ = −γ(k∗ − kA) + J−
A (J−

A ≥ 0) for kA ≤ k∗.

Recall Li(z, ∂) introduced in §1. Put

(3.3) L(z, ∂) = z
−ek∗
0 Li(z, ∂), M(z, ∂αu) = z

−ek∗
0 (L(u) − Li(z, ∂)u).

Then

(3.4) L(z, ∂) =
∑

{
(k,l) ; e(k,l)=ek
ek∗−ek=γ(k∗−k)

} z
ek−ek∗
0 bk,l(z, ∂)(z0∂0)

k−l.

Condition-1-{i} means that bk∗,L(0, ξ′) �≡ 0 and L > l in (3.4). We have

(3.5) M(z, ∂αu) = M
+(z, ∂αu) + M

−(z, ∂αu),

where

(3.6)




M
+(z, ∂αu) =

∑
{A; kA>k∗}

z0
γ∗(kA−k∗)+J+

A bA(z)

sA∏
i=1

∂A′
i(z0∂0)

Ai,0u

J+
A ≥ 0,

M
−(z, ∂αu) =

∑
{A; kA≤k∗}

z0
−γ(k∗−kA)+J−

A bA(z)

sA∏
i=1

∂A′
i(z0∂0)

Ai,0u

J−
A > 0,
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where J−
A > 0 for A appearing in M−(z, ∂αu) follows from the assumption

that L(u) has the strongly linear part with respect to valuation 0. We fix

a positive constant δ−:

(3.7) 0 < δ− < min{J−
A ;A in M

−(z, ∂αu)} with γ∗/δ− ∈ N .

If i = 1, M+(z, ∂αu) does not appear, γ∗ = +∞ (1/γ∗ = 0) and 0 < δ− <

min{J−
A ;A in M−(z, ∂αu)}. As for sectors in z0 space we may assume that

they are symmetric in the positive real axis. So S = {z0; | arg z0| < θ, 0 <

|z0| ≤ r} and S′ = {z0; | arg z0| < θ′, 0 < |z0| ≤ r′}, where 0 < θ′ < θ and

0 < r′ < r. Let ω and ω′ be neighbourhood of z′ = 0 such that ω′ ⊂⊂ ω.

Recall ΩS = S × ω. In the sequel r′ > 0 and ω′ are chosen so small, if

necessary. Further we may assume that if i > 1, 0 < θ′ < π/2γi−1,L and

0 < θ < π/2γi,L, and if i = 1, 0 < θ′ < θ < π/2γ1,L.

Multiplying {Eq0} by z
−ek∗
0 and denoting z

−ek∗
0 g(z) by g(z), we may

consider

{Eq∗}
{

L(z, ∂)u + M(z, ∂αu) ≡ g(z) mod Asy 0
{γi−1,L}(Ω

′
S′) for i > 1

L(z, ∂)u + M(z, ∂αu) = g(z) for i = 1

where g(z) ∈ Asy 0
{γi,L}(ΩS), so |g(z)| ≤ C0 exp(−c0|z0|−γi,L) (c0 > 0).

Thus Theorem 1.8 becomes the following:

Theorem 3.1. There exists a solution u(z) ∈ Asy 0
{γi,L}(Ω

′
S′) of {Eq∗}.

The proof of Theorem 3.1 is divided into 4 steps. We try to construct

u(z) =
∑+∞

n=0 un(z), which does not always converge but formally satisfies

{Eq∗}. In this section we give a system of equations to determine un(z),

which is the first step. Substituting u(z) into the left hand side of {Eq∗},
we have

(3.8)

L(z, ∂)(
+∞∑
n=0

un(z)) + M(z, ∂α
+∞∑
n=0

un(z))

=
+∞∑
n=0

L(z, ∂)un(z) +
+∞∑
n=1

Mn(z, un′(z);n′ < n),
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where

Mn(z, un′(z);n′ < n) = M
+
n (z, un′(z);n′ < n) + M

−
n (z, un′(z);n′ < n)

and

(3.9)




M
+
n (z, un′(z);n′ < n) =

∑
{A; kA>k∗}

z0
γ∗(kA−k∗)+J+

A bA(z)

× (
∑

{
n1,··· ,ns

n1+···+ns+γ∗(kA−k∗)/δ−=n

}
s∏

i=1

∂A′
i(z0∂0)

Ai,0uni(z))

M
−
n (z, un′(z);n′ < n) =

∑
{A; kA≤k∗}

z0
−γ(k∗−kA)+J−

A bA(z)

× (
∑

{
n1,··· ,ns

n1+···+ns=n−1

}
s∏

i=1

∂A′
i(z0∂0)

Ai,0uni(z)).

So we try to determine un(z) with the following recursion formula:

(3.10)

{
L(z, ∂)u0(z) = g(z)

L(z, ∂)un(z) + Mn(z, un′(z);n′ < n) = 0.

So the second step is to solve (3.10). Firstly we show the solvability of

L(z, ∂)v(z) = g(z). Here

(3.11)

L(z, ∂) =
∑

{
(k,l) ; e(k,l)=ek
ek∗−ek=γ(k∗−k)

} z
ek−ek∗
0 bk,l(z, ∂)(z0∂0)

k−l

=bk∗,L(z0∂0)
k∗−L + Σ′zek−ek∗

0 bk,l(z, ∂)(z0∂0)
k−l,

where Σ′ means the sum of (k, l) in {(k, l); (k, l) �= (k∗, L), e(k, l) = ek, ek∗−
ek = γ(k∗ − k)}. In this section we use Condition-1-{i}. So it follows from

it that L := lki−1,L > l in L(z, ∂) and we may assume bk∗,L(0, ξ̂′) �= 0, ξ̂′ =

(1, 0, . . . , 0), that is, the coefficient b(z) of ∂1
L in bk∗,L(0, ∂′) does not vanish

in a neighbourhood of z′ = 0. So, multiplying (3.11) by b(z)−1, we assume

b(z) = 1. Let ζ ′ = (ζ1, ζ
′′), where ζ1 > ζi for i > 2.
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Lemma 3.2. Let g(z) ∈ Xγ
p+k∗,ρ,c(S

′) (ρ > 0). Then there is a unique

solution v(z) ∈ Xγ
p+k∗−L,ρ,c(S

′) of

(3.12)

{
∂L

1 v(z) = g(z)

∂h
1 v(z)|z1=0 = 0 for 0 ≤ h ≤ L− 1

such that

(3.13) ‖v‖p+k∗−L,ρ,c,γ ≤ ζ1
−L‖g‖p+k∗,ρ,c,γ .

Proof. Since

∂L
1 ϕ

(n+p+k∗−L)
R (ζ ′ · z′) = ζL1 ϕ

(n+p+k∗)
R (ζ ′ · z′),

we have the estimate. �

Lemma 3.3. Let g(z) ∈ Xγ
p+k∗,ρ,c(S

′) (ρ > 0). Then there is a ζ1 > 1

such that

(3.14) {bk∗,L(z, ∂′) + Σ′z−γ(k∗−k)
0 bk,l(z, ∂

′)(z0∂0)
k−l−k∗+L}v(z) = g(z)

has a solution v(z) ∈ Xγ
p+k∗−L,ρ,c(S

′) with

(3.15) ‖v‖p+k∗−L,ρ,c,γ ≤ C‖g‖p+k∗,ρ,c,γ .

Proof. Put

b′k∗,L(z, ∂′) = bk∗,L(z, ∂′) − ∂L
1 .

Define vn(z) (n ≥ 0) :

(3.16)




∂L
1 v0(z) =g(z),

∂L
1 vn(z) = − b′k∗,L(z, ∂′)vn−1(z)

− Σ′z−γ(k∗−k)
0 bk,l(z, ∂

′)(z0∂0)
k−l−k∗+Lvn−1(z)
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with ∂h
1 vn(0, z′′) = 0 for 0 ≤ h ≤ L− 1. We have by Lemma 3.2

(3.17) ‖v0‖p+k∗−L,ρ,c,γ ≤ ζ−L
1 ‖g‖p+k∗,ρ,c,γ .

We show

(3.18) ‖vn‖p+k∗−L,ρ,c,γ ≤ (
C ′

ζ1
)n+1‖g‖p+k∗,ρ,c,γ

by induction. Then by Propositions 2.10, 2.5 and the inductive hypothesis

‖z−γ(k∗−k)
0 bk,l(z, ∂

′)(z0∂0)
k−l−k∗+Lvn−1‖p+k∗,ρ,c,γ

≤C1‖bk,l(z, ∂′)(z0∂0)
L−lvn−1‖p+k∗,ρ,c,γ

≤C1ζ0
L−lζ1

l‖vn−1‖p+k∗−L,ρ,c,γ ≤ C2C
′nζ1

−n+L−1‖g‖p+k∗,ρ,c,γ .

Similarily we have

‖b′k∗,L(z, ∂′)vn−1(z)‖p+k∗,ρ,c,γ ≤ C3ζ1
L−1‖vn−1(z)‖p+k∗−L,ρ,c,γ

≤ C3C
′nζ1

−n+L−1‖g‖p+k∗,ρ,c,γ .

Hence by Lemma 3.2 we have (3.18) for some C ′ > 0. We take the constant

ζ1 > 1 with C ′ζ−1
1 < 1/2. So v(z) =

∑+∞
n=0 vn(z) converges and is a desired

solution. �

We choose ζ1 > 1 so that Lemma 3.3 holds.

Lemma 3.4. Let v(z) ∈ Xγ
p,ρ,c(S′) ρ > 0. Then there is a u(z) ∈

Xγ
p,ρ,c(S′) such that (z0∂0)

k∗−Lu(z) = v(z) and

(3.19) ‖u‖p,ρ,c,γ ≤ Cρ−k∗+L‖v‖p,ρ,c,γ ,

where C > 0 is independent of ρ.

Proof. Let u(z) = (z0∂0)
−(k∗−L)v(z). Then we have by Propostion

2.10-(1)

‖u‖p,ρ,c,γ ≤ C ′

ρk∗−L
‖v‖p,ρ,c,γ . �
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By Lemmas 3.3 and 3.4 we have

Proposition 3.5. Let g(z) ∈ Xp+k∗,δn,c,γ(S
′) (δ > 0). Then there is a

u(z) ∈ Xp+k∗−L,δn,c,γ(S
′) such that L(z, ∂)u(z) = g(z) and

(3.20) ‖u‖p+k∗−L,δn,c,γ ≤ Cn−k∗+L‖g‖p+k∗,δn,c,γ .

Thus we can find un(z′) satisfying (3.10) by Propostion 3.5. Let us

obtain the estimate of un(z), which is the third step. Recall the definition

of δ− (see (3.7)).

Proposition 3.6. The follwing estimate holds:

(3.21) ‖un‖pn,qn,c,γ ≤ CBn

(1 + n2)((k∗ − L)n)!
,

where pn = [(nδ−)/γ∗] + (k∗ − L)n and qn = nδ−.

Before the proof we note that if i = 1, γ∗ = +∞ and pn = (k∗ − L)n.

Proof. Firstly we note that un(z′) (n ≥ 0) are determined by (3.10).

Let 0 < c < c0. Then inequality (3.21) holds for n = 0. We assume

ur(z) ∈ Xγ
pr,qr,c(S

′) and ‖ur‖pr,qr,c,γ ≤ ABr/(1 + r2)((k∗ − L)r)! for all

r < n. Put

(3.22) U(z) = bA(z)

sA∏
i=1

∂A′
i(z0∂0)

Ai,0uni(z),

n′ =
∑sA

i=1 ni p′ =
∑sA

i=1 pni and q′ =
∑sA

i=1 qni . Consider M−
n (z, ur(z); r <

n). So the terms appearing in it are corresponding to A ∈ N s with kA ≤ k∗.
Since n′ = n− 1, we have qn = q′ + δ− and

pn + kA − k ∗ +L = [
nδ−
γ∗ ] + (k∗ − L)(n− 1) + kA ≥

s∑
i=1

pi + kA = p′ + kA.
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So it follows from Corollary 2.8 and Propsitions 2.5, 2.9 and 2.10 that

p′!‖z0
−γ(k∗−kA)+J−

A U(z)‖pn+L, qn, c,γ ≤ C ′p′!‖U(z)‖pn+kA−k∗+L, q′,c,γ

≤C ′p′!‖U(z)‖p′+kA, q′,c,γ ≤ CsA+1
1

sA∏
i=1

pni !‖uni‖pni , qni , c,γ .

It follows from the inductive hypothesis and
∏sA

i=1 pni !((k
∗ − L)ni)!

−1 ≤
p′!((k∗ − L)n′)!−1 that

‖z0
−γ(k∗−kA)+J−

A U(z)‖pn+L, qn, c,γ

≤CsA+1
1 CsABn′

(p′!)−1
sA∏
i=1

1

(1 + ni)2

sA∏
i=1

pni !

((k∗ − L)ni)!

≤CsA+1
1 CsABn′ 1

((k∗ − L)n′)!

sA∏
i=1

1

(1 + ni)2
.

Hence

‖M−
n (z, un′(z);n′ < n)‖pn+L, qn, c,γ

≤
∑
A

∑
{

n1,··· ,nsA
n1+n2+···+nsA

=n−1

}CsA+1
1 CsABn′ 1

((k∗ − L)n′)!

sA∏
i=1

1

1 + n2
i

≤ K1C
MBn−1

(1 + n2)((k∗ − L)(n− 1))!
. �

Now consider M+
n (z, un′(z);n′ < n). So the terms appearing in it are

corresponding to A ∈ N s with kA > k∗. Since n′ = n− γ∗(kA − k∗)/δ−, we

have qn = nδ− ≤ q′ + γ∗(kA − k∗) and

pn + L− (p′ + kA) =[
nδ−
γ∗ ] + (k∗ − L)n + L− p′ − kA

≥[
n′δ−
γ∗ ] + (kA − k∗) + (k∗ − L)n + L− p′ − kA

≥[
n′δ−
γ∗ ] + (k∗ − L)(n− 1) − p′ ≥ (k∗ − L)(n− n′ − 1).
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Hence it follows from Corollary 2.8 and Propsitions 2.5, 2.9 and 2.10 that

(

sA∑
i=1

[niδ∗/γ
∗] + (k∗ − L)(n− 1))! ‖z0

γ∗(kA−k∗)+J+
AU(z)‖pn+L,qn, c,γ

≤C(

sA∑
i=1

[niδ∗/γ
∗] + ((k∗ − L)n′)! ‖z0

γ∗(kA−k∗)+J+
AU(z)

· ‖p′+kA, q′+γ∗(kA−k∗), c,γ

≤C ′p′! ‖U(z)‖p′+kA, q′,c,γ ≤ CsA+1
1

sA∏
i=1

pni !‖uni‖pni , qni , c,γ

and by the similar method to the preceding

‖M+
n (z, un′(z);n′ < n)‖pn+L, qn,c,γ ≤ K1C

MBn−1

(1 + n2)((k∗ − L)(n− 1))!
.

Thus we have

‖Mn(z, un′(z);n′ < n)‖pn+L, qn,c,γ ≤ K ′Bn−1

(1 + n2)((k∗ − L)(n− 1))!
.

Hence by (3.10) and Proposition 3.5 we have for a large B > 0

‖un‖pn, qn, c,γ ≤C ′n−k∗+L‖Mn(z, un′(z);n′ < n)‖pn+L, qn, c,γ

≤ KCMBn−1

(1 + n2)((k∗ − L)(n− 1))!nk∗−L
≤ CBn

(1 + n2)((k∗ − L)n)!
.

By Proposition 3.6 if i = 1,

(3.23) un(z) � ‖un‖pn, qn, c,γ |z0|nδ− exp(−c|z0|−γ)ϕ
(k∗−L)n
R (ζ ′ · z′),

which means

(3.24) |un(z)| ≤ CBn|z0|nδ− exp(−c|z0|−γ)

in a neighbourhood ω′ of z′ = 0. So
∑+∞

n=0 un(z) converges in S′×ω′, where

S′ = {z0; 0 < |z0| ≤ r′, | arg z0| < θ′} for small r′ > 0.
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If i ≥ 2, by Proposition 3.6,

(3.25) |un(z)| ≤ CBn|z0|nδ− exp(−c|z0|−γ)Γ(nδ−/γ∗ + 1)

Remark 3.7. We assume Condition-1-(i) in order that there is a solu-

tion v(z) of

(3.26) L(z, ∂)v(z) = g(z),

which has a good estimate (Propositions 3.5 and 3.6). So if we put another

condition to assure the existence of a solution of (3.26) with a good estimate,

we will be able to obtain results similar to Theorems 1.8 and 1.9.

4. Construction of solutions with exponential decay II

Now we proceed to the fourth step and complete the proof of Theorem

3.1 for i > 1. So suppose γ∗ < +∞. For the proof we need lemmas

concering fuctions with zero asymtotic exapnsion. In the following of this

sections functions {un(z)}n∈N means that constructed in §3. As stated

in §1 we denote different constants by the same notations, if confusions

will not occur. ω is a neighbourhood of z′ = 0 and ΩS = S × ω. Recall

S′ = {z0; | arg z0| ≤ θ′, 0 < |z0| ≤ r′} be a sector such that S′ ⊂⊂ S, where

0 < θ′ < π/2γ∗ and r′ > 0 is chosen small, if necessary.

Let us define

(4.1)




ûn(z, ξ) = (
un(z)

z0
nδ−+γ∗ )

ξnδ−/γ∗

Γ(nδ−/γ∗ + 1)
,

ûN (z, ξ) =
+∞∑

n=N+1

ûn(z, ξ),

û(z, ξ) =
+∞∑
n=0

ûn(z, ξ).

It follows from the estimate (3.25) that û(z, ξ) and ûN (z, ξ) converges on

ΩS × {|ξ| ≤ ξ̂0} for some ξ̂0 > 0. We have

Lemma 4.1. There exist ξ̂, ξ̂0 > ξ̂ > 0, B and B1 such that

(4.2) |ûN (z, ξ)| ≤ ABN+1|z0|−γ∗
exp(−c|z0|−γ)|ξ|(N+1)δ−/γ∗
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on ΩS × {|ξ| ≤ ξ̂} and

(4.3)
N∑

n=0

|ûn(z, ξ)| ≤ ABN+1
1 |z0|−γ∗

exp(−c|z0|−γ)|ξ|(N+1)δ−/γ∗

on ΩS × {|ξ| ≥ ξ̂}.

Proof. We have easily the first inequality. By (3.25) there are ξ̂ and

B1 > B such that if |ξ| ≥ ξ̂

N∑
n=0

|ûn(z, ξ)| ≤ A|z0|−γ∗
exp(−c|z0|−γ)(B1|ξ|δ−/γ∗

)N
N∑

n=0

(B1|ξ|δ−/γ∗
)n−N

≤ A|z0|−γ∗
exp(−c|z0|−γ)(B1|ξ|δ−/γ∗

)N+1. �

Proposition 4.2. There is a uS′(z) ∈ Asy{γ∗}(ΩS′) such that

|uS′(z) −
N∑

n=0

un(z)|(4.4)

≤ ABN+1Γ(
(N + 1)δ−

γ∗ + 1)|z0|(N+1)δ− exp(−c|z0|−γ)

in ΩS′ .

Proof. Define

(4.5) uS′(z) =

∫ ξ̂

0
exp(−ξz−γ∗

0 )û(z, ξ)dξ.

We have

uS′(z) −
N∑

n=0

un(z)

=

∫ ξ̂

0
exp(−ξz−γ∗

0 )û(z, ξ)dξ −
∫ +∞

0
exp(−ξz−γ∗

0 )
N∑

n=0

ûn(z, ξ)dξ

=

∫ ξ̂

0
exp(−ξz−γ∗

0 )ûN (z, ξ)dξ −
∫ +∞

ξ̂
exp(−ξz−γ∗

0 )
N∑

n=0

ûn(z, ξ)dξ

=I1,N + I2,N .
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From lemma 4.1 if z0 ∈ S′,

|I1,N | ≤ABN+1|z0|−γ∗
exp(−c|z0|−γ)

∫ ξ̂

0
exp(−c′ξ|z0|−γ∗

)ξ(N+1)δ−/γ∗
dξ

≤ABN
2 Γ((N + 1)δ−/γ∗ + 1) exp(−c|z0|−γ)|z0|(N+1)δ−/γ∗

and

|I2,N | ≤ABN+1
1 |z0|−γ∗

exp(−c|z0|−γ)

∫ +∞

ξ̂
exp(−c′ξ|z0|−γ∗

)ξ(N+1)δ−/γ∗
dξ

≤ABN+1
2 Γ((N + 1)δ−/γ∗ + 1) exp(−c|z0|−γ)|z0|(N+1)δ−/γ∗

.

This completes the proof. �

We have

Proposition 4.3. Let uS′(z) be a function defined by (4.5) and

gS′(z) = L(uS′) − g(z). Then gS′(z) ∈ Asy0
{γ∗}(ΩS′).

Put vN (z) =
∑N

n=0 un(z) and wN (z) = uS′(z) − vN (z). Then we have

(4.6)

gS′(z) =L(uS′) − g(z)

={L(z, ∂)(vN + wN ) + M(z, ∂αvN ) − g(z)}
+ {M(z, ∂α(vN + wN )) − M(z, ∂αvN )}

={M(z, ∂αvN ) −
N∑

n=1

Mn(z, un′ ;n′ < n)}

+ {L(z, ∂)wN + M(z, ∂α(vN + wN )) − M(z, ∂αvN )}
=J1,N + J2,N .

So in order to show Proposition 4.3 we estimate J1,N and J2,N . Put

vN,n(z) = un(z) (0 ≤ n ≤ N) and vN,n(z) = 0 (n ≥ N + 1). Then

vN (z) =
∑+∞

n=0 vN,n(z) and J1,N =
∑

n≥N+1 Mn(z, vN,n′ ;n′ < n). We have

Lemma 4.4. There are c1, c2 > 0 such that if c1/(N + 1) ≤ |z0|γ
∗ ≤

c1/N,

(4.7) |J1,N |, |J2,N | ≤ ACM exp(−c2/|z0|γ
∗
).
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Proof. Firstly we show the inequality for J1,N . Put

V N (z) = bA(z)

sA∏
i=1

∂Ai(z0∂0)
Ai,0vNni

(z).

Note pn = [nδ−/γ∗] + (k − L)n and n′ =
∑sA

i=1 ni. Then we have, by the

same way as in the proof of Proposition 3.6 for kA ≤ k∗

‖zeA−ek∗
0 V N‖pn+L, qn,c,γ

≤CsA+1
1 BsACn′

(p′!)−1
sA∏
i=1

1

(1 + n2
i )

sA∏
i=1

pni !

((k∗ − L)ni)!

Thus we have

|zek−ek∗
0 V N (z)| ≤ CsA+1

1 BsAC̃n′ |z0|nδ−e−c|z0|−γ
sA∏
i=1

1

(1 + n2
i )

sA∏
i=1

(niδ−/γ∗)!.

By Stiring’s formula we have

(
niδ−
γ∗ )! ≤ C ′(

niδ−
γ∗ )niδ−/γ∗+1/2e−(niδ−)/γ∗

and
sA∏
i=1

(
niδ−
γ∗ )! ≤ C ′sAe−n′δ−/γ∗

sA∏
i=1

(
niδ−
γ∗ )niδ−/γ∗+1/2.

Hence

(4.8)

|zeA−ek∗
0 V N (z)| ≤CsA+1

1 BsACn′
2 exp(−c|z0|−γ − n′δ−/γ∗)

×|z0|nδ−
sA∏
i=1

1

1 + n2
i

sA∏
i=1

(
niδ−
γ∗ )niδ−/γ∗+1/2

Let c1/(N + 1) ≤ |z0|γ
∗ ≤ c1/N, where c1 > 0 is chosen small later. Let

0 < ε < 1. If ni ≤ N , we have for small c1 > 0

|z0|nδ−
sA∏
i=1

(
niδ−
γ∗ )niδ−/γ∗+1/2 ≤ (

c1

N
)nδ−/γ∗

sA∏
i=1

(
niδ−
γ∗ )niδ−/γ∗+1/2 ≤ Aεn.
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Since vN,n(z′) = 0 for n ≥ N + 1, if c1/(N + 1) ≤ |z0|γ
∗ ≤ c1/N, we have

(4.9) |zeA−ek∗
0 V N (z)| ≤ BsA+1

1 Cn′
2 εn exp(−c|z0|−γ − n′δ−/γ∗)

sA∏
i=1

1

1 + n2
i

and by the same method as in the proof of Proposition 3.6

(4.10) |M−
n (z, vN,n′ ;n′ < n)| ≤ BsA+1

1 Cn−1
2 εn exp(−c|z0|−γ − n′δ−/γ∗).

We also have an estimate for M+
n (z, vN,n′ ;n′ < n) similar to (4.10). Thus

if c1/(N + 1) ≤ |z0|γ
∗ ≤ c1/N < 1,

(4.11) |Mn(z, vN,n′ ;n′ < n)| ≤ KCn−1
2 εn exp(−c|z0|−γ − n′δ−/γ∗).

We choose c1 > 0 so small that ε(exp(−δ−/γ∗)C2)
n < 1/2. Hence if c1/(N+

1) ≤ |z0|γ
∗ ≤ c1/N,

|J1,N | ≤
+∞∑

n=N+1

|Mn(z, vN,n′ ;n′ < n)|

≤ K exp(−c|z0|−γ∗
)

+∞∑
n=N+1

exp(−nδ−/γ)Cn−1
2 εn

≤ K ′2−N−1 exp(−c|z0|−γ)

≤ K ′ exp(−c2|z0|−γ∗ − c|z0|−γ).

Secondly we show the inequality for J2,N . We have

(4.12) J2,N = L(z, ∂)wN +
∑

|α|≤m

∂αwN

∫ 1

0
∂pαM(z, ∂α(vN + θwN ))dθ.

It follows from Proposition 4.2 that for 0 < c′ < c, c being that in Propo-

sition 4.2,

(4.13) |J2,N | ≤ A′BN+1Γ(
(N + 1)δ−

γ∗ + 1)|z0|(N+1)δ− exp(−c′|z0|−γ).
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If c1/(N + 1) ≤ |z0|γ
∗ ≤ c1/N, where c1 > 0 is chosen so small, we have

|J2,N | ≤A′BN+1Γ(
(N + 1)δ−

γ∗ + 1)(c1/N)(N+1)δ−/γ∗
exp(−c′|z0|−γ)

≤A′BN+1(
(N + 1)δ−

γ∗ )Nδ−/γ∗+1/2e−Nδ−/γ∗

· (c1/N)(N+1)δ−/γ∗
exp(−c′|z0|−γ)

≤A′2−N−1(
N + 1

N
)(N+1)δ−/γ∗

exp(−c′|z0|−γ)

≤A′ exp(−c2|z0|−γ∗ − c′|z0|−γ).

Thus we have (4.7). �

By Lemma 4.4 for c1/(N + 1) ≤ |z0|γ
∗ ≤ c1/N

(4.14) |gS′(z)| ≤ A exp(−c2|z0|−γ∗
),

where c1 and A are independent of N . So we have gS′(z) ∈ Asy 0
{γ∗}(Ω

′
S)

and this completes the proof of Proposition 4.3.

Thus we have Theorem 3.1 for i > 1 from Proposition 4.3 and as men-

tioned before Theorem 1.8 follows from Theorem 3.1.

Proof of Theorem 1.9. Let Si = {z0; | arg z0| ≤ θi, 0 < |z0| ≤
ri} (1 ≤ i ≤ i∗), where θ1 < . . . < θi∗ and 0 < θi < π/2γi. If i∗ =

1, Theorem 1.9 follows from Theorem 1.8-(2). Suppose that i∗ ≥ 2. It

follows from Theorem 1.8-(1) that there exist ui∗(z) ∈ Asy 0
{γi∗}(ΩSi∗−1

)

and gi∗−1(z) ∈ Asy 0
{γi∗−1}(ΩSi∗−1

) such that

(4.15) L(ui∗) = g(z) − gi∗−1(z).

Put L<i∗>(u) = L(u) and gi∗(z) = g(z). Suppose that there exist ui(z) ∈
Asy 0

{γi}(ΩSi−1), gi−1(z) ∈ Asy 0
{γi−1}(ΩSi−1) and nonlinear operators

L<i>(u) for k + 1 ≤ i ≤ i∗ such that

(4.16) L<i>(ui) = gi(z) − gi−1(z).

Define

L<k>(u) = L<k+1>(u + uk+1) − L<k+1>(uk+1).
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Consider the equation

(4.17) L<k>(u) = gk(z).

It follows again from Theorem 1.8 that there exist uk(z) ∈ Asy 0
{γk}(ΩSk−1

)

and gk−1(z) ∈ Asy 0
{γk−1}(ΩSk−1

) such that

(4.18) L<k>(uk) = gk(z) − gk−1(z).

By repeating the method, we arrive at the following equation,

(4.19) L<1>(u) = g1(z),

where g1(z) ∈ Asy 0
{γ1}(ΩS1). The equation (4.19) has a solution u1(z) ∈

Asy 0
{γ1}(ΩS1) by Theorem 1.8-(2). Hence we have

i∗∑
i=1

L<i>(ui) =
i∗∑
i=1

(gi(z) − gi−1(z)) = g(z) (g0(z) = 0).

Since
∑i∗

i=1 L
<i>(ui) = L(

∑i∗

i=1 ui(z)) = g(z), uS′ =
∑i∗

i=1 ui(z) satisfies

L(uS′) = g(z). Thus we have Theorem 1.9. �

5. Proofs of Propositions and Theorems

In §5 we give the proofs of Propositions 1.6, 1.7, 1.11, Theorems 1.16

and 1.17.

Proof of Proposition 1.6. Put R(u) = L(zr0u). Then

(5.1) R(u) =
M∑
s=1

∑
{A; sA=s}

zeA+sAr
0 bA(z)

s∏
i=1

∂′A′
i(z0∂0 + r)Ai,0u,

from which we have Σ∗
L(r′+r) = Σ∗

R(r′), Σ∗
R = Σ∗

L+(0, r), Ri(z, z0∂0, ∂
′) =

zr0Li(z, z0∂0, ∂
′) for 1 ≤ i ≤ p− 1 and Rp(z, z0∂0, ∂

′) = zr0Lp(z, z0∂0 + r, ∂′).
Hence the following (i) and (ii) are equivalent: (i) L(u) has the strongly

linear part with respect to valuation r, (ii) R(u) has the stronly linear
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part with respect to valuation 0. We show (2). Let L(u) is an operator

with order m. Hence eA �= +∞ for some A ∈ NM with kA = m. So if

L(u) has the strongly linear part with respect to valuation ρ+, we have

em �= +∞. Conversely supppose that L(u) is linearly nondegenerate, that

is, em �= +∞. Then if sA ≥ 2, sAr+eA > r+em for large r and this implies

Σ∗
M (r) ⊂⊂ Σ∗

L(r) and ρ equals to the infimum of such r. �

Let us proceed to show Proposition 1.7. For v(z) ∈ F and v(z) =∑+∞
n=0 vn(z′)zrn0 we have defined an formal operator Lv(u) := L(u+v)−L(v)

and

(5.2) v∗−1(z) = 0, v∗l (z) =
l∑

n=0

vn(z′)zrn0 for l ∈ N .

Let us give the forms of Lv(u) and Lv(z, ∂) more concterely. Let A =

(A1, A2, . . . , AsA) ∈ NM , I be a subset of {1, 2, . . . , sA} and |I| be the

cardinal number of the set |I|. By putting

(5.3)




Lv
A(u) =zeA0 bA(z)

· {
∑

{I;|I|≥1}
(
∏
h 	∈I

∂′A′
h(z0∂0)

Ah,0v)(
∏
i∈I

∂′A′
i(z0∂0)

Ai,0u)}

Lv
A(z, ∂) =zeA0 bA(z){

sA∑
i=1

(
∏
h 	=i

∂′A′
h(z0∂0)

Ah,0v)∂′A′
i(z0∂0)

Ai,0}

Mv
A(u) =Lv

A(u) − Lv
A(z, ∂)u,

we have

(5.4)

Lv(u) =
∑
A

Lv
A(u), Lv(z, ∂) =

∑
A

Lv
A(z, ∂),

Mv(u) =
∑
A

Mv
A(u).

Proof of Proposition 1.7. We have from (5.3)

(5.5)




Lv(u) =
∑
A

cA(z, v(z))

sA∏
i=1

∂′A′
i(z0∂0)

Ai,0u

Lv(z, ∂) =
∑

{|α|≤m}
lα(z, v(z))∂α′

(z0∂0)
α0 .
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Let e(lα(v)) and e(cA(v)) be the formal valuation of lα(z, v(z)) and that

of cA(z, v(z)) respectively. From the assumption em :=

min{α; |α|=m} e(lα(v)) < +∞. Let us consider only α with e(lα(v)) < +∞
and A ∈ NM with e(cA(v)) < +∞. For such α and A there is an N0 such

that for N ≥ N0

(5.6) e(cA(v)) = e(cA(v∗N )), e(lα(v)) = e(lα(v∗N )).

The first assertion follows from (5.6). Since Lv(u) is linearly nondegenerate,

by Proposition 1.6 there is a ρ such that Σ∗
Lv(r) = Σ∗

Lv(r) for any r > ρ.

Thus we have the second assertion. �

Proof of Proposition 1.11. We may assume S = S(π/2κ). Put

(5.7) f̂(z′, ξ) =
+∞∑
n=0

fn(z′)ξqn/κ

Γ(qn/κ + 1)
,

which converges in {ξ; 0 < |ξ| ≤ ξ̂0} for some ξ̂0 > 0. Define for 0 < ξ̂ < ξ̂0

(5.8) f(z) = z−κ
0

∫ ξ̂

0
exp(−ξz−κ

0 )f̂(z′, ξ)dξ.

It is obvious that f(z) ∈ O(ΩS) and we can show f(z) ∈ Asy S
{κ}(ΩS) with

asymptotic expasion f(z) ∼
∑+∞

n=0 fn(z′)zqn0 by the way similar to the proof

of Proposition 4.2. �

Before showing Theorem 1.16, we give

Proposition 5.1. Let ũ(z) be that in Theorem 1.13. Suppose that

Lũ(u) is linearly nondegenerate. Then there is an N ∈ N such that

γmin,Lũ = γ
min,Lu∗N = γ

min,L
u∗N−1

(q + qN ).

Proof. Let N0 and ρ be those in Proposition 1.7. We choose N such

that N − 1 ≥ N0 and q+ qN > ρ. Then it follows from Proposition 1.7 that

(5.9) Σ∗
Lũ(q + qN ) = Σ∗

Lũ(q + qN ) = Σ∗
L
u∗N−1

(q + qN ) = Σ∗
Lu∗N−1

(q + qN ).
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This means γmin,Lũ = γ
min,Lu∗N = γ

min,L
u∗N−1

(q + qN ). �

Proof of Theorem 1.16. By combinig Theorem 1.15 with Proposi-

tion 5.1, we have Theorem 1.16. �

We proceed to show Theorem 1.17. Before doing so, we give

Proposition 5.2. Let f(z), g(z) ∈ AsyS{γ}(ΩS). Then f(z)g(z) and

(z0∂0)
α0∂′α′

f(z) are functions in AsyS{γ}(ΩS). Further if f(z) ∼ 0, for any

S′ ⊂⊂ S there is a c′ > 0 such that

|f(z)| ≤ C exp(−c′|z0|−γ) in S′.

Proof. Let S′ ⊂⊂ S, f(z) =
∑N−1

n=0 fn(z′)zqn0 + fN (z) and g(z) =∑N−1
n=0 gn(z′)zqn0 + gN (z) where

(5.10) |fN (z)|, |gN (z)| ≤ ABqNΓ(
qN
γ

+ 1)|z0|qN in S′.

Put h(z) = f(z)g(z). Then we have

h(z) =

N−1∑
n1=0

fn1(z
′)z

qn1
0 g(z) + fN (z)g(z)

=
N−1∑
n1=0

fn1(z
′)z

qn1
0 (

N(n1)−1∑
n2=0

gn2(z
′)z

qn2
0 + gN(n1)(z)) + fN (z)g(z),

where qn1 + qN(n1)−1 ≤ qN−1 and qn1 + qN(n1) ≥ qN . We have

h(z) =

N−1∑
n=0

hn(z′)zqn0 + hN (z),

where 


hn(z′) =
∑

qn1+qn2=qn

fn1(z
′)gn2(z

′) for 0 ≤ n ≤ N − 1

hN (z) =
N−1∑
n1=0

fn1(z
′)gN(n1)(z) + fN (z)g(z)
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If qn1 + qn2 = qn, |fn1(z
′)gn2(z

′)| ≤ A′BqnΓ(qn/γ + 1). Since S is finitely

generated, we have |hn(z′)| ≤ A′B′qnΓ(qn/γ + 1). For hN (z) we have by

the similar method |hN (z)| ≤ A′B′qNΓ(qN/γ + 1)|z0|qN . So f(z)g(z) ∈
Asy S

{γ}(ΩS). Let us show the second assertion. It is not difficult to show

∂′α′
f(z) ∈ Asy S

{γ}(ΩS). So let us show z0∂0f(z) ∈ Asy S
{γ}(ΩS). We have

(5.11) z0∂0f(z) =
N−1∑
n=0

qnfn(z′)zqn0 + ((qN + z0∂0)f
N (z))zqN0 .

By Cauchy’s formula

z0∂0f
N (z) =

1

2πi

∫
C

z0f
N (t, z′)

(t− z0)2
dt.

As the proof of Proposition 2.6, we choose the circle |t− z0| = c|z0| as the

integration path C, where c is a small constant depending on S′. We have

for z0 ∈ S′

|z0∂0f
N (z)| ≤ 1

2π

∫ 2π

0
|f

N (z0 + c|z0|eiθ, z′)
c

|dθ

≤A′BqNΓ(qN/γ + 1)|(1 + c)z0|qN ≤ A′B′qNΓ(qN/γ + 1)|z0|qN ,

which implies z0∂0f(z) ∈ Asy S
{γ}(ΩS). Suppose f(z) ∼ 0. Then for all

qN ∈ S

(5.12) |f(z)| ≤ ABqNΓ(qN/γ + 1)|z0|qN .

Let d > 0 be a generator of S. Then we have, by Stiring’s formula, for all

n ∈ N .

|f(z)| ≤ ABndΓ(nd/γ + 1)|z0|nd ≤ A′B′nd|z0|nd(nd/γ)nd/γ exp(−nd/γ).

For b(nd/γ)−1/γ/2 ≤ |z0| ≤ b(nd/γ)−1/γ we have

|f(z)| ≤ A′B′ndbnd exp(−nd/γ) ≤ A′B′ndbnd exp(−(
b

2
)γ |z|−γ).
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Choose b with B′b ≤ 1. Then |f(z)| ≤ A′ exp(−c|z|−γ), which implies

f(z) ∈ Asy 0
{γ}(ΩS). �

Proof of Theorem 1.17. We apply Theorem 1.12 to the proof. As-

sumptions 1 and 2 are obviously satisfied and Assumption 3 is satisfied for

i∗ = p−1. Conditions for Lũ are assumed. So we only check Assumption 4.

Put γ∗ = γp−1,Lũ and S∗ = S(φ−, φ+) be a sector with φ+−φ− < π/γ∗. Let

v(z) ∈ zq0 Asy S
{γ∗}(ΩS∗) with v(z) ∼ ũ(z). Then it follows from Proposition

5.2 that L(v) ∈ Asy S
{γ∗}(ΩS∗). Hence g∗(z) := g(z) − L(v) ∈ Asy S

{γ∗}(ΩS∗).

Since g∗(z) ∼ 0, g∗(z) ∈ Asy 0
{γ∗}(ΩS∗) by Proposition 5.2.

References
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