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#### Abstract

It is known that one can associate local zeta functions satisfying a functional equation to the irreducible relative invariant of an irreducible regular prehomogeneous vector space. We construct polynomials of degree 4 (called Clifford quartic forms) that cannot be obtained from prehomogeneous vector spaces, but for which one can associate local zeta functions satisfying functional equations. The Clifford quartic form is defined for each finite dimensional representation of the tensor product of the Clifford algebras of two positive definite real quadratic forms and cannot be a relative invariant of any prehomogeneous vector space except for a few low dimensional cases. We also classify the exceptional cases of small dimension, namely, we determine all the prehomogeneous vector spaces with Clifford quartic forms as a relative invariant.


## Introduction

Let $(\mathbf{G}, \rho, \mathbf{V})$ be an irreducible regular prehomogeneous vector space defined over $\mathbb{R}$ and let $\left(\mathbf{G}, \rho^{*}, \mathbf{V}^{*}\right)$ be the dual of $(\mathbf{G}, \rho, \mathbf{V})$. Then, there exists an irreducible homogeneous polynomial $P(v)\left(\right.$ resp. $\left.P^{*}\left(v^{*}\right)\right)$ on $\mathbf{V}\left(\right.$ resp. $\left.\mathbf{V}^{*}\right)$ such that the complement $\boldsymbol{\Omega}\left(\right.$ resp. $\left.\boldsymbol{\Omega}^{*}\right)$ in $\mathbf{V}$ (resp. $\left.\mathbf{V}^{*}\right)$ of the hypersurface defined by $P(v)$ (resp. $P^{*}\left(v^{*}\right)$ ) is a single $\mathbf{G}$-orbit. Let $\Omega_{1}, \ldots, \Omega_{\nu}$ (resp. $\left.\Omega_{1}^{*}, \ldots, \Omega_{\nu}^{*}\right)$ be the connected components of $\boldsymbol{\Omega} \cap \mathbf{V}(\mathbb{R})\left(\right.$ resp. $\left.\boldsymbol{\Omega}^{*} \cap \mathbf{V}^{*}(\mathbb{R})\right)$. For a rapidly decreasing function $\Phi\left(\right.$ resp. $\left.\Phi^{*}\right)$ on $\mathbf{V}(\mathbb{R})\left(\right.$ resp. $\left.\mathbf{V}^{*}(\mathbb{R})\right)$ and $i=1, \ldots, \nu$, the local zeta functions are defined by

$$
\zeta_{i}(s, \Phi)=\int_{\Omega_{i}}|P(v)|^{s} \Phi(v) d v, \quad \zeta_{i}^{*}\left(s, \Phi^{*}\right)=\int_{\Omega_{i}^{*}}\left|P^{*}\left(v^{*}\right)\right|^{s} \Phi^{*}\left(v^{*}\right) d v^{*}
$$
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These integrals are absolutely convergent for $\Re(s)>0$ and can be continued to meromorphic functions of $s$ in $\mathbb{C}$. The fundamental theorem in the theory of prehomogeneous vector spaces ([30], [23], [17]) states that the local zeta functions satisfy a functional equation

$$
\begin{equation*}
\zeta_{i}^{*}(s, \hat{\Phi})=\sum_{j=1}^{\nu} \gamma_{i j}(s) \zeta_{i}\left(-\frac{n}{d}-s, \Phi\right) \tag{0.1}
\end{equation*}
$$

where $\hat{\Phi}$ is the Fourier transform of $\Phi, n=\operatorname{dim} \mathbf{V}, d=\operatorname{deg} P$, and the gamma-factors $\gamma_{i j}(s)$ are meromorphic functions of $s$ independent of $\Phi$.

Since the local zeta functions can be defined for an arbitrary polynomial $P$, it is natural to ask whether there are any polynomials other than the ones obtained from the theory of prehomogeneous vector spaces satisfying a functional equation of the form (0.1). Such polynomials, if exist, should be analytically and arithmetically interesting objects.

In [8, Chapter XVI], Faraut and Koranyi constructed polynomials having a functional equation of the form (0.1) from representations of Euclidean Jordan algebras and observed that the polynomials cannot be obtained from prehomogeneous vector spaces for the simple Euclidean Jordan algebras of rank 2 (apart from some low-dimensional exceptions). This result gives the first example of non-prehomogeneous polynomials satisfying local functional equations. However it seems still unclear when the polynomials are actually non-prehomogeneous.

In [25], the second author considered the pullback of local functional equation by non-degenerate dual quadratic mappings. Let $P$ (resp. $P^{*}$ ) be a homogeneous polynomial of degree $d$ on a $\mathbb{C}$-vector space $\mathbf{V}$ (resp. $\mathbf{V}^{*}$ ) with $\mathbb{R}$-structure $V$ (resp. $V^{*}$ ). Here $\mathbf{V}^{*}$ is the vector space dual to $\mathbf{V}$. Let $Q: \mathbf{W} \rightarrow \mathbf{V}$ and $Q^{*}: \mathbf{W}^{*} \rightarrow \mathbf{V}^{*}$ be non-degenerate dual quadratic mappings (in the sense explained in $\S 1$ ). If the local zeta functions attached to $P$ and $P^{*}$ satisfy a local functional equation of the form ( 0.1 ), then the local zeta functions attached to the pullbacks $\tilde{P}=P \circ Q$ and $\tilde{P}^{*}=P^{*} \circ Q^{*}$ also satisfy a similar functional equation (see Theorem 1.2). This generalizes the earlier result of Faraut and Koranyi (see [25, §2.2]).

In this paper, we examine the case where $\operatorname{dim} \mathbf{V}=p+q \geq 3$ and $P(v)=v_{1}^{2}+\cdots+v_{p}^{2}-v_{p+1}^{2}-\cdots-v_{p+q}^{2}$ and classify the self-dual nondegenerate quadratic mappings $Q$ to the quadratic space $(\mathbf{V}, P)$. As a result, we can obtain many examples of polynomials having local functional
equations, but they are not obtained from prehomogeneous vector spaces. Our main results are summarized as follows:

- The self-dual quadratic mappings to $(\mathbf{V}, P)$ defined over $\mathbb{R}$ are in one to one correspondence to (not necessarily irreducible) representations of $C_{p} \otimes C_{q}$, where $C_{p}$ and $C_{q}$ are the real Clifford algebras of the positive definite quadratic forms $v_{1}^{2}+\cdots+v_{p}^{2}$ and $v_{p+1}^{2}+\cdots+v_{p+q}^{2}$ (Theorem 2.2). For a representation $\rho$ of $C_{p} \otimes C_{q}$ on a real vector space $W=$ $\mathbf{W}(\mathbb{R})=\mathbb{R}^{m}$, we may assume that the images $S_{i}=\rho\left(e_{i}\right)$ of the standard basis $e_{1}, \ldots, e_{p+q}$ are symmetric matrices. Then the quadratic mapping $Q: W \rightarrow V$ given by $Q(w)=\left({ }^{t} w S_{1} w, \ldots,{ }^{t} w S_{p+q} w\right)$ is self-dual, and we call the polynomial

$$
\tilde{P}(w)=P(Q(w))=\sum_{i=1}^{p}\left({ }^{t} w S_{i} w\right)^{2}-\sum_{j=p+1}^{p+q}\left({ }^{t} w S_{j} w\right)^{2}
$$

the Clifford quartic form associated with $\rho$. In the special case where $(p, q)=(1, q)$ and $S_{1}$ is the identity matrix, $\tilde{P}$ coincides with the polynomial that Faraut-Koranyi [8] obtained from a representation of the simple Euclidean Jordan algebra of rank 2.

- The quadratic mapping $Q$ given above is non-degenerate, if and only if the associated Clifford quartic form $\tilde{P}$ does not vanish identically, and then the local zeta functions for $\tilde{P}$ satisfy functional equations of the form (0.1) (Theorem 2.13). For simplicity we give here an explicit formula for the functional equation for $p \geq q \geq 2$. For a rapidly decreasing function $\Psi$ on $W$, the local zeta functions are defined by

$$
\begin{aligned}
& \tilde{\zeta}_{+}(s, \Psi)=\int_{\tilde{P}(w)>0}|\tilde{P}(w)|^{s} \Psi(w) d w \\
& \tilde{\zeta}_{-}(s, \Psi)=\int_{\tilde{P}(w)<0}|\tilde{P}(w)|^{s} \Psi(w) d w
\end{aligned}
$$

and they satisfy the functional equation

$$
\begin{aligned}
\binom{\tilde{\zeta}_{+}(s, \hat{\Psi})}{\tilde{\zeta}_{-}(s, \hat{\Psi})}= & 2^{4 s+m / 2} \pi^{-4 s-2-m / 2} \Gamma(s+1) \Gamma\left(s+\frac{n}{2}\right) \\
& \times \Gamma\left(s+1+\frac{m-2 n}{4}\right) \Gamma\left(s+\frac{m}{4}\right)
\end{aligned}
$$

$$
\begin{aligned}
& \times \sin \pi s\left(\begin{array}{ll}
\sin \pi\left(s+\frac{q-p}{2}\right) & -2 \sin \frac{\pi p}{2} \cos \frac{\pi q}{2} \\
-2 \sin \frac{\pi q}{2} \cos \frac{\pi p}{2} & \sin \pi\left(s+\frac{p-q}{2}\right)
\end{array}\right) \\
& \times\binom{\tilde{\zeta}_{+}\left(-\frac{m}{4}-s, \Psi\right)}{\tilde{\zeta}_{-}\left(-\frac{m}{4}-s, \Psi\right)},
\end{aligned}
$$

where $m=\operatorname{dim} W$ and $\hat{\Psi}$ is the Fourier transform of $\Psi$. The degenerate cases, in which $\tilde{P}(w) \equiv 0$, appear only for

$$
\begin{aligned}
& (p, q, m) \\
& \quad=(2,1,2),(3,1,4),(5,1,8),(9,1,16),(2,2,4),(3,3,8),(5,5,16)
\end{aligned}
$$

(Theorem 3.1).

- We completely determine when the Clifford quartic form $\tilde{P}(w)$ becomes a relative invariant of some prehomogeneous vector space (Theorem 3.2). In particular, if $p+q \geq 12$, then, there exist no prehomogeneous vector spaces having $\tilde{P}$ as a relative invariant. If $p+q \leq 4$, then, $\tilde{P}$ is always a relative invariant of some prehomogeneous vector space. If $5 \leq p+q \leq 11$ and $p+q \neq 6$, then, $\tilde{P}$ is a relative invariant of a prehomogeneous vector space only for very low-dimensional cases. Thus most of the Clifford quartic forms are non-prehomogeneous.
- To classify the cases related to prehomogeneous vector spaces, we need solid knowledge on the group of symmetries of the Clifford quartic form $\tilde{P}$. The group contains $\operatorname{Spin}(p, q) \times H_{p, q}(\rho)$ where $H_{p, q}(\rho)$ is the intersection of the orthogonal groups $O\left(S_{1}\right), \ldots, O\left(S_{p+q}\right)$. Except for a few low-dimensional cases, the Lie algebra of the group of symmetries of $\tilde{P}$ coincides with $\mathfrak{s o}(p, q) \times \operatorname{Lie}\left(H_{p, q}(\rho)\right)$ (Theorem 3.3), and the structure of $\operatorname{Lie}\left(H_{p, q}(\rho)\right)$ can be determined explicitly (Theorem 3.4).

Thus our results show that the class of homogeneous polynomials that satisfy local functional equations of the form (0.1) is broader than the class of relative invariants of regular prehomogeneous vector spaces. The characterization of such polynomials is an interesting open problem. In relation to this characterization problem (in a more general form), Etingof, Kazhdan, and Polishchuk ([7]) considered the following condition for a homogeneous rational function $f$ on a finite-dimensional vector space $\mathbf{V}$ :

$$
v \mapsto \operatorname{grad} f(v) \text { defines a birational mapping of } \mathbb{P}(\mathbf{V}) \longrightarrow \mathbb{P}\left(\mathbf{V}^{*}\right)
$$

They called this condition the projective semiclassical condition (PSC). A function satisfying PSC is often called homaloidal. It is observed that the condition PSC is closely related to the existence of local functional equation. For example, regular prehomogeneous vector spaces have homaloidal relative invariant polynomials, and it is difficult to construct non-prehomogeneous homaloidal polynomials. The classification of homaloidal polynomials is a difficult problem and of considerable interest in algebraic geometry ([3], [5], [6]).

For a homaloidal homogeneous rational function $f$, there exists a rational function $f^{*}$ satisfying the identity $f^{*}(\operatorname{grad} \log f(v))=1 / f(v)$, which is called the multiplicative Legendre transform of $f$. In [7], the authors raised the following question and answered it affirmatively for cubic forms:
"Is it true that any homaloidal polynomial whose multiplicative Legendre transform is also a polynomial is a relative invariant of a prehomogeneous vector space?"

However, it can be easily proved (Theorem 2.14) that every Clifford quartic form is homaloidal and its multiplicative Legendre transform coincides with the original Clifford quartic form (up to a constant multiple). Thus, the answer to the question above is negative, since Clifford quartic forms are nonprehomogeneous in general.

The organization of this paper is as follows: In $\S 1$, we will recall the pullback theorem of local functional equations in [25]. In §2, we introduce Clifford quartic forms, and calculate the functional equations satisfied by the local zeta functions of the Clifford quartic forms. In $\S 3$, we formulate the main theorems (Theorems 3.1, 3.2) and describe an outline of the proofs. The proofs of the main theorems will be given in $\S 4, \S 5, \S 6$ and $\S 7$. In $\S 4$, we classify the degenerate cases. In $\S 5$ and $\S 6$, we make a precise investigation on the group of symmetries of Clifford quartic forms. Classification of prehomogeneous cases will be done in $\S 7$.

As in the case of relative invariants of prehomogeneous vector spaces, the Clifford quartic forms are expected to enjoy rich arithmetic properties. In fact, with the Clifford quartic forms, we can associate global zeta functions satisfying a functional equation, which are analogues of genus zeta functions of quadratic forms. For the polynomials constructed by Faraut-Koranyi, Achab defined global zeta functions and proved their functional equations ([1], [2]). In her argument, it is crucial that $Q^{-1}(v)_{\mathbb{R}}(P(v) \neq 0)$ is compact.

Her method does not apply to our general setting. Our method is based on the theory of automorphic pairs of distributions on prehomogeneous vector spaces $([32],[33])$. We discuss the global zeta functions in a separate paper ([26]).
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Notation. We denote by $\mathbb{R}, \mathbb{C}$ and $\mathbb{H}$, respectively, the field of real numbers, the field of complex numbers and the Hamilton quaternion algebra. For $\mathbb{K}=\mathbb{R}, \mathbb{C}, \mathbb{H}$, we write

$$
\begin{aligned}
M(m ; \mathbb{K}) & \text { for the matrix algebra of size } m \text { over } \mathbb{K}, \\
M(m, n ; \mathbb{K})= & \text { for the set of } m \text { by } n \text { matrices with entries in } \mathbb{K}, \\
\operatorname{Sym}(m ; \mathbb{K})= & \left\{\left.X \in M(m ; \mathbb{K})\right|^{t} X=X\right\} \\
\operatorname{Alt}(m ; \mathbb{K})= & \left\{\left.X \in M(m ; \mathbb{K})\right|^{t} X=-X\right\} .
\end{aligned}
$$

For a $w \in \mathbb{R}^{m}$ and an $S \in \operatorname{Sym}(m, \mathbb{R})$, we put $S[w]:={ }^{t} w S w$. We say that the signature of $S$ (or of the quadratic form $S[w]$ ) is $(p, q)$, if $S$ is nondegenerate and has exactly $p$ positive and $q$ negative eigenvalues. For square matrices $A \in M(m ; \mathbb{K})$ and $B \in M(n ; \mathbb{K})$, we put $A \perp B:=\left(\begin{array}{cc}A & 0 \\ 0 & B\end{array}\right) \in$ $M(m+n ; \mathbb{K})$. The identity matrix and the zero matrix of size $m$ are denoted by $1_{m}$ and $0_{m}$, respectively. We write $1_{p, q}$ for $1_{p} \perp-1_{q}$. We put $\mathbf{e}[z]:=$ $\exp (2 \pi \sqrt{-1} z)$. For a real vector space $V$, we denote the space of rapidly decreasing functions on $V$ by $\mathcal{S}(V)$. We use the same symbols as those in [9, Chapter X, §2.1] to denote real classical Lie algebras. When we consider a complex classical group as a linear algebraic group, we use the corresponding bold face letters; e.g., $\mathbf{G L}(m)=G L(m, \mathbb{C})$.

## 1. Pullback of Local Functional Equations by Quadratic Mappings

In this section, we recall the main result of [25].
Let $\mathbf{V}$ (resp. W) be a complex vector space of dimension $n$ (resp. $m$ ) with real-structure $V($ resp. $W)$ and $\mathbf{V}^{*}\left(\right.$ resp. $\left.\mathbf{W}^{*}\right)$ the vector space dual
to $\mathbf{V}$ (resp. W). The dual vector space $V^{*}$ (resp. $W^{*}$ ) of the real vector space $V($ resp. $W)$ can be regarded as a real-structure of $\mathbf{V}^{*}($ resp. $\mathbf{W})$. Let $P\left(\right.$ resp. $\left.P^{*}\right)$ be an irreducible homogeneous polynomial of degree $d$ on $\mathbf{V}$ (resp. $\mathbf{V}^{*}$ ) defined over $\mathbb{R}$. We put

$$
\begin{gathered}
\boldsymbol{\Omega}=\{v \in \mathbf{V} \mid P(v) \neq 0\}, \quad \Omega=\boldsymbol{\Omega} \cap V \\
\boldsymbol{\Omega}^{*}=\left\{v^{*} \in \mathbf{V}^{*} \mid P^{*}\left(v^{*}\right) \neq 0\right\}, \quad \Omega^{*}=\boldsymbol{\Omega}^{*} \cap V^{*}
\end{gathered}
$$

We assume that
(A.1) there exists a biregular rational mapping $\phi: \boldsymbol{\Omega} \rightarrow \boldsymbol{\Omega}^{*}$ defined over $\mathbb{R}$.

Let

$$
\Omega=\Omega_{1} \cup \cdots \cup \Omega_{\nu}, \quad \Omega^{*}=\Omega_{1}^{*} \cup \cdots \cup \Omega_{\nu}^{*}
$$

be the decomposition of $\Omega$ and $\Omega^{*}$ into connected components. Note that (A.1) implies that the numbers of connected components of $\Omega$ and $\Omega^{*}$ are the same and we may assume that

$$
\Omega_{j}^{*}=\phi\left(\Omega_{j}\right) \quad(j=1, \ldots, \nu)
$$

Suppose that we are given quadratic mappings $Q: \mathbf{W} \rightarrow \mathbf{V}$ and $Q^{*}: \mathbf{W}^{*} \rightarrow \mathbf{V}^{*}$ defined over $\mathbb{R}$. The mappings $B_{Q}: \mathbf{W} \times \mathbf{W} \rightarrow \mathbf{V}$ and $B_{Q^{*}}: \mathbf{W}^{*} \times \mathbf{W}^{*} \rightarrow \mathbf{V}^{*}$ defined by

$$
\begin{aligned}
B_{Q}\left(w_{1}, w_{2}\right) & :=Q\left(w_{1}+w_{2}\right)-Q\left(w_{1}\right)-Q\left(w_{2}\right) \\
B_{Q^{*}}\left(w_{1}^{*}, w_{2}^{*}\right) & :=Q^{*}\left(w_{1}^{*}+w_{2}^{*}\right)-Q^{*}\left(w_{1}^{*}\right)-Q^{*}\left(w_{2}^{*}\right)
\end{aligned}
$$

are bilinear. For given $v \in \mathbf{V}$ and $v^{*} \in \mathbf{V}^{*}$, the mappings $Q_{v^{*}}: \mathbf{W} \rightarrow \mathbb{C}$ and $Q_{v}^{*}: \mathbf{W}^{*} \rightarrow \mathbb{C}$ defined by

$$
Q_{v^{*}}(w)=\left\langle Q(w), v^{*}\right\rangle, \quad Q_{v}^{*}\left(w^{*}\right)=\left\langle v, Q^{*}\left(w^{*}\right)\right\rangle
$$

are quadratic forms on $\mathbf{W}$ and $\mathbf{W}^{*}$, respectively.
Let $q(w)$ and $q^{*}\left(w^{*}\right)$ be non-degenerate quadratic forms on $W$ and $W^{*}$, respectively. Fix a basis of $W$ and the basis of $W^{*}$ dual to it and denote by $S$ and $S^{*}$ the matrices of $q$ and $q^{*}$, respectively. We say that $q^{*}$ is dual to
$q(w)$, if $S^{*}=S^{-1}$. Duality for quadratic forms can be extended to quadratic mappings.

Definition 1.1. (1) The quadratic mapping $Q$ (resp. $Q^{*}$ ) is said to be non-degenerate, if the open set $\tilde{\boldsymbol{\Omega}}:=Q^{-1}(\boldsymbol{\Omega})\left(\right.$ resp. $\left.\tilde{\boldsymbol{\Omega}}^{*}=Q^{*-1}\left(\boldsymbol{\Omega}^{*}\right)\right)$ is not empty and the rank of the differential of $Q$ (resp. $Q^{*}$ ) at every $w \in \tilde{\boldsymbol{\Omega}}$ (resp. $w^{*} \in \tilde{\boldsymbol{\Omega}}^{*}$ ) is equal to $n$. (It is obvious that $m \geq n$, if $Q$ is non-degenerate.)
(2) The quadratic mapping $Q^{*}$ is said to be dual to $Q$ with respect to the biregular mapping $\phi$ in (A.1), if the quadratic form $Q_{v}^{*}\left(w^{*}\right)$ on $W^{*}$ is dual to the quadratic form $Q_{\phi(v)}(w)$ on $W$ for any $v \in \boldsymbol{\Omega}$.

We assume that
(A.2) $Q$ and $Q^{*}$ are non-degenerate and dual to each other with respect to the biregular mapping $\phi$ in (A.1).

Remark 1.1. (1) By the assumption, there exist non-zero constants $\alpha, \beta$ satisfying

$$
\operatorname{det}\left(Q_{v}^{*}\right)=\alpha P(v)^{m / d}, \quad \operatorname{det}\left(\frac{\partial \phi(v)_{i}}{\partial v_{j}}\right)=\beta P(v)^{-2 n / d}
$$

(2) In [25], the assumptions (A.1) and (A.3) (= (A.2) in the present paper) are erroneously formulated only by referring to real structure. Moreover $\Omega$ and $\Omega^{*}$ in [25, p.167, Lines 21 and 22$]$ should be $\boldsymbol{\Omega}$ and $\boldsymbol{\Omega}^{*}$.

The main result in [25] is that, in the above setting, if $P(v)$ and $P^{*}\left(v^{*}\right)$ satisfy a local functional equation, then the pull backs $\tilde{P}(w):=P(Q(w))$ and $\tilde{P}^{*}\left(w^{*}\right):=P^{*}\left(Q^{*}\left(w^{*}\right)\right)$ also satisfy a local functional equation. Let us give a precise formulation.

For an $s \in \mathbb{C}$ with $\Re(s)>0$, we define a continuous function $|P(v)|_{j}^{s}$ on $V$ by

$$
|P(v)|_{j}^{s}= \begin{cases}|P(v)|^{s}, & v \in \Omega_{j} \\ 0, & v \notin \Omega_{j}\end{cases}
$$

The function $|P(v)|_{j}^{s}$ can be extended to a tempered distribution depending on $s$ in $\mathbb{C}$ meromorphically. Similarly we define $\left|P^{*}\left(v^{*}\right)\right|_{j}^{s}(s \in \mathbb{C})$.

We denote the spaces of rapidly decreasing functions on the real vector spaces $V$ and $V^{*}$ by $\mathcal{S}(V)$ and $\mathcal{S}\left(V^{*}\right)$, respectively. For $\Phi \in \mathcal{S}(V)$ and $\Phi^{*} \in \mathcal{S}\left(V^{*}\right)$, we define the local zeta functions by setting

$$
\begin{gathered}
\zeta_{i}(s, \Phi)=\int_{V}|P(v)|_{i}^{s} \Phi(v) d v \\
\zeta_{i}^{*}\left(s, \Phi^{*}\right)=\int_{V^{*}}\left|P^{*}\left(v^{*}\right)\right|_{i}^{s} \Phi^{*}\left(v^{*}\right) d v^{*} \quad(i=1, \ldots, \nu)
\end{gathered}
$$

It is well-known that the local zeta functions $\zeta_{i}(s, \Phi), \zeta_{i}^{*}\left(s, \Phi^{*}\right)$ are absolutely convergent for $\Re(s)>0$, and have analytic continuations to meromorphic functions of $s$ in $\mathbb{C}$. We assume the following:
(A.3) A local functional equation of the form

$$
\begin{equation*}
\zeta_{i}^{*}(s, \hat{\Phi})=\sum_{j=1}^{\nu} \Gamma_{i j}(s) \zeta_{j}\left(-\frac{n}{d}-s, \Phi\right) \quad(i=1, \ldots, \nu) \tag{1.1}
\end{equation*}
$$

holds for every $\Phi \in \mathcal{S}(V)$, where $\Gamma_{i j}(s)$ are meromorphic functions on $\mathbb{C}$ not depending on $\Phi$ with $\operatorname{det}\left(\Gamma_{i j}(s)\right) \neq 0$ and

$$
\hat{\Phi}\left(v^{*}\right)=\int_{V} \Phi(v) \exp \left(-2 \pi \sqrt{-1}\left\langle v, v^{*}\right\rangle\right) d v
$$

the Fourier transform of $\Phi$.
We put

$$
\begin{gathered}
\tilde{P}(w)=P(Q(w)), \quad \tilde{P}^{*}\left(w^{*}\right)=P^{*}\left(Q^{*}\left(w^{*}\right)\right) \\
\tilde{\Omega}_{i}=Q^{-1}\left(\Omega_{i}\right), \quad \tilde{\Omega}_{i}^{*}=Q^{*-1}\left(\Omega_{i}^{*}\right) \quad(i=1, \ldots, \nu)
\end{gathered}
$$

Some of $\tilde{\Omega}_{i}$ 's and $\tilde{\Omega}_{i}^{*}$ 's may be empty. We define $|\tilde{P}(w)|_{i}^{s}$ and $\left|\tilde{P}^{*}\left(w^{*}\right)\right|_{i}^{s}$ in the same manner as above. For $\Psi \in \mathcal{S}(W)$ and $\Psi^{*} \in \mathcal{S}\left(W^{*}\right)$, we define the zeta functions associated with $\tilde{P}$ and $\tilde{P}^{*}$ by

$$
\tilde{\zeta}_{i}(s, \Psi)=\int_{W}|\tilde{P}(w)|_{i}^{s} \Psi(w) d w, \quad \tilde{\zeta}_{i}^{*}\left(s, \Psi^{*}\right)=\int_{W^{*}}\left|\tilde{P}^{*}\left(w^{*}\right)\right|_{i}^{s} \Psi^{*}\left(w^{*}\right) d w^{*}
$$

We denote by $\hat{\Psi}$ the Fourier transform of $\Psi$ :

$$
\hat{\Psi}\left(w^{*}\right)=\int_{W} \Psi(w) \exp \left(2 \pi \sqrt{-1}\left\langle w, w^{*}\right\rangle\right) d w
$$

Theorem 1.2 ([25], Theorem 4). Under the assumptions (A.1), (A.2), (A.3), the zeta functions $\tilde{\zeta}_{i}(s, \Psi)$ and $\tilde{\zeta}_{i}^{*}\left(s, \Psi^{*}\right)$ satisfy the local functional equation

$$
\tilde{\zeta}_{i}^{*}(s, \hat{\Psi})=\sum_{j=1}^{\nu} \tilde{\Gamma}_{i j}(s) \tilde{\zeta}_{j}\left(-\frac{m}{2 d}-s, \Psi\right)
$$

where the gamma factors $\tilde{\Gamma}_{i j}(s)$ are given by

$$
\tilde{\Gamma}_{i j}(s)=2^{2 d s+m / 2}|\alpha|^{1 / 2}|\beta|^{-1} \sum_{k=1}^{\nu} \mathbf{e}\left[\frac{p_{k}-q_{k}}{8}\right] \Gamma_{i k}(s) \Gamma_{k j}\left(s+\frac{m-2 n}{2 d}\right)
$$

where $\alpha, \beta$ are the constants defined in Remark 1.1 (1) and $\left(p_{k}, q_{k}\right)$ is the signature of the quadratic form $Q_{v}^{*}$ for $v \in \Omega_{k}$.

REmARK 1.2. (1) The signature $\left(p_{k}, q_{k}\right)$ of $Q_{v}^{*}\left(w^{*}\right)$ does not depend on the choice of $v$, since $\Omega_{k}$ is connected.
(2) In [25], the theorem is formulated for multi-variable zeta functions. Here we restrict ourselves to single variable zeta functions for simplicity.

The theory of prehomogeneous vector spaces (see [28], [30], [23], [17]) provides a lot of examples of $P$ and $P^{*}$ satisfying (A.1) and (A.3). Therefore, if one can construct dual non-degenerate quadratic mappings to a prehomogeneous vector space, then by Theorem 1.2, one obtains a new local functional equation. In [8, Chapter XVI], Faraut and Koranyi proved that, starting from a representation of a Euclidean Jordan algebra, one can construct polynomials satisfying local functional equations (see also Clerc [4]). Theorem 1.2 generalizes their result (see [25, §2.2]).

The Faraut-Koranyi construction is especially interesting in the case of the simple Euclidean Jordan algebras of rank 2, since the polynomials $\tilde{P}$ obtained in this case are not relative invariants of prehomogeneous vector spaces except for some low-dimensional cases, as is noticed in [4] (without specifying the low-dimensional exceptions explicitly). Let us explain this non-prehomogeneous example without referring to Jordan algebra. Let $V$ be the $q+1$-dimensional real quadratic space of signature $(1, q)$. We fix a basis $\left\{e_{0}, e_{1}, \ldots, e_{q}\right\}$ of $V$, for which the quadratic form is given by

$$
P(v)=v_{0}^{2}-v_{1}^{2}-\cdots-v_{q}^{2} .
$$

Denote by $C_{q}$ the Clifford algebra of the positive definite quadratic form $v_{1}^{2}+\cdots+v_{q}^{2}$ and consider a representation $S: C_{q} \rightarrow M(m ; \mathbb{R})$ of $C_{q}$ on an $m$ dimensional $\mathbb{R}$-vector space. We may assume that $S_{i}:=S\left(e_{i}\right)(i=1, \ldots, q)$ are symmetric matrices. We denote by $W=\mathbb{R}^{m}$ the representation space of $S$, and define a quadratic mapping $Q: W \rightarrow V$ by

$$
Q(w)=\left({ }^{t} w w\right) e_{0}+\sum_{i=1}^{q} S_{i}[w] e_{i} .
$$

Then, if $\tilde{P}(w)=P(Q(w))=\left({ }^{t} w w\right)^{2}-\sum_{i=1}^{q}\left(S_{i}[w]\right)^{2}$ does not vanish identically, $Q$ is a self-dual non-degenerate quadratic mapping and, by Theorem $1.2, \tilde{P}$ satisfies a local functional equation. In the next section, we generalize this construction by classifying the self-dual non-degenerate quadratic mappings to real non-degenerate quadratic spaces of arbitrary signature.

Remark 1.3. In [11], Ishi proved that, if $V$ is the underlying vector space of a semisimple (not necessarily Euclidean) Jordan algebra, $P$ is the determinant of the Jordan algebra and $Q: W \rightarrow V$ is a self-dual non-degenerate quadratic mapping, then the mapping $v \mapsto Q_{v}^{*}$ induces a representation of the Jordan algebra $V$.

## 2. Local Functional Equations of Clifford Quartic Forms

### 2.1. Self-dual quadratic mappings and representations of Clifford algebras

Let $p, q$ be non-negative integers, $V$ a real $p+q$-dimensional vector space and consider a quadratic form $P(v)$ of signature $(p, q)$ on $V$. We often write $n=\operatorname{dim} V=p+q$. We assume that $n=p+q \geq 3$. Then the quadratic form $P(v)$ is absolutely irreducible. Fix a basis $\left\{e_{1}, \ldots, e_{p+q}\right\}$ of $V$, which is called the standard basis, satisfying

$$
P\left(\sum_{i=1}^{p+q} v_{i} e_{i}\right)=\sum_{i=1}^{p} v_{i}^{2}-\sum_{j=1}^{q} v_{p+j}^{2}
$$

We identify $V$ with $\mathbb{R}^{p+q}$ with the standard basis, and also with its dual vector space via the standard inner product $\left(v, v^{*}\right)=v_{1} v_{1}^{*}+\cdots+v_{p+q} v_{p+q}^{*}$. Put $\Omega=V \backslash\{P=0\}$. We determine the quadratic mappings $Q: W \rightarrow V$
that are self-dual with respect to the biregular mapping $\phi: \Omega \longrightarrow \Omega$ defined by

$$
\phi(v):=\frac{1}{2} \operatorname{grad} \log P(v)=\frac{1}{P(v)}\left(v_{1}, \ldots, v_{p},-v_{p+1}, \ldots,-v_{p+q}\right) .
$$

By a quadratic mapping $Q$ of $W=\mathbb{R}^{m}$ to $V=\mathbb{R}^{p+q}$, we mean a mapping defined by

$$
Q(w)=\left(S_{1}[w], \ldots, S_{p+q}[w]\right)
$$

for some real symmetric matrices $S_{1}, \ldots, S_{p+q}$ of size $m$. For $v=$ $\left(v_{1}, \ldots, v_{p+q}\right) \in \mathbb{R}^{p+q}$, we put

$$
S(v)=\sum_{i=1}^{p+q} v_{i} S_{i}
$$

Then, by definition, the mapping $Q$ is self-dual with respect to $\phi$ if and only if

$$
S(v) S(\phi(v))=1_{m} \quad(v \in \Omega)
$$

If we put

$$
\varepsilon_{i}= \begin{cases}1 & (1 \leq i \leq p)  \tag{2.1}\\ -1 & (p+1 \leq i \leq p+q)\end{cases}
$$

this condition is equivalent to the polynomial identity

$$
\sum_{i=1}^{p} v_{i}^{2} S_{i}^{2}-\sum_{j=1}^{q} v_{p+j}^{2} S_{p+j}^{2}+\sum_{1 \leq i<j \leq p+q} v_{i} v_{j}\left(\varepsilon_{j} S_{i} S_{j}+\varepsilon_{i} S_{j} S_{i}\right)=P(v) 1_{m}
$$

This identity holds if and only if

$$
\begin{align*}
S_{i}^{2} & =1_{m} \quad(1 \leq i \leq p+q)  \tag{2.2}\\
S_{i} S_{j} & = \begin{cases}S_{j} S_{i} & (1 \leq i \leq p<j \leq p+q \text { or } 1 \leq j \leq p<i \leq p+q) \\
-S_{j} S_{i} & (1 \leq i, j \leq p \text { or } p+1 \leq i, j \leq p+q)\end{cases}
\end{align*}
$$

This means that the linear map $S: V \rightarrow \operatorname{Sym}(m ; \mathbb{R})$ can be extended to a representation of the tensor product of the Clifford algebra $C_{p}$ of $v_{1}^{2}+\cdots+v_{p}^{2}$
and the Clifford algebra $C_{q}$ of $v_{p+1}^{2}+\cdots+v_{p+q}^{2}$. We denote the tensor product $C_{p} \otimes C_{q}$ by $R_{p, q}$.

Conversely, if we are given a representation $\rho: R_{p, q} \rightarrow M(m ; \mathbb{R})$, then we can obtain a self-dual quadratic mapping $Q: W=\mathbb{R}^{m} \rightarrow V$. Indeed, the images of the standard basis $S_{1}=\rho\left(e_{1}\right), \ldots, S_{p+q}=\rho\left(e_{p+q}\right)$ satisfy the relations above. (We always identify $e_{i} \otimes 1$ (resp. $1 \otimes e_{i}$ ) with $e_{i}$ for $1 \leq i \leq p$ (resp. $p+1 \leq i \leq p+q$ ).) Moreover, since $R_{p, q}$ is semisimple, $\rho$ is a direct sum of irreducible representations. Any irreducible representation of $R_{p, q}$ is a tensor product of an irreducible representation of $C_{p}$ and an irreducible representation of $C_{q}$. Hence, $S_{i}$ is of the form $\left(\rho_{1} \otimes \rho_{1}^{\prime}\right)\left(e_{i}\right) \perp \cdots \perp\left(\rho_{r} \otimes\right.$ $\left.\rho_{r}^{\prime}\right)\left(e_{i}\right)$ for some representations $\rho_{1}, \ldots, \rho_{r}$ of $C_{p}$ and some representations $\rho_{1}^{\prime}, \ldots, \rho_{r}^{\prime}$ of $C_{q}$. Therefore, by the following lemma (applied to the positive definite case), we may take symmetric matrices as $S_{1}, \ldots, S_{p+q}$ (by taking conjugate, if necessary), and then the mapping $Q(w)=\left(S_{1}[w], \ldots, S_{p+q}[w]\right)$ is self-dual.

Lemma 2.1. Let $P$ be a quadratic form on $V=\mathbb{R}^{p+q}$ of signature $(p, q)$ and let $e_{1}, \ldots, e_{p+q}$ be the standard basis of $V$ such that $P\left(\sum_{i=1}^{p+q} v_{i} e_{i}\right)=$ $\sum_{i=1}^{p} v_{i}^{2}-\sum_{j=1}^{q} v_{p+j}^{2}$. Denote by $C_{p, q}$ the Clifford algebra of the quadratic form $P$ and let $\rho: C_{p, q} \rightarrow M(m ; \mathbb{R})$ be a representation of $C_{p, q}$. Then, in the equivalence class of $\rho$, there exists a representation with the property that $\rho\left(e_{i}\right)$ is a symmetric matrix for $1 \leq i \leq p$ and a skew-symmetric matrix for $p+1 \leq i \leq p+q$.

Proof. By the definition of the Clifford algebra $C_{p, q}$, we have

$$
\begin{gathered}
e_{i}^{2}=1 \quad(1 \leq i \leq p), \quad e_{i}^{2}=-1 \quad(p+1 \leq i \leq p+q) \\
e_{i} e_{j}=-e_{i} e_{j} \quad(i \neq j)
\end{gathered}
$$

Hence, the multiplicative group $G$ generated by $\left\{-1, e_{1}, \ldots, e_{p+q}\right\}$ is a finite group and $\rho$ gives a group-representation of $G$ on $\mathbb{R}^{m}$. Therefore, if we replace $\rho$ by an equivalent representation if necessary, we may assume that every element in $G$ is represented by an orthogonal matrix. Then $\rho\left(e_{i}\right)=$ $\rho\left(e_{i}\right)^{-1}={ }^{t} \rho\left(e_{i}\right)$ for $1 \leq i \leq p$, and $\rho\left(e_{i}\right)=-\rho\left(e_{i}\right)^{-1}=-{ }^{t} \rho\left(e_{i}\right)$ for $p+1 \leq$ $i \leq p+q$.

Thus we have proved the following theorem on the correspondence between self-dual quadratic mappings and representations of $R_{p, q}$.

Theorem 2.2. Self-dual quadratic mappings $Q$ of $W=\mathbb{R}^{m}$ to the quadratic space $(V, P)$ correspond to representations $\rho$ of $R_{p, q}=C_{p} \otimes C_{q}$ such that $\rho(V)$ is contained in $\operatorname{Sym}(m ; \mathbb{R})$.

We call the symmetric matrices $S_{1}=\rho\left(e_{1}\right), \ldots, S_{p+q}=\rho\left(e_{p+q}\right)$ the basis matrices of $\rho$.

REMARK 2.1. The construction above is a generalization of the quadratic mappings obtained from representations of simple Euclidean Jordan algebra of rank 2 in the theory of Faraut-Koranyi [8]. In the case $(p, q)=(1, q)$, we have $C_{1} \cong \mathbb{R} \oplus \mathbb{R}$ and $R_{1, q}=C_{1} \otimes C_{q} \cong C_{q} \oplus C_{q}$. Hence representations of $R_{1, q}$ can be identified with the direct sum of two $C_{q}$-modules $W_{+}$and $W_{-}$. On $W_{+}$(resp. $W_{-}$), $e_{1}$ acts as multiplication by +1 (resp. -1 ). The quadratic mappings given by the Faraut-Koranyi construction correspond to representations of $R_{1, q}$ for which $W_{-}=\{0\}$.

Later we need the following lemma on canonical forms of basis matrices.
Lemma 2.3. Assume that $p \geq 2$ and let $\rho$ be a representation of $R_{p, q}$. Then the dimension $m$ of $\rho$ is even. Put $d=m / 2$. Let $S_{1}=\rho\left(e_{1}\right), \ldots$, $S_{p+q}=\rho\left(e_{p+q}\right)$ be the basis matrices of $\rho$. Then the signature of $S_{i}(1 \leq i \leq$ $p)$ is $(d, d)$ and (by replacing $\rho$ by an equivalent representation, if necessary,) we can take the basis matrices of the form

$$
\begin{gathered}
S_{1}=\left(\begin{array}{cc}
1_{d} & 0 \\
0 & -1_{d}
\end{array}\right), \quad S_{i}=\left(\begin{array}{cc}
0 & B_{i} \\
{ }^{t} B_{i} & 0
\end{array}\right) \quad(2 \leq i \leq p) \\
S_{p+j}=\left(\begin{array}{cc}
A_{j} & 0 \\
0 & A_{j}
\end{array}\right) \quad(1 \leq j \leq q)
\end{gathered}
$$

Here $A_{1}, \ldots, A_{q}$ are the basis matrices of some d-dimensional representation of $R_{0, q}=C_{q}, B_{2}=1_{d}$, and $B_{3}, \ldots, B_{p}$ are orthogonal and skew symmetric matrices. Moreover they satisfy the commutation relations

$$
\begin{gathered}
A_{i} A_{j}=-A_{j} A_{i}(1 \leq i<j \leq q), \quad B_{i} B_{j}=-B_{j} B_{i}(3 \leq i<j \leq p) \\
A_{i} B_{j}=B_{j} A_{i} \quad(1 \leq i \leq q, 3 \leq j \leq p)
\end{gathered}
$$

Proof. Since $S_{1}^{2}=1_{m}$, we may assume that $S_{1}=1_{r, m-r}$. Then, by the anti-commutativity $S_{i} S_{j}=-S_{j} S_{i}$, the symmetric matrices $S_{i}(2 \leq i \leq$ $p)$ are of the form

$$
S_{i}=\left(\begin{array}{cc}
0_{r} & B_{i} \\
{ }^{t} B_{i} & 0_{m-r}
\end{array}\right), \quad B_{i} \in M(r, m-r ; \mathbb{R})
$$

Since $S_{i}^{2}=1_{m}$, we have $r=m-r$ and $B_{i}$ is orthogonal. This shows that $m$ is even and the signatures of $S_{1}, \ldots, S_{p}$ are equal to $(d, d)(d=m / 2)$. Put $\tilde{B}_{2}={ }^{t} B_{2} \perp 1_{d}$. By replacing all the $S_{i}$ by $\tilde{B}_{2} S_{i} \tilde{B}_{2}^{-1}$, we may assume that $S_{1}=1_{d, d}$ and $B_{2}=1_{d}$. The commutation relations $S_{2} S_{i}=-S_{i} S_{2}$ $(3 \leq i \leq p)$ imply that $B_{i}(3 \leq i \leq p)$ are skew-symmetric. The remaining part of the lemma is also a straightforward consequence of the commutation relations (2.2) and (2.3).

### 2.2. $\quad$ Structure of $R_{p, q}$

It is well-known that the structure of $C_{p}$ depends on $p \bmod 8$ as the following lemma shows (see [21], [22], [34]):

Lemma 2.4. The structure of $C_{p}$ is given by the following table:

| $p$ |  |
| :---: | :---: |
| $p \equiv 0 \quad(\bmod 8)$ | $M\left(2^{p / 2} ; \mathbb{R}\right)$ |
| $p \equiv 1$ | $(\bmod 8)$ |
| $p \equiv 2$ | $(\bmod 8)$ |

We denote by $R_{p, q}^{+}$the subalgebra of $R_{p, q}$ consisting of all the even elements, namely, the subalgebra generated by $e_{i} e_{j}(1 \leq i<j \leq p+q)$. The structure of $R_{p, q}$ and $R_{p, q}^{+}$is easily seen from Lemma 2.4.

Lemma 2.5. Put $n=p+q$. Then the structure of $R_{p, q}$ and $R_{p, q}^{+}$is given by the following table:

| Type | $\left(R_{p, q}, R_{p, q}^{+}\right)$ | $\ell$ | $r$ | $\left(\mathbb{K}, \mathbb{K}^{\prime}\right)$ | $\{p \bmod 8, q \bmod 8\}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $I$ | $\left(T, T^{\prime}\right)$ | $2^{n / 2}$ | $2^{n / 2-1}$ | $(\mathbb{R}, \mathbb{C})$ | $\{0,2\},\{4,6\}$ |
|  |  | $2^{(n-1) / 2}$ | $2^{(n-1) / 2}$ | $(\mathbb{C}, \mathbb{R})$ | $\{0,7\},\{2,3\},\{3,4\},\{6,7\}$ |
|  |  | $2^{(n-1) / 2}$ | $2^{(n-1) / 2-1}$ | $(\mathbb{C}, \mathbb{H})$ | $\{0,3\},\{2,7\},\{3,6\},\{4,7\}$ |
|  |  | $2^{n / 2-1}$ | $2^{n / 2-1}$ | $(\mathbb{H}, \mathbb{C})$ | $\{0,6\},\{2,4\}$ |
| $I I$ | $\left(T, 2 T^{\prime}\right)$ | $2^{n / 2}$ | $2^{n / 2-1}$ | $(\mathbb{R}, \mathbb{R})$ | $\{0,0\},\{2,2\},\{4,4\},\{6,6\}$ |
|  |  | $2^{n / 2-1}$ | $2^{n / 2-2}$ | $(\mathbb{H}, \mathbb{H})$ | $\{0,4\},\{2,6\}$ |
| $I I I$ | $\left(2 T, T^{\prime}\right)$ | $2^{(n-1) / 2}$ | $2^{(n-1) / 2}$ | $(\mathbb{R}, \mathbb{R})$ | $\{0,1\},\{1,2\},\{4,5\},\{5,6\}$ |
|  |  | $2^{n / 2-1}$ | $2^{n / 2-1}$ | $(\mathbb{C}, \mathbb{C})$ | $\{1,3\},\{1,7\},\{3,5\},\{5,7\}$ |
|  |  | $2^{(n-3) / 2}$ | $2^{(n-3) / 2}$ | $(\mathbb{H}, \mathbb{H})$ | $\{0,5\},\{1,4\},\{1,6\},\{2,5\}$ |
| $I V$ | $\left(2 T, 2 T^{\prime}\right)$ | $2^{n / 2-1}$ | $2^{n / 2-1}$ | $(\mathbb{C}, \mathbb{R})$ | $\{3,3\},\{7,7\}$ |
|  |  | $2^{n / 2-2}$ | $(\mathbb{C}, \mathbb{H})$ | $\{3,7\}$ |  |
| $V$ | $\left(4 T, 2 T^{\prime}\right)$ | $2^{n / 2-1}$ | $2^{n / 2-1}$ | $(\mathbb{R}, \mathbb{R})$ | $\{1,1\},\{5,5\}$ |
|  |  | $2^{n / 2-2}$ | $2^{n / 2-2}$ | $(\mathbb{H}, \mathbb{H})$ | $\{1,5\}$ |

where $T$ (resp. $\left.T^{\prime}\right)$ denotes the matrix algebra $M(\ell ; \mathbb{K})\left(\right.$ resp. $M\left(r ; \mathbb{K}^{\prime}\right)$ ), and $2 T$ (resp. $2 T^{\prime}, 4 T$ ) denotes $T \oplus T$ (resp. $T^{\prime} \oplus T^{\prime}, T \oplus T \oplus T \oplus T$ ).

The number of inequivalent irreducible representations of $R_{p, q}$ is equal to the number of simple components, namely, 1 for type I and II , 2 for type III and IV, and 4 for type V. The dimension over $\mathbb{R}$ of the irreducible representations of $R_{p, q}$ is given by $\ell \operatorname{dim}_{\mathbb{R}} \mathbb{K}$, which is a power of 2 . As in Lemma 2.1, we denote by $C_{p, q}$ the Clifford algebra of the quadratic form $P$ and by $C_{p, q}^{+}$the subalgebra of $C_{p, q}$ of even elements. Then the algebra $R_{p, q}^{+}$ is isomorphic to $C_{p, q}^{+}$, while $R_{p, q}$ is not necessarily isomorphic to $C_{p, q}$. The isomorphism of $R_{p, q}^{+}$to $C_{p, q}^{+}$is given by $e_{i} e_{j} \mapsto \varepsilon_{j} \tilde{e}_{i} \tilde{e}_{j}$, where $\tilde{e}_{i}$ denotes the element $e_{i} \in V$ viewed as an element in $C_{p, q}$ and $\varepsilon_{i}$ 's are the same as in (2.1).

Let $\mathfrak{k}_{p, q}$ be the real vector space spanned by $e_{i} e_{j}(1 \leq i<j \leq p+q)$. Then $\mathfrak{k}_{p, q}$ is a Lie subalgebra of $R_{p, q}$ with bracket product $[X, Y]:=X Y-$ $Y X$.

Lemma 2.6. The Lie algebra $\mathfrak{k}_{p, q}$ is isomorphic to

$$
\mathfrak{s o}(p, q)=\left\{\left.X \in M(p+q ; \mathbb{R})\right|^{t} X 1_{p, q}+1_{p, q} X=0\right\}
$$

and a representation $\rho$ of $R_{p, q}$ on a vector space $W$ induces a Lie algebra representation of $\mathfrak{k}_{p, q}$, which is a direct sum of real (half-) spin representations of $\mathfrak{s o}(p, q)$. The self-dual quadratic map $Q: W \rightarrow V$ corresponding to $\rho$ is $\operatorname{Spin}(p, q)$-equivariant. Here, $\operatorname{Spin}(p, q)$ denotes the real spin group, which is a double covering group of the identity component of the orthogonal group $\mathrm{SO}(p, q)$.

Proof. For $Y \in \mathfrak{k}_{p, q}$, we have

$$
\left.\frac{d}{d t} S_{k}[\exp (t \rho(Y)) w]\right|_{t=0}=\left({ }^{t} \rho(Y) S_{k}+S_{k} \rho(Y)\right)[w] \quad(w \in W)
$$

In case $Y=e_{i} e_{j}(i \neq j)$, the relations (2.2) and (2.3) imply that

$$
{ }^{t} \rho(Y) S_{k}+S_{k} \rho(Y)={ }^{t}\left(S_{i} S_{j}\right) S_{k}+S_{k}\left(S_{i} S_{j}\right)= \begin{cases}0 & (k \neq i, j) \\ 2 S_{j} & (k=i) \\ -2 \varepsilon_{i} \varepsilon_{j} S_{i} & (k=j)\end{cases}
$$

This shows that a Lie algebra isomorphism $f$ of $\mathfrak{k}_{p, q}$ onto $\mathfrak{s o}(p, q)$ is defined by

$$
f\left(e_{i} e_{j}\right)=X_{i j}:=2 E_{i j}-2 \varepsilon_{i} \varepsilon_{j} E_{j i} \quad(1 \leq i<j \leq p+q)
$$

( $E_{i j}$ is the matrix unit) and $Q$ satisfies the identity

$$
\left.\frac{d}{d t} Q(\exp (t \rho(Y)) w)\right|_{t=0}=\left.\frac{d}{d t} \exp (t f(Y)) Q(w)\right|_{t=0}
$$

This shows that $Q$ is $\operatorname{Spin}(p, q)$-equivariant, since $\operatorname{Spin}(p, q)$ is connected for $p+q \geq 3$ (see [34, Theorem 5.4.7]). The representation of $\mathfrak{k}_{p, q}$ on $W$ generates the representation $\rho$ of the algebra $R_{p, q}^{+}$which is isomorphic to the even Clifford algebra $C_{p, q}^{+}$. Hence the representation of $\mathfrak{k}_{p, q}$ on $W$ is equivalent to a direct sum of real (half-) spin representations.

The following distinction between representations will play an important role later.

Definition 2.7. For a representation $\rho$ of $R_{p, q}$, denote by $\rho_{\mathbb{C}}$ the complexification of $\rho$, which is a representation of $R_{p, q} \otimes \mathbb{C}$. $\rho$ is called pure, if the restriction of $\rho_{\mathbb{C}}$ to $R_{p, q}^{+} \otimes \mathbb{C}$ is isotypic, namely, it is a direct sum of several copies of a single irreducible representation of $R_{p, q}^{+} \otimes \mathbb{C}$. If $\rho_{\mathbb{C}}$ contains inequivalent irreducible representations of $R_{p, q}^{+} \otimes \mathbb{C}$, then $\rho$ is called mixed.

### 2.3. Clifford quartic forms and local zeta functions

Let $p, q$ be non-negative integers satisfying $n=p+q \geq 3$. Since $R_{p, q}$ is isomorphic to $R_{q, p}$ and the results are symmetric with respect to $p$ and $q$, it is sufficient to describe our results only for the case where $p \geq q$.

Let $S_{1}, \ldots, S_{p+q}$ be the basis matrices of an $m$-dimensional representation $\rho$ of $R_{p, q}$, and define the quadratic mapping $Q: W=\mathbb{R}^{m} \rightarrow V=\mathbb{R}^{p+q}$ by

$$
Q(w)=\left(S_{1}[w], \ldots, S_{p+q}[w]\right) \quad(w \in W)
$$

We put

$$
P(v)=\sum_{i=1}^{p} v_{i}^{2}-\sum_{j=1}^{q} v_{p+j}^{2}, \quad \tilde{P}(w)=P(Q(w))=\sum_{i=1}^{p} S_{i}[w]^{2}-\sum_{j=1}^{q} S_{p+j}[w]^{2}
$$

We call the polynomial $\tilde{P}(w)$ of degree 4 the Clifford quartic form associated with $\rho$.

LEMMA 2.8. The quadratic mapping $Q$ is non-degenerate if and only if the Clifford quartic form $\tilde{P}(w)$ does not vanish identically.

Proof. The only if part is obvious. Let us prove the if part. By Lemma 2.6, $G L(1) \times \operatorname{Spin}(p, q)$ acts on $V($ resp. $W$ ) as the vector representation (resp. (a direct sum of several copies of) the spin representation) and $Q$ is $G L(1) \times \operatorname{Spin}(p, q)$-equivariant. Moreover the action of $G L(1) \times \operatorname{Spin}(p, q)$ on $V$ gives a prehomogeneous vector space and the open orbit $\Omega$ is given by $\{v \in V \mid P(v) \neq 0\}$. Hence, the if part follows from [25, Lemma 6].

By Theorem 1.2 and Lemma 2.8, if the Clifford quartic form $\tilde{P}$ does not vanish identically, then the local zeta functions of $\tilde{P}$ satisfy a local functional equation with an explicit gamma factor. We see later in Theorem 3.1 that the quadratic mapping $Q$ corresponding to an $m$-dimensional representation
of $R_{p, q}$ is non-degenerate and $\tilde{P}$ does not vanish identically, if and only if ( $p, q, m$ ) is different from any one of

$$
(2,1,2),(3,1,4),(5,1,8),(9,1,16),(2,2,4),(3,3,8),(5,5,16)
$$

Now we describe the explicit formula for the local functional equations.
Lemma 2.9. For $p \geq q \geq 0$ with $p+q \geq 3$, we put

$$
\Omega=\left\{v \in \mathbb{R}^{p+q} \mid P(v) \neq 0\right\}, \quad P(v)=\sum_{i=1}^{p} v_{i}^{2}-\sum_{j=1}^{q} v_{p+j}^{2}
$$

Then, the decomposition of $\Omega$ into connected components is given as follows:
(1) If $(p, q)=(p, 0)$ with $p \geq 3$, then $\Omega$ is connected and we have $\Omega=$ $\Omega_{+}:=\left\{v \in \mathbb{R}^{p} \mid P(v)>0\right\}$.
(2) If $(p, q)=(p, 1)$ with $p \geq 2$, then we have $\Omega=\Omega_{+} \cup \Omega_{-,+} \cup \Omega_{-,-}$, where

$$
\begin{gathered}
\Omega_{+}=\left\{v \in \mathbb{R}^{p+1} \mid P(v)>0\right\} \\
\Omega_{-,+}=\left\{v \in \mathbb{R}^{p+1} \mid P(v)<0, v_{p+1}>0\right\} \\
\Omega_{-,-}=\left\{v \in \mathbb{R}^{p+1} \mid P(v)<0, v_{p+1}<0\right\} .
\end{gathered}
$$

(3) If $p, q \geq 2$, then we have $\Omega=\Omega_{+} \cup \Omega_{-}$, where

$$
\Omega_{+}=\left\{v \in \mathbb{R}^{p+q} \mid P(v)>0\right\}, \quad \Omega_{-}=\left\{v \in \mathbb{R}^{p+q} \mid P(v)<0\right\}
$$

Put $\tilde{\Omega}_{ \pm}=Q^{-1}\left(\Omega_{ \pm}\right)$and $\tilde{\Omega}_{-, \pm}=Q^{-1}\left(\Omega_{-, \pm}\right)$. Then, for $\Psi \in \mathcal{S}(W)$, the local zeta functions of the Clifford quartic form $\tilde{P}$ is defined by

$$
\left\{\begin{array}{l}
\tilde{\zeta}_{ \pm}(s, \Psi)=\int_{\tilde{\Omega}_{ \pm}}|\tilde{P}(w)|^{s} \Psi(w) d w  \tag{2.4}\\
\tilde{\zeta}_{-, \pm}(s, \Psi)=\int_{\tilde{\Omega}_{-, \pm}}|\tilde{P}(w)|^{s} \Psi(w) d w
\end{array}\right.
$$

By the general theory in $\S 1$, the local zeta functions $\tilde{\zeta}_{ \pm}(s ; \Psi), \tilde{\zeta}_{-, \pm}(s ; \Psi)$ can be continued to meromorphic functions of $s$ in $\mathbb{C}$, and satisfy the functional equations in Theorem 1.2. Let us calculate several constants appearing in the gamma factors $\tilde{\Gamma}_{i j}(s)$ in Theorem 1.2.

For $v \in \mathbb{R}^{p+q}$ with $P(v) \neq 0$, the signature of the symmetric matrix $S(v)=\sum_{i=1}^{p+q} v_{i} S_{i}$ depends only on the connected component to which $v$ belongs. For each connected component $\Omega_{\eta}, \Omega_{-, \eta}(\eta= \pm 1)$ we define $\gamma=$ $\gamma_{\eta}, \gamma_{-, \eta}$ by

$$
\gamma=\mathbf{e}\left[\frac{\sigma_{+}-\sigma_{-}}{8}\right]
$$

where $\sigma_{+}$and $\sigma_{-}$, respectively, are the numbers of positive and negative eigenvalues of $S(v)$ for a point $v \in \Omega_{\eta}$ or $\Omega_{-, \eta}$. An explicit formula for the constants $\gamma$ is given by the following lemma.

Lemma 2.10. Assume that $p \geq q \geq 0$.
(1) If $p \geq 3, q=0$, then $\gamma=1$.
(2) If $p \geq 2, q=1$, then

$$
\gamma_{+}=1, \quad \gamma_{-, \eta}=\left\{\begin{array}{cc}
(\sqrt{-1})^{\eta\left(k_{+}-k_{-}\right)} & (p=2) \\
(-1)^{k_{+}-k_{-}} & (p=3) \\
1 & (p \geq 4)
\end{array} \quad(\eta= \pm)\right.
$$

where $k_{+}$(resp. $k_{-}$) is the multiplicity in $\rho$ of the irreducible representations of $R_{p, 1}$ for which $e_{p+1}$ acts as multiplication by +1 (resp. $-1)$.
(3) If $p \geq q \geq 2$, then $\gamma_{+}=\gamma_{-}=1$.

Proof. The constant $\gamma$ does not depend on the choice of a representative $v$ of $\Omega_{\eta \tau}$. Hence we may take $v={ }^{t}( \pm 1,0, \ldots, 0)$ or $v={ }^{t}(0, \ldots, 0, \pm 1)$. Then $S(v)= \pm S_{1}$ or $\pm S_{p+q}$.
(1) If $p \geq 2$, by Lemma 2.3, the signature of $S_{1}$ is $\left(\frac{m}{2}, \frac{m}{2}\right)$. Hence we have $\gamma=1$.
(2) The proof of $\gamma_{+}=1$ is quite the same as that for (1). Let $d$ be the dimension of irreducible representations of $C_{p}$. (Note that all the irreducible
representations are of the same dimension.) Then $S_{p+1}=I_{d k_{+}, d k_{-}}$and we have $\sigma_{+}-\sigma_{-}=d\left(k_{+}-k_{-}\right)$. Since $d=2$ for $p=2, d=4$ for $p=3$, and $8 \mid d$ for $p \geq 3$, this implies the fourth assertion.
(5) The last assertion is obvious from Lemma 2.3.

Lemma 2.11. The constants $\alpha, \beta$ defined in Remark 1.1 (1) are given by

$$
\alpha= \pm 1, \quad \beta=(-1)^{q+1}
$$

Proof. Put $n:=p+q=\operatorname{dim} V$. For $v \in V$, we put $\varepsilon v=$ $\left(\varepsilon_{1} v_{1}, \ldots, \varepsilon_{n} v_{n}\right)$, where $\varepsilon_{i}^{\prime}$ 's are given by (2.1). Then, by (2.2) and (2.3), we have $S(v) S(\varepsilon v)=P(v) 1_{m}$ and $\operatorname{det} S(v) \operatorname{det} S(\varepsilon v)=P(v)^{m}$. Since $\operatorname{det} S(v)=\alpha P(v)^{m / 2}$, and $\operatorname{det} S(\varepsilon v)=\alpha P(\varepsilon v)^{m / 2}=\alpha P(v)^{m / 2}$, this proves that $\alpha= \pm 1$. The Jacobian

$$
\begin{aligned}
& \operatorname{det}\left(\frac{\partial \phi(v)_{i}}{\partial v_{j}}\right) \\
& =\operatorname{det}\left\{\frac{1}{P(v)}\left(\begin{array}{cccc}
\varepsilon_{1} & 0 & \cdots & 0 \\
0 & \varepsilon_{2} & \ddots & \vdots \\
\vdots & \ddots & \ddots & 0 \\
0 & \cdots & 0 & \varepsilon_{n}
\end{array}\right)\right. \\
& \quad-\frac{2}{P(v)^{2}}\left(\begin{array}{cccc}
\left(\varepsilon_{1} v_{1}\right)^{2} & \left(\varepsilon_{1} v_{1}\right)\left(\varepsilon_{2} v_{2}\right) & \cdots & \left(\varepsilon_{1} v_{1}\right)\left(\varepsilon_{n} v_{n}\right) \\
\left(\varepsilon_{2} v_{2}\right)\left(\varepsilon_{1} v_{1}\right) & \left(\varepsilon_{2} v_{2}\right)^{2} & \ddots & \vdots \\
\vdots & \vdots & \ddots & \left(\varepsilon_{n-1} v_{n-1}\right)\left(\varepsilon_{n} v_{n}\right) \\
\left(\varepsilon_{n} v_{n}\right)\left(\varepsilon_{1} v_{1}\right) & \cdots & \left(\varepsilon_{n} v_{n}\right)\left(\varepsilon_{n-1} v_{n-1}\right) & \left(\varepsilon_{n} v_{n}\right)^{2}
\end{array}\right)
\end{aligned}
$$

is an $S O(p, q)$-invariant homogeneous rational function of degree $-2 n$ and is equal to $\beta P(v)^{-n}$. We can obtain $\beta$ easily by taking $v={ }^{t}(1,0, \ldots, 0)$.

We define the local zeta functions for the quadratic form $P(v)$ by (the analytic continuations of) the integrals

$$
\begin{gathered}
\zeta_{ \pm}(s, \Phi)=\int_{\Omega_{ \pm}}|P(v)|^{s} \Phi(v) d v \\
\zeta_{-, \pm}(s, \Phi)=\int_{\Omega_{-, \pm}}|P(v)|^{s} \Phi(v) d v \quad\left(\Phi \in \mathcal{S}\left(\mathbb{R}^{n}\right)\right)
\end{gathered}
$$

Lemma 2.12. For any $\Phi \in \mathcal{S}\left(\mathbb{R}^{n}\right)(n=p+q)$, the following functional equations hold:
(1) Assume that $(p, q)=(n, 0)$. Then

$$
\zeta_{+}(s, \hat{\Phi})=-\pi^{-(2 s+n / 2+1)} \Gamma(s+1) \Gamma\left(s+\frac{n}{2}\right) \sin (s \pi) \zeta_{+}\left(-s-\frac{n}{2}, \Phi\right)
$$

(2) Assume that $(p, q)=(n-1,1)$. Then

$$
\begin{aligned}
\left(\begin{array}{c}
\zeta_{+}(s, \hat{\Phi}) \\
\zeta_{-,+}(s, \hat{\Phi}) \\
\zeta_{-,-}(s, \hat{\Phi})
\end{array}\right)= & \\
& \times\left(\begin{array}{ccc}
-\cos (s \pi) & -\cos \left(\frac{n \pi}{2}\right) & -\cos \left(\frac{n \pi}{2}\right) \\
\frac{1}{2} & \frac{1}{2} \mathbf{e}\left[-\frac{2 s+n}{4}\right] & \frac{1}{2} \mathbf{e}\left[\frac{2 s+n}{4}\right] \\
\frac{1}{2} & \frac{1}{2} \mathbf{e}\left[\frac{2 s+n}{4}\right] & \frac{1}{2} \mathbf{e}\left[-\frac{2 s+n}{4}\right]
\end{array}\right) \\
& \times\left(\begin{array}{c}
\zeta_{+}\left(-s-\frac{n}{2}, \Phi\right) \\
\zeta_{-,+}\left(-s-\frac{n}{2}, \Phi\right) \\
\zeta_{-,-}\left(-s-\frac{n}{2}, \Phi\right)
\end{array}\right)
\end{aligned}
$$

(3) Assume that $p, q \geq 2$ and put $n=p+q$. Then

$$
\begin{aligned}
\binom{\zeta_{+}(s, \hat{\Phi})}{\zeta_{-}(s, \hat{\Phi})}= & \pi^{-(2 s+n / 2+1)} \Gamma(s+1) \Gamma\left(s+\frac{n}{2}\right) \\
& \times\left(\begin{array}{cc}
-\sin \left(\frac{(2 s+q) \pi}{2}\right) & \sin \left(\frac{p \pi}{2}\right) \\
\sin \left(\frac{q \pi}{2}\right) & -\sin \left(\frac{(2 s+p) \pi}{2}\right)
\end{array}\right) \\
& \times\binom{\zeta_{+}\left(-s-\frac{n}{2}, \Phi\right)}{\zeta_{-}\left(-s-\frac{n}{2}, \Phi\right)}
\end{aligned}
$$

Proof. The first and the third functional equations are well-known (see, e.g., $[17, \S 4.2]$ ). The second functional equation can be derived from the two-variable functional equations given in [20,§, Theorem 2] or [24, Theorem 3.6] by specialization of a variable. (It is also contained in [31].)

Now we have all the necessary data for the description of the local functional equations satisfied by the Clifford quartic forms.

For simplicity, we give explicit formulas for the local functional equations under the assumption that

$$
\begin{equation*}
\text { "the constants } \gamma \text { are equal to } 1 \text { and } m=\operatorname{dim} W \geq 8 \text {." } \tag{2.5}
\end{equation*}
$$

Theorem 2.13. If $Q$ is non-degenerate and the assumption (2.5) is satisfied, then the local zeta functions $\tilde{\zeta}_{ \pm}(s, \Psi), \tilde{\zeta}_{-, \pm}(s, \Psi)(\Psi \in \mathcal{S}(W))$ satisfy the following local functional equations:
(1) Assume that $(p, q)=(n, 0)$. Then

$$
\begin{aligned}
\tilde{\zeta}_{+}(s, \hat{\Psi})= & 2^{4 s+m / 2} \pi^{-4 s-2-m / 2} \Gamma(s+1) \Gamma\left(s+\frac{n}{2}\right) \\
& \times \Gamma\left(s+1+\frac{m-2 n}{4}\right) \Gamma\left(s+\frac{m}{4}\right) \\
& \times \sin (\pi s) \sin \pi\left(s-\frac{n}{2}\right) \tilde{\zeta}_{+}\left(-\frac{m}{4}-s, \Psi\right)
\end{aligned}
$$

(2) Assume that $(p, q)=(n-1,1)$. Then

$$
\left.\left.\begin{array}{l}
\left(\begin{array}{c}
\tilde{\zeta}_{+}(s, \hat{\Psi}) \\
\tilde{\zeta}_{-,+}(s, \hat{\Psi}) \\
\tilde{\zeta}_{-,-}(s, \hat{\Psi})
\end{array}\right) \\
=2^{4 s+m / 2} \pi^{-4 s-2-m / 2} \Gamma(s+1) \Gamma\left(s+\frac{n}{2}\right) \Gamma\left(s+1+\frac{m-2 n}{4}\right) \Gamma\left(s+\frac{m}{4}\right) \\
\quad \times \sin \pi s\left(\begin{array}{cc}
-\sin \pi\left(s-\frac{n}{2}\right) & 0 \\
-\sin \left(\frac{n \pi}{2}\right) & -\sin \pi\left(s+\frac{n}{2}\right) \\
-\sin \left(\frac{n \pi}{2}\right) & 0
\end{array}\right)-\sin \pi\left(s+\frac{n}{2}\right)
\end{array}\right)\right] \begin{aligned}
& \tilde{\zeta}_{+}\left(-\frac{m}{4}-s, \Psi\right) \\
& \quad \times\binom{\tilde{\zeta}_{-,+}\left(-\frac{m}{4}-s, \Psi\right)}{\tilde{\zeta}_{-,-}\left(-\frac{m}{4}-s, \Psi\right)} .
\end{aligned}
$$

(3) Assume that $p, q \geq 2$ and put $n=p+q$. Then

$$
\begin{aligned}
& \binom{\tilde{\zeta}_{+}(s, \hat{\Psi})}{\tilde{\zeta}_{-}(s, \hat{\Psi})} \\
& =2^{4 s+m / 2} \pi^{-4 s-2-m / 2} \Gamma(s+1) \Gamma\left(s+\frac{n}{2}\right) \Gamma\left(s+1+\frac{m-2 n}{4}\right) \Gamma\left(s+\frac{m}{4}\right) \\
& \quad \times \sin \pi s\left(\begin{array}{ll}
\sin \pi\left(s+\frac{q-p}{2}\right) & -2 \sin \frac{\pi p}{2} \cos \frac{\pi q}{2} \\
-2 \sin \frac{\pi q}{2} \cos \frac{\pi p}{2} & \sin \pi\left(s+\frac{p-q}{2}\right)
\end{array}\right)\binom{\tilde{\zeta}_{+}\left(-\frac{m}{4}-s, \Psi\right)}{\tilde{\zeta}_{-}\left(-\frac{m}{4}-s, \Psi\right)} .
\end{aligned}
$$

Remark 2.2. The non-degenerate cases that are excluded by the assumption (2.5) are

$$
(p, q)=(2,1),(3,1) \quad \text { and } \quad(p, q, m)=(3,0,4)
$$

In these cases, the Clifford quartic forms are relative invariants of prehomogeneous vector spaces of rather simple structure (see Theorems 3.1 and 3.2 ) and the local functional equations are well-known. As we shall see in Theorem 3.2, the Clifford quartic form is not a relative invariant of any prehomogeneous vector space except for some low-dimensional cases, for which the local functional equations are new.

### 2.4. The Clifford quartic forms are homaloidal

A homogeneous rational function $f$ on a finite-dimensional vector space $\mathbf{V}$ is called homaloidal, if

$$
\text { the mapping } \mathbb{P}(\mathbf{V}) \longrightarrow \mathbb{P}\left(\mathbf{V}^{*}\right) \text { defined by } v \mapsto \operatorname{grad} f(v) \text { is bira- }
$$ tional, equivalently, the mapping $\mathbf{V} \longrightarrow \mathbf{V}^{*}$ defined by $v \mapsto \operatorname{grad} \log f(v)$ is birational.

For a homaloidal homogeneous rational function $f$, there exists a rational function $f^{*}$ satisfying the identity $f^{*}(\operatorname{grad} \log f(v))=1 / f(v)$, which is called the multiplicative Legendre transform of $f$. Following [6], we call a polynomial $f$ a homaloidal EKP-polynomial if $f$ is homaloidal and its multiplicative Legendre transform $f^{*}$ is also a polynomial.

By definition, a regular prehomogeneous vector space has homaloidal relatively invariant polynomials. As we mentioned in the introduction, it
is rather difficult to construct homaloidal polynomials that are not relative invariants of prehomogeneous vector spaces and the classification of homaloidal polynomials has been done only for some special cases:

- Cubic homaloidal EKP-polynomials are classified by Etingof-Kazhdan-Polishchuk ([7]).
- Homaloidal polynomials in 3 variables without multiple factors are classified by Dolgachev ([6]).
- In [3]. Bruno determined when a product of linear forms is homaloidal.

All the homaloidal polynomials classified in these works are relative invariants of prehomogeneous vector spaces, and Etingof, Kazhdan and Polishchuk ([7, §3.4, Question 1]) asked whether homaloidal EKP-polynomials are relative invariants of regular prehomogeneous vector spaces.

The following theorem shows that the Clifford quartic forms are counter examples of degree 4 to the question raised by Etingof, Kazhdan and Polishchuk, since most of Clifford quartic forms are non-prehomogeneous as will be shown in Theorem 3.2.

THEOREM 2.14. Let $S_{1}, \ldots, S_{p+q}$ be the basis matrices of a representation $R_{p, q}$. Then the Clifford quartic form

$$
\tilde{P}(w)=\sum_{i=1}^{p} S_{i}[w]^{2}-\sum_{j=1}^{q} S_{p+j}[w]^{2}
$$

is a homaloidal EKP-polynomials, unless it vanishes identically. The multiplicative Legendre transform of $\tilde{P}$ coincides with $\tilde{P}$ itself up to a constant factor.

Proof. Since grad $S_{i}[w]=2 S_{i} w$, we have

$$
\operatorname{grad} \tilde{P}(w)=^{t}\left(\frac{\partial \tilde{P}}{\partial w_{1}}(w), \ldots, \frac{\partial P}{\partial w_{m}}(w)\right)=2^{2} \sum_{i=1}^{p+q} \varepsilon_{i} S_{i}[w] S_{i} w
$$

where $\varepsilon_{i}(1 \leq i \leq p+q)$ are defined by (2.1). Let us calculate

$$
\tilde{P}(\operatorname{grad} \tilde{P}(w))=\sum_{i=1}^{p+q} \varepsilon_{i} S_{i}[\operatorname{grad} \tilde{P}(w)]^{2}
$$

For any $i$, we have

$$
\begin{aligned}
2^{-4} S_{i}[\operatorname{grad} \tilde{P}(w)]= & S_{i}\left[\sum_{j=1}^{p+q} \varepsilon_{j} S_{j}[w] S_{j} w\right] \\
= & \sum_{j=1}^{p+q} S_{j}[w]^{2}\left(S_{j} S_{i} S_{j}\right)[w] \\
& +\sum_{1 \leq j<k \leq p+q} \varepsilon_{j} \varepsilon_{k} S_{j}[w] S_{k}[w]\left(S_{j} S_{i} S_{k}+S_{k} S_{i} S_{j}\right)[w]
\end{aligned}
$$

From the commutation relations (2.2) and (2.3), it follows that

$$
\begin{aligned}
S_{j} S_{i} S_{j} & = \begin{cases}S_{i} & (i=j), \\
-\varepsilon_{i} \varepsilon_{j} S_{i} & (i \neq j),\end{cases} \\
S_{j} S_{i} S_{k}+S_{k} S_{i} S_{j} & = \begin{cases}0 & (j \neq k, j \neq i, k \neq i), \\
2 S_{j} & (k=i), \\
2 S_{k} & (j=i)\end{cases}
\end{aligned}
$$

Hence

$$
\begin{aligned}
2^{-4} S_{i}[\operatorname{grad} \tilde{P}(w)] & =S_{i}[w]^{3}-\varepsilon_{i} S_{i}[w] \sum_{j \neq i} \varepsilon_{j} S_{j}[w]^{2}+2 \varepsilon_{i} S_{i}[w] \sum_{j \neq i} \varepsilon_{j} S_{j}[w]^{2} \\
& =S_{i}[w]^{3}+\varepsilon_{i} S_{i}[w] \sum_{j \neq i} \varepsilon_{j} S_{j}[w]^{2} \\
& =\varepsilon_{i} S_{i}[w] \tilde{P}(w)
\end{aligned}
$$

Thus we obtain

$$
\tilde{P}(\operatorname{grad} \tilde{P}(w))=2^{8} \tilde{P}(w)^{3}
$$

In other words,

$$
\tilde{P}(\operatorname{grad}(\log \tilde{P})(w))=\tilde{P}\left(\tilde{P}(w)^{-1} \operatorname{grad} \tilde{P}(w)\right)=2^{8} \tilde{P}(w)^{-1}
$$

This shows that the multiplicative Legendre transform of $\tilde{P}$ coincides with $\tilde{P}$ itself (up to a constant factor). Consequently, by [7, Proposition 3.6], $\tilde{P}$ is a homaloidal EKP-polynomial.

REMARK 2.3. Some examples of non-prehomogeneous homaloidal polynomials are constructed by Ciliberto, Russo, and Simis ([5, §3]). Other examples of non-prehomogeneous (reducible) homaloidal rational functions are given by Letac and Massam ([19]).

## 3. Clifford Quartic Forms and Prehomogeneous Vector Spaces

### 3.1. Main results

Let $\rho$ be a representation of $R_{p, q}$ on an $m$-dimensional real vector space $W$ and let $\tilde{P}(w)$ be the associated Clifford quartic forms. Then, $\tilde{P}(w)$ is not a relative invariant of any prehomogeneous vector space except for some low-dimensional cases, and the local functional equation satisfied by $\tilde{P}(w)$ in Theorem 2.13 is not covered by the theory of prehomogeneous vector spaces. In this section we determine when $\tilde{P}(w)$ is a relative invariants of a prehomogeneous vector space.

The main results are the following:
Theorem 3.1. The quadratic mapping $Q$ associated to $\rho$ is non-degenerate (equivalently, the Clifford quartic form does not vanish identically), if and only if

$$
(p, q, m) \neq(2,1,2),(3,1,4),(5,1,8),(9,1,16),(2,2,4),(3,3,8),(5,5,16)
$$

Theorem 3.2. (1) A Clifford quartic form is not a relative invariant of any prehomogeneous vector space if and only if

$$
\left\{\begin{array}{l}
p+q=5, m>8 \\
p+q=6, m>16 \text { and } \rho \text { is mixed; } \\
p+q=7,8,9, m>16 \\
p+q=10, m>32, \text { or } m=32 \text { and } \rho \text { is mixed } \\
p+q=11, m>32 \\
p+q \geq 12
\end{array}\right.
$$

(For the definition of mixed representation, see Definition 2.7.)
(2) The prehomogeneous vector spaces having Clifford quartic forms as a relative invariant are the spaces listed in Table 1 in p.819. In Table 1, we denote by $\Lambda_{1}$ the standard representation of $\mathfrak{g l}(k, \mathbb{K})$ on $\mathbb{K}^{k}$ for $\mathbb{K}=\mathbb{R}, \mathbb{C}, \mathbb{H}$.

We also denote by $\Lambda_{1}$ the representations of classical groups obtained from the following natural inclusions

$$
\begin{gathered}
S O\left(k_{1}, k_{2}\right) \hookrightarrow G L\left(k_{1}+k_{2}, \mathbb{R}\right), \quad S O(k, \mathbb{C}) \hookrightarrow G L(k, \mathbb{C}), \\
S O^{*}(2 k) \hookrightarrow G L(k, \mathbb{H}) \\
S p\left(k_{1}, k_{2}\right) \hookrightarrow G L\left(k_{1}+k_{2}, \mathbb{H}\right), \quad S p(k, \mathbb{R}) \hookrightarrow G L(2 k, \mathbb{R}), \\
S p(k, \mathbb{C}) \hookrightarrow G L(2 k, \mathbb{C}) \\
U\left(k_{1}, k_{2}\right) \hookrightarrow G L\left(k_{1}+k_{2}, \mathbb{C}\right)
\end{gathered}
$$

and by $\Lambda_{e}\left(\right.$ resp. $\left.\Lambda_{o}\right)$ the even (resp. odd) spin representation of $\operatorname{Spin}(p, q)$. Moreover the action of $G L(1, \mathbb{R})$ is the scalar multiplication.
(3) The Clifford quartic forms are absolutely irreducible, if and only if

$$
(p+q, m) \neq(3,2),(3,4),(4,4),(4,8),(5,8),(6,8),(8,16),(9,16),(10,16)
$$

### 3.2. Structure of the groups of symmetries of Clifford quartic forms and strategy of the proofs of Main theorems

For the proofs of Theorems 3.1 and 3.2 , it is necessary to determine the structure of the group

$$
G_{p, q}(\rho):=\{g \in G L(W) \mid \tilde{P}(g w)=\tilde{P}(w)\}
$$

the group of symmetries of $\tilde{P}$. If $\left(G L(1, \mathbb{R}) \times G_{p, q}(\rho), W\right)$ is not (a real form of ) a prehomogeneous vector space, then there exist no prehomogeneous vector spaces with $\tilde{P}$ as a relative invariant.

Let $\mathfrak{g}_{p, q}(\rho)$ be the Lie algebra of $G_{p, q}(\rho)$. Differentiating the identity $\tilde{P}(\exp (t X) w)=\tilde{P}(w)(X \in \mathfrak{g l}(W))$, we have

$$
\mathfrak{g}_{p, q}(\rho)=\left\{\begin{array}{l|l}
X \in \mathfrak{g l}(W) & \sum_{i=1}^{p+q} \varepsilon_{i} S_{i}[w]\left({ }^{t} X S_{i}+S_{i} X\right)[w]=0
\end{array}\right\}
$$

where $\varepsilon_{i}$ 's are as in (2.1).
First note that the group $\operatorname{Spin}(p, q)$ is contained in $G_{p, q}(\rho)$, since, by Lemma 2.6, we have

$$
\tilde{P}(g w)=P(Q(g w))=P(g Q(w))=P(w) \quad(g \in \operatorname{Spin}(p, q))
$$

Table 1. Prehomogeneous vector spaces having Clifford quartic forms as a relative invariant.

| $(p, q)$ | prehomogeneous vector space |
| :---: | :---: |
| $(3,0)$ | $\left(G L(1, \mathbb{H}) \times S O^{*}(2 k), \Lambda_{1} \otimes \Lambda_{1}\right)$ |
| $(2,1)$ | $\left(G L(2, \mathbb{R}) \times S O\left(k_{1}, k_{2}\right), \Lambda_{1} \otimes \Lambda_{1}\right)$ |
| $(4,0)$ | $\left(G L(1, \mathbb{H}) \times G L(1, \mathbb{H}) \times G L(k, \mathbb{H}),\left(\Lambda_{1} \otimes 1 \otimes \Lambda_{1}\right) \oplus\left(1 \otimes \Lambda_{1} \otimes \Lambda_{1}^{*}\right)\right)$ |
| $(3,1)$ | $\left(G L(2, \mathbb{C}) \times S U\left(k_{1}, k_{2}\right), \Lambda_{1} \otimes \Lambda_{1}\right)$ |
| $(2,2)$ | $\left(G L(2, \mathbb{R}) \times G L(2, \mathbb{R}) \times S L(k, \mathbb{R}),\left(\Lambda_{1} \otimes 1 \otimes \Lambda_{1}\right) \oplus\left(1 \otimes \Lambda_{1} \otimes \Lambda_{1}^{*}\right)\right)$ |
| $(5,0)$ | $\left(G L(1, \mathbb{R}) \times S O(8), \Lambda_{1}\right)$ |
| $(4,1)$ | $\left(G L(1, \mathbb{R}) \times S O(4,4), \Lambda_{1}\right)$ |
| $(3,2)$ | $\left(G L(1, \mathbb{R}) \times S O(4,4), \Lambda_{1}\right)$ |
| $(6,0)$ | $\left(G L(2, \mathbb{C}) \times S U(4), \Lambda_{1} \otimes \Lambda_{1}\right)$ |
| $(5,1)$ | $\left(G L(2, \mathbb{H}) \times S p\left(k_{1}, k_{2}\right), \Lambda_{1} \otimes \Lambda_{1}\right)\left(k_{1}+k_{2} \geq 2\right)$ |
|  | $\left(G L(1, \mathbb{R}) \times S L(2, \mathbb{H}) \times S U(2) \times S U(2),\left(\Lambda_{1} \otimes \Lambda_{1} \otimes 1\right) \oplus\left(\Lambda_{1}^{*} \otimes 1 \otimes \Lambda_{1}\right)\right)$ |
| $(4,2)$ | $\left(G L(2, \mathbb{C}) \times S U(2,2), \Lambda_{1} \otimes \Lambda_{1}\right)$ |
| $(3,3)$ | $\left(G L(4, \mathbb{R}) \times S p(k, \mathbb{R}), \Lambda_{1} \otimes \Lambda_{1}\right) \quad(k \geq 2)$ |
|  | $\left(G L(1, \mathbb{R}) \times S L(4, \mathbb{R}) \times S L(2, \mathbb{R}) \times S L(2, \mathbb{R}),\left(\Lambda_{1} \otimes \Lambda_{1} \otimes 1\right) \oplus\left(\Lambda_{1}^{*} \otimes 1 \otimes \Lambda_{1}\right)\right)$ |
| $(7,0)$ | $\left(G L(2, \mathbb{R}) \times S O(8), \Lambda_{1} \otimes \Lambda_{1}\right)$ |
| $(6,1)$ | $\left(G L(1, \mathbb{H}) \times S O^{*}(8), \Lambda_{1} \otimes \Lambda_{1}\right)$ |
| $(5,2)$ | $\left(G L(1, \mathbb{H}) \times S O^{*}(8), \Lambda_{1} \otimes \Lambda_{1}\right)$ |
| $(4,3)$ | $\left(G L(2, \mathbb{R}) \times S O(4,4), \Lambda_{1} \otimes \Lambda_{1}\right)$ |
| $(8,0)$ | $\left(G L(1, \mathbb{R}) \times S O(8), \Lambda_{1} \otimes 1\right) \oplus\left(G L(1, \mathbb{R}) \times S O(8), \Lambda_{1} \otimes 1\right)$ |
| $(7,1)$ | $\left(G L(1, \mathbb{C}) \times S O(8, \mathbb{C}), \Lambda_{1}\right)$ |
| $(5,3)$ | $\left(G L(1, \mathbb{C}) \times S O(8, \mathbb{C}), \Lambda_{1}\right)$ |
| $(4,4)$ | $\left(G L(1, \mathbb{R}) \times S O(4,4), \Lambda_{1} \otimes 1\right) \oplus\left(G L(1, \mathbb{R}) \times S O(4,4), \Lambda_{1} \otimes 1\right)$ |
| $(9,0)$ | $\left(G L(1, \mathbb{R}) \times S O(16), \Lambda_{1}\right)$ |
| $(8,1)$ | $\left(G L(1, \mathbb{R}) \times S O(8,8), \Lambda_{1}\right)$ |
| $(5,4)$ | $\left(G L(1, \mathbb{R}) \times S O(8,8), \Lambda_{1}\right)$ |
| $(9,1)$ | $\left(G L(2, \mathbb{R}) \times \operatorname{Spin}(9,1), \Lambda_{1} \otimes \Lambda_{\sharp}\right) \quad(\sharp=e, o)$ |
| $(7,3)$ | $\left(G L(1, \mathbb{H}) \times \operatorname{Spin}(7,3), \Lambda_{1} \otimes \Lambda_{\sharp}\right) \quad(\sharp=e, o)$ |
| $(5,5)$ | $\left(G L(2, \mathbb{R}) \times \operatorname{Spin}(5,5), \Lambda_{1} \otimes \Lambda_{\sharp}\right) \quad(\sharp=e, o)$ |
| $(10,1)$ | $\left(G L(1, \mathbb{R}) \times \operatorname{Spin}(10,2), \Lambda_{\sharp}\right) \quad(\sharp=e, o)$ |
| $(9,2)$ | $\left(G L(1, \mathbb{R}) \times \operatorname{Spin}(10,2), \Lambda_{\sharp}\right) \quad(\sharp=e, o)$ |
| $(6,5)$ | $\left(G L(1, \mathbb{R}) \times \operatorname{Spin}(6,6), \Lambda_{\sharp}\right) \quad(\sharp=e, o)$ |

Hence the Lie algebra $\mathfrak{k}_{p, q}(\cong \mathfrak{s o}(p, q))$ of $\operatorname{Spin}(p, q)$ is contained in $\mathfrak{g}_{p, q}(\rho)$. Here we identify $\mathfrak{k}_{p, q}$ with the image $\rho\left(\mathfrak{k}_{p, q}\right) \subset \mathfrak{g l}(W)$, which is the Lie subalgebra of $\mathfrak{g l}(W)$ spanned by $\left\{S_{i} S_{j} \mid 1 \leq i<j \leq p+q\right\}$.

There exists another group contained in $G_{p, q}(\rho)$. Put

$$
H_{p, q}(\rho):=\left\{g \in G L(W) \mid S_{i}[g w]=S_{i}[w](1 \leq i \leq p+q)\right\}=\bigcap_{i=1}^{p+q} O\left(S_{i}\right)
$$

Then, it is obvious that $H_{p, q}(\rho)$ is also contained in $G_{p, q}(\rho)$. Since $g \mapsto$ $S_{i}{ }^{t} g^{-1} S_{i}(1 \leq i \leq p+q)$ are involutions commuting with each other, $H_{p, q}(\rho)$ is a reductive Lie group. The Lie algebra $\mathfrak{h}_{p, q}(\rho)$ of $H_{p, q}(\rho)$ is given by

$$
\mathfrak{h}_{p, q}(\rho)=\left\{\left.X \in \mathfrak{g l}(W)\right|^{t} X S_{i}+S_{i} X=0(i=1, \ldots, p+q)\right\}
$$

Since $S_{i} S_{j} X=X S_{i} S_{j}$ for any $X \in \mathfrak{h}_{p, q}(\rho)$, we have $\left[\mathfrak{k}_{p, q}, \mathfrak{h}_{p, q}(\rho)\right]=\{0\}$. Moreover, from Lemma 2.6 it follows that $\mathfrak{k}_{p, q} \cap \mathfrak{h}_{p, q}(\rho)=\{0\}$. We define the subalgebra $\mathfrak{g}_{p, q}^{\prime}(\rho)$ of $\mathfrak{g}_{p, q}(\rho)$ by

$$
\mathfrak{g}_{p, q}^{\prime}(\rho)=\mathfrak{k}_{p, q}+\mathfrak{h}_{p, q}(\rho) \cong \mathfrak{s o}(p, q) \oplus \mathfrak{h}_{p, q}(\rho)
$$

The following two theorems are the key to the proof of our main results.
THEOREM 3.3. Let $\rho$ be an m-dimensional representation of $R_{p, q}$. Then, we have

$$
\mathfrak{g}_{p, q}(\rho)=\mathfrak{g}_{p, q}^{\prime}(\rho)
$$

except for the following low dimensional cases.

| $p+q$ | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $m$ | 2,4 | 4,8 | 8 | 8,16 | 16 | 16 | 16 | 16,32 | 32 |

ThEOREM 3.4. The Lie algebra $\mathfrak{h}_{p, q}(\rho)$ is isomorphic to the reductive

Lie algebra given in the following table:

| $\left(R_{p, q}, R_{p, q}^{+}\right)$ | $\left(\mathbb{K}, \mathbb{K}^{\prime}\right)$ | $\{p \bmod 8, q \bmod 8\}$ | $\mathfrak{h}_{p, q}(\rho)$ |
| :---: | :---: | :---: | :---: |
| $\left(T, T^{\prime}\right)$ | $(\mathbb{R}, \mathbb{C})$ | $\{0,2\},\{4,6\}$ | $\mathfrak{s o}(k, \mathbb{C})$ |
|  | $(\mathbb{C}, \mathbb{R})$ | $\{0,7\},\{2,3\},\{3,4\},\{6,7\}$ | $\mathfrak{s p}(k, \mathbb{R})$ |
|  | $(\mathbb{C}, \mathbb{H})$ | $\{0,3\},\{2,7\},\{3,6\},\{4,7\}$ | $\mathfrak{s o}{ }^{*}(2 k)$ |
|  | $(\mathbb{H}, \mathbb{C})$ | $\{0,6\},\{2,4\}$ | $\mathfrak{s p}(k, \mathbb{C})$ |
| $\left(T, 2 T^{\prime}\right)$ | $(\mathbb{R}, \mathbb{R})$ | $\{0,0\},\{2,2\},\{4,4\},\{6,6\}$ | $\mathfrak{g l}(k, \mathbb{R})$ |
|  | $(\mathbb{H}, \mathbb{H})$ | $\{0,4\},\{2,6\}$ | $\mathfrak{g l}(k, \mathbb{H})$ |
|  | $(\mathbb{R}, \mathbb{R})$ | $\{0,1\},\{1,2\},\{4,5\},\{5,6\}$ | $\mathfrak{s o}\left(k_{1}, k_{2}\right)$ |
|  | $(\mathbb{C}, \mathbb{C})$ | $\{1,3\},\{1,7\},\{3,5\},\{5,7\}$ | $\mathfrak{u}\left(k_{1}, k_{2}\right)$ |
|  | $(\mathbb{H}, \mathbb{H})$ | $\{0,5\},\{1,4\},\{1,6\},\{2,5\}$ | $\mathfrak{s p}\left(k_{1}, k_{2}\right)$ |
| $\left(2 T, 2 T^{\prime}\right)$ | $(\mathbb{C}, \mathbb{R})$ | $\{3,3\},\{7,7\}$ | $\mathfrak{s p}\left(k_{1}, \mathbb{R}\right) \oplus \mathfrak{s p}\left(k_{2}, \mathbb{R}\right)$ |
|  | $(\mathbb{C}, \mathbb{H})$ | $\{3,7\}$ | $\mathfrak{s o}\left(2 k_{1}\right) \oplus \mathfrak{s o}\left(2 k_{2}\right)$ |
| $\left(4 T, 2 T^{\prime}\right)$ | $(\mathbb{R}, \mathbb{R})$ | $\{1,1\},\{5,5\}$ | $\mathfrak{s o}\left(k_{1}, k_{2}\right) \oplus \mathfrak{s o}\left(k_{3}, k_{4}\right)$ |
|  | $(\mathbb{H}, \mathbb{H})$ | $\{1,5\}$ | $\mathfrak{s p}\left(k_{1}, k_{2}\right) \oplus \mathfrak{s p}\left(k_{3}, k_{4}\right)$ |

Here $k, k_{1}, k_{2}, k_{3}, k_{4}$ are the multiplicities of irreducible representations in $\rho$. More precisely, if $R_{p, q}=T$, then $R_{p, q}$ has only one irreducible representation $\rho_{1}$ and $k$ is the multiplicity of $\rho_{1}$ in $\rho$; if $R_{p, q}=T \oplus T$, then $R_{p, q}$ has two irreducible representations $\rho_{1}, \rho_{2}$ and $k_{1}, k_{2}$ are the multiplicities of $\rho_{1}, \rho_{2}$ in $\rho$; if $R_{p, q}=T \oplus T \oplus T \oplus T$, then $R_{p, q}$ has four irreducible representations $\rho_{1}, \rho_{2}, \rho_{3}, \rho_{4}$ and $R_{p, q}^{+}$has two irreducible representations (the even and the odd half-spin representations) $\Lambda_{e}, \Lambda_{o}$. We may assume that $\left.\rho_{1}\right|_{R_{p, q}^{+}}=\left.\rho_{2}\right|_{R_{p, q}^{+}}=\Lambda_{e}$ and $\left.\rho_{3}\right|_{R_{p, q}^{+}}=\left.\rho_{4}\right|_{R_{p, q}^{+}}=\Lambda_{o}$. Then, $k_{1}, k_{2}, k_{3}, k_{4}$ are the multiplicities of $\rho_{1}, \rho_{2}, \rho_{3}, \rho_{4}$ in $\rho$.

For the proofs of Theorems 3.1 and 3.2, we have to know how the Lie algebra $\mathfrak{s o}(p, q) \oplus \mathfrak{h}_{p, q}(\rho)$ acts on $W$. To describe the result, we need some notational preliminaries. We denote by $\Lambda_{1}$ the standard representation of $\mathfrak{g l}(k, \mathbb{K})$ on $\mathbb{K}^{k}$ for $\mathbb{K}=\mathbb{R}, \mathbb{C}, \mathbb{H}$. We also denote by $\Lambda_{1}$ the representations of the classical Lie algebras obtained from the following natural inclusions

$$
\begin{gathered}
\mathfrak{s o}\left(k_{1}, k_{2}\right) \hookrightarrow \mathfrak{g l}\left(k_{1}+k_{2}, \mathbb{R}\right), \quad \mathfrak{s o}(k, \mathbb{C}) \hookrightarrow \mathfrak{g l}(k, \mathbb{C}), \\
\mathfrak{s p}\left(k_{1}, k_{2}\right) \hookrightarrow \mathfrak{g l}\left(k_{1}+k_{2}, \mathbb{H}\right), \quad \mathfrak{s p}(k, \mathbb{R}) \hookrightarrow \mathfrak{g l}(2 k, \mathbb{R}), \\
\mathfrak{s p}(k, \mathbb{C}) \hookrightarrow \mathfrak{g l}(k, \mathbb{H}), \\
\mathfrak{u}\left(k_{1}, k_{2}\right) \hookrightarrow \mathfrak{g l}\left(k_{1}+k_{2}, \mathbb{C}\right) .
\end{gathered}
$$

In case $R_{p, q}^{+}$is a simple algebra, then we denote by $\Lambda$ the representation of $\mathfrak{k}_{p, q} \cong \mathfrak{s o}(p, q)$ induced by the unique irreducible representation of $R_{p, q}^{+}$. Namely $\Lambda$ is the spin representation. In case $R_{p, q}^{+}$is the direct sum of two simple algebras, then we denote by $\Lambda_{e}$ and $\Lambda_{o}$ the irreducible representations of $\mathfrak{k}_{p, q} \cong \mathfrak{s o}(p, q)$ induced by the two irreducible representations of $R_{p, q}^{+}$. Namely $\Lambda_{e}$ and $\Lambda_{o}$ are the even and odd half-spin representations. Moreover we denote by 1 the trivial representation of a Lie algebra.

THEOREM 3.5. Put $\mathfrak{g}_{p, q}^{\prime}(\rho)=\mathfrak{s o}(p, q) \oplus \mathfrak{h}_{p, q}(\rho)$. Then $\mathfrak{g}_{p, q}^{\prime}(\rho)$ acts on the representation space $W$ of $\rho$ as follows.

| $\left(R_{p, q}, R_{p, q}^{+}\right)$ | $\left(\mathbb{K}, \mathbb{K}^{\prime}\right)$ | $\{p \bmod 8, q \bmod 8\}$ | Representation of $\mathfrak{g}_{p, q}^{\prime}(\rho)$ |
| :---: | :---: | :---: | :---: |
| ( $T, T^{\prime}$ ) | $(\mathbb{R}, \mathbb{C})$ | $\{0,2\},\{4,6\}$ | $\left(\mathfrak{s o}(p, q) \oplus \mathfrak{s o}(k, \mathbb{C}), \Lambda \otimes \Lambda_{1}\right)$ |
|  | $(\mathbb{C}, \mathbb{R})$ | $\begin{aligned} & \{0,7\},\{2,3\} \\ & \{3,4\},\{6,7\} \end{aligned}$ | $\left(\mathfrak{s o}(p, q) \oplus \mathfrak{s p}(k, \mathbb{R}), \Lambda \otimes \Lambda_{1}\right)$ |
|  | $(\mathbb{C}, \mathbb{H})$ | $\begin{aligned} & \{0,3\},\{2,7\} \\ & \{3,6\},\{4,7\} \\ & \hline \end{aligned}$ | $\left(\mathfrak{s o}(p, q) \oplus \mathfrak{s o}^{*}(2 k), \Lambda \otimes \Lambda_{1}\right)$ |
|  | ( $\mathbb{H}, \mathbb{C}$ ) | $\{0,6\},\{2,4\}$ | $\left(\mathfrak{s o}(p, q) \oplus \mathfrak{s p}(k, \mathbb{C}), \Lambda \otimes \Lambda_{1}\right)$ |
| ( $T, 2 T^{\prime}$ ) | $(\mathbb{R}, \mathbb{R})$ | $\begin{aligned} & \{0,0\},\{2,2\} \\ & \{4,4\},\{6,6\} \\ & \hline \end{aligned}$ | $\left(\mathfrak{s o}(p, q) \oplus \mathfrak{g l}(k, \mathbb{R}), \Lambda_{e} \otimes \Lambda_{1}+\Lambda_{o} \otimes \Lambda_{1}^{*}\right)$ |
|  | $(\mathbb{H}, \mathbb{H})$ | \{0, 4\}, $\{2,6\}$ | $\left(\mathfrak{s o}(p, q) \oplus \mathfrak{g l}(k, \mathbb{H}), \Lambda_{e} \otimes \Lambda_{1}+\Lambda_{o} \otimes \Lambda_{1}^{*}\right)$ |
| $\left(2 T, T^{\prime}\right)$ | $(\mathbb{R}, \mathbb{R})$ | $\{0,1\},\{1,2\}$ $\{4,5\},\{5,6\}$ | $\left(\mathfrak{s o}(p, q) \oplus \mathfrak{s o}\left(k_{1}, k_{2}\right), \Lambda \otimes \Lambda_{1}\right)$ |
|  | $(\mathbb{C}, \mathbb{C})$ | $\begin{aligned} & \{1,3\},\{1,7\} \\ & \{3,5\},\{5,7\} \\ & \hline \end{aligned}$ | $\left(\mathfrak{s o}(p, q) \oplus \mathfrak{u}\left(k_{1}, k_{2}\right), \Lambda \otimes \Lambda_{1}\right)$ |
|  | $(\mathbb{H}, \mathbb{H})$ | $\{0,5\},\{1,4\}$ | $\left(\mathfrak{s o}(p, q) \oplus \mathfrak{s p}\left(k_{1}, k_{2}\right), \Lambda \otimes \Lambda_{1}\right)$ |
| ( $2 T, 2 T^{\prime}$ ) | $(\mathbb{C}, \mathbb{R})$ | $\{3,3\},\{7,7\}$ | $\begin{aligned} &(\mathfrak{s o}(p, q) \oplus \mathfrak{s p}\left(k_{1}, \mathbb{R}\right) \oplus \mathfrak{s p}\left(k_{2}, \mathbb{R}\right), \\ &\left.\Lambda_{e} \otimes \Lambda_{1} \otimes 1+\Lambda_{o} \otimes 1 \otimes \Lambda_{1}\right) \end{aligned}$ |
|  | $(\mathbb{C}, \mathbb{H})$ | \{3, 7\} | $\begin{aligned} & \left(\mathfrak{s o}(p, q) \oplus \mathfrak{s o}^{*}\left(2 k_{1}\right) \oplus \mathfrak{s o}^{*}\left(2 k_{2}\right),\right. \\ & \left.\Lambda_{e} \otimes \Lambda_{1} \otimes 1+\Lambda_{o} \otimes 1 \otimes \Lambda_{1}\right) \end{aligned}$ |
| ( $4 T, 2 T^{\prime}$ ) | $(\mathbb{R}, \mathbb{R})$ | $\{1,1\},\{5,5\}$ | $\begin{array}{r} \left(\mathfrak{s o}(p, q) \oplus \mathfrak{s o}\left(k_{1}, k_{2}\right) \oplus \mathfrak{s o}\left(k_{3}, k_{4}\right),\right. \\ \left.\Lambda_{e} \otimes \Lambda_{1} \otimes 1+\Lambda_{o} \otimes 1 \otimes \Lambda_{1}\right) \end{array}$ |
|  | $(\mathbb{H}, \mathbb{H})$ | \{1, 5\} | $\begin{array}{r} \hline\left(\mathfrak{s o}(p, q) \oplus \mathfrak{s p}\left(k_{1}, k_{2}\right) \oplus \mathfrak{s p}\left(k_{3}, k_{4}\right),\right. \\ \left.\Lambda_{e} \otimes \Lambda_{1} \otimes 1+\Lambda_{o} \otimes 1 \otimes \Lambda_{1}\right) \\ \hline \end{array}$ |

The remaining sections $\S 4-7$ are devoted to the proofs of Theorems 3.1 -3.5 . The outline of the proofs is as follows. First we prove the "if"-part of Theorem 3.1 in $\S 4$. Theorem 3.3 is proved in $\S 5$. We shall prove Theorem 3.4 in $\S 6$. From the proof of Theorem 3.4, we can easily read how the Lie
algebra $\mathfrak{s o}(p, q) \oplus \mathfrak{h}_{p, q}(\rho)$ acts on $W$. So Theorems 3.4 and 3.5 are proved at the same time.

The proofs of the "only if"-part of Theorems 3.1 and Theorem 3.2 are given in $\S 7$. In the proof we distinguish the following three cases:

$$
\begin{align*}
\text { (I) }(p, q, m)= & (2,1,2),(3,1,4),(5,1,8),(9,1,16),(2,2,4),(3,3,8), \\
& (5,5,16) \\
\text { (II) }(p+q, m)= & (3,4),(4,8),(5,8),(6,16),(7,16),(8,16),(9,16),(10,32), \tag{11,32}
\end{align*}
$$

(III) The remaining cases.

For Case (I), we prove in $\S 7.1$ that the $\mathfrak{g l}(1, \mathbb{R}) \oplus \mathfrak{g}_{p, q}^{\prime}(\rho)$-module $W$ gives a prehomogeneous vector space with no non-trivial relative invariants. Since the Clifford quartic form is a relative invariant of the prehomogeneous vector space, it vanishes identically. This proves the "only if"-part of Theorem 3.1.

For Case (II), we prove in $\S 7.2$ that $\mathfrak{g}_{p, q}(\rho)$ is strictly larger than $\mathfrak{g}_{p, q}^{\prime}(\rho)$ and the $\mathfrak{g l}(1, \mathbb{R}) \oplus \mathfrak{g}_{p, q}(\rho)$-module $W$ gives a prehomogeneous vector space except when $p+q=10, m=32$ and $\rho$ is mixed.

For Case (III), we have $\mathfrak{g}_{p, q}(\rho)=\mathfrak{g}_{p, q}^{\prime}(\rho)$, since the union of Case (I) and Case (II) is precisely the exceptional parameters ( $p, q, m$ ) in Theorem 3.3. So, by the results of the classification of (not necessarily irreducible) prehomogeneous vector spaces ([29], [12], [13], [14], [15]), we can characterize the cases where the $\mathfrak{g l}(1, \mathbb{R}) \oplus \mathfrak{g}_{p, q}(\rho)$-module $W$ gives a prehomogeneous vector space. This is done in $\S 7.3$.

Finally, in §7.4, we prove the irreducibility result (Theorem 3.2 (3)). The proof is based on the classification in Theorem 3.2 (2) and the calculation of the multiplicative Legendre transform in $\S 2.4$. This completes the proof of Theorem 3.2.

### 3.3. Non-prehomogeneous example: $(p, q)=(3,2)$

By Theorem 3.2, non-prehomogeneous Clifford quartic forms appear first for $p+q=5$. We consider here this non-prehomogeneous case for $(p, q)=(3,2)$ in some detail. The algebra $R_{3,2}$ has a unique irreducible representation $\rho_{0}$ of degree 8 . We may choose the basis matrices $S_{i}=\rho_{0}\left(e_{i}\right)$
$(1 \leq i \leq 5)$ as follows:

$$
\begin{aligned}
& S_{1}=\left(\begin{array}{cccc}
0 & 0 & 0 & 1_{2} \\
0 & 0 & -1_{2} & 0 \\
0 & -1_{2} & 0 & 0 \\
1_{2} & 0 & 0 & 0
\end{array}\right), \quad S_{2}=\left(\begin{array}{cccc}
0 & 0 & J & 0 \\
0 & 0 & 0 & -J \\
-J & 0 & 0 & 0 \\
0 & J & 0 & 0
\end{array}\right), \\
& S_{3}=\left(\begin{array}{cccc}
0 & 0 & 0 & J \\
0 & 0 & J & 0 \\
0 & -J & 0 & 0 \\
-J & 0 & 0 & 0
\end{array}\right), \quad S_{4}=\left(\begin{array}{cccc}
0 & 0 & 0 & H \\
0 & 0 & -H & 0 \\
0 & -H & 0 & 0 \\
H & 0 & 0 & 0
\end{array}\right), \\
& S_{5}=\left(\begin{array}{cccc}
0 & 0 & 0 & K \\
0 & 0 & -K & 0 \\
0 & -K & 0 & 0 \\
K & 0 & 0 & 0
\end{array}\right),
\end{aligned}
$$

where we put $J=\left(\begin{array}{cc}0 & -1 \\ 1 & 0\end{array}\right), H=\left(\begin{array}{cc}-1 & 0 \\ 0 & 1\end{array}\right), K=\left(\begin{array}{ll}0 & 1 \\ 1 & 0\end{array}\right)$. Then we have

$$
\begin{gathered}
\rho_{0}\left(\mathfrak{k}_{3,2}\right)=\left\{\left.\left(\begin{array}{cc}
X & 0 \\
0 & X
\end{array}\right) \right\rvert\, X \in \mathfrak{s p}(2, \mathbb{R})\right\}, \\
\mathfrak{s p}(2, \mathbb{R})=\left\{\left.X \in M(4 ; \mathbb{R})\right|^{t} X J_{2}+J_{2} X=0\right\},
\end{gathered}
$$

where $\mathfrak{k}_{3,2}$ is the Lie algebra spanned by $e_{i} e_{j}(1 \leq i<j \leq 5)$ and $J_{2}=$ $J \perp J$. We identify the representation space $W_{0}$ of $\rho_{0}$ with $M(4,2 ; \mathbb{R})$ by $w=\binom{u}{v} \mapsto(u v)$. Then the action of $\mathfrak{k}_{3,2}$ is given by the left multiplication of $\mathfrak{s p}(2, \mathbb{R})$. Consider a reducible representation $\rho=\rho_{0}^{\oplus k}$. If $k \geq 2$, then by Theorems 3.1 and 3.2, the Clifford quartic form

$$
\tilde{P}(w)=\sum_{i=1}^{3} S_{i}^{(k)}[w]^{2}-\sum_{i=4}^{5} S_{i}^{(k)}[w]^{2}, \quad S_{i}^{(k)}=\overbrace{S_{i} \perp \cdots \perp S_{i}}^{k}
$$

is non-prehomogeneous and satisfies the functional equation (Theorem 2.13)

$$
\begin{aligned}
\binom{\tilde{\zeta}_{+}(s, \hat{\Psi})}{\tilde{\zeta}_{-}(s, \hat{\Psi})}= & 2^{4 s+4 k-1} \pi^{-4 s-4 k-2} \Gamma(s+1) \Gamma\left(s+\frac{5}{2}\right) \\
& \times \Gamma\left(s+2 k-\frac{3}{2}\right) \Gamma(s+2 k)
\end{aligned}
$$

$$
\times\left(\begin{array}{cc}
-\sin (2 \pi s) & -4 \sin (\pi s) \\
0 & \sin (2 \pi s)
\end{array}\right)\binom{\tilde{\zeta}_{+}(-2 k-s, \Psi)}{\tilde{\zeta}_{-}(-2 k-s, \Psi)} .
$$

In this case, the Clifford quartic form has an expression in terms of more popular invariants. By Theorems 3.3, 3.4 and $3.5, \tilde{P}$ is invariant under the action of the group $G_{3,2}(\rho)$ with Lie algebra

$$
\begin{gathered}
\mathfrak{g}_{3,2}(\rho)=\mathfrak{s p}(2, \mathbb{R}) \oplus \mathfrak{s p}(k, \mathbb{R}), \\
\mathfrak{s p}(k, \mathbb{R})=\left\{\left.X \in M(2 k ; \mathbb{R})\right|^{t} X J_{k}+J_{k} X=0\right\}
\end{gathered}
$$

where $J_{k}=\overbrace{J \perp \cdots \perp J}^{k}$. We identify the representation space of $\rho$ with $M(4,2 k ; \mathbb{R})$. Then the action on $M(4,2 k ; \mathbb{R})$ is given by $w \mapsto X w+w^{t} Y$ $(x \in \mathfrak{s p}(2, \mathbb{R}), Y \in \mathfrak{s p}(k, \mathbb{R}))$ (see $\S 6.2$ ).

In the following lemma, we use the symbols $\mathbf{M}(4,2 k)$ and Alt(4), respectively, to denote $M(4,2 k ; \mathbb{C})$ and $\operatorname{Alt}(4 ; \mathbb{C})$ viewed as the affine spaces of dimension $8 k$ and 6 .

Lemma 3.6. We define the polynomials $P_{1}, P_{2}$ on $\mathbf{M}(4,2 k)$ by

$$
P_{1}(w)=\text { the Pfaffian of } w J_{k}^{t} w, \quad P_{2}(w)=\operatorname{tr}\left(J_{2} w J_{k}^{t} w\right)
$$

Then the ring $\mathbb{C}[\mathbf{M}(4,2 k)]^{\mathbf{S p}(2) \times \mathbf{S p}(k)}$ of $\mathbf{S p}(2) \times \mathbf{S p}(k)$-invariants is generated by $P_{1}, P_{2}$ and is isomorphic to the polynomial ring of 2 variables.

Proof. The $\mathbf{S p}(2)$-equivariant mapping $\phi: \mathbf{M}(4,2 k) \rightarrow \operatorname{Alt}(4)$ $\left(\phi(w)=w J_{k}^{t} w\right)$ induces an isomorphism $\mathbf{M}(4,2 k) / / \mathbf{S p}(k) \cong \operatorname{Alt}(4)$, namely, $\phi^{*}: \mathbb{C}[\mathbf{A l t}(4)] \rightarrow \mathbb{C}[\mathbf{M}(4,2 k)]^{\mathbf{S p}(k)}$ is a $\mathbb{C}$-algebra isomorphism. Hence, $\phi^{*}: \mathbb{C}[\mathbf{A l t}(4)]^{\mathbf{S p}(2)} \stackrel{\cong}{\longrightarrow} \mathbb{C}[\mathbf{M}(4,2 k)]^{\mathbf{S p}(2) \times \mathbf{S p}(k)}$. Put $V_{1}=\mathbb{C} J_{2}$ and $V_{2}=\left\{Y \in \operatorname{Alt}(4) \mid \operatorname{tr}\left(J_{2} Y\right)=0\right\}$. Then $V_{1}$ and $V_{2}$ are simple $\mathbf{S p}(2)-$ modules and $\operatorname{Alt}(4)=V_{1} \oplus V_{2}$. It is known that $(\mathbf{G L}(1) \times \mathbf{G L}(1) \times$ $\mathbf{S p}(2)$, $\mathbf{A l t}(4))$ is a regular prehomogeneous vector space and the fundamental relative invariants are given by the Pfaffian $P f(Y)$ and $\operatorname{tr}\left(J_{2} Y\right)$ (see [12]). Here the first (resp. second) factor of $\mathbf{G L}(1) \times \mathbf{G L}(1)$ acts of $V_{1}$ (resp. $V_{2}$ ) as scalar multiplication. This shows that $\mathbb{C}[\mathbf{M}(4,2 k)]^{\mathbf{S p}(2)}=$ $\mathbb{C}\left[P f(Y), \operatorname{tr}\left(J_{2} Y\right)\right]$ and hence $\mathbb{C}[\mathbf{M}(4,2 k)]^{\mathbf{S p}(2) \times \mathbf{S p}(k)}=\mathbb{C}\left[P_{1}, P_{2}\right]$, since $P_{1}=\phi^{*}(P f(Y))$ and $P_{2}=\phi^{*}\left(\operatorname{tr}\left(J_{2} Y\right)\right)$. The fundamental relative invariants are algebraically independent ([29, §4, Lemma 4], [17, Lemma 2.8])
and this implies that $\mathbb{C}[\mathbf{M}(4,2 k)]^{\mathbf{S p}(2) \times \mathbf{S p}(k)}$ is isomorphic to the polynomial ring of 2 variables.

The polynomial $P_{1}$ is of degree 4 and the polynomial $P_{2}$ is a quadratic form of signature $(4 k, 4 k)$. By Lemma 3.6 , the Clifford quartic form is written as a linear combination of $P_{1}$ and $P_{2}^{2}$. Indeed we have

$$
\tilde{P}(w)=-16 P_{1}(w)+P_{2}(w)^{2}
$$

Note that $P_{1}(w)$ is the irreducible relative invariant of the prehomogeneous vector space $\left(\mathbf{G L}(4) \times \mathbf{S p}(k), \Lambda_{1} \otimes \Lambda_{1}, \mathbf{M}(4,2 k)\right)$ and is viewed as the Clifford quartic form for $(p, q)=(3,3)$. Hence $P_{1}$ also satisfies a local functional equation. The polynomial $P_{2}^{2}$ also satisfy a local functional equation, since $P_{2}$ is a quadratic form. We define the local zeta functions $\tilde{\zeta}_{1, \pm}(f ; s, \Psi)$ (resp. $\left.\tilde{\zeta}_{2,+}(f ; s, \Psi)\right)$ for $P_{1}\left(\right.$ resp. $\left.P_{2}^{2}\right)$ as in $\S 2$. Then we obtain the following functional equations from Theorem 2.13 for $P_{1}$ and Theorem 2.12 for $P_{2}^{2}$ :

$$
\begin{aligned}
\binom{\tilde{\zeta}_{1,+}(s, \hat{\Psi})}{\tilde{\zeta}_{1,-}(s, \hat{\Psi})}= & 2^{4 s+4 k} \pi^{-4 s-4 k-2} \Gamma(s+1) \Gamma(s+3) \\
& \times \Gamma(s+2 k-2) \Gamma(s+2 k) \\
& \times\left(\begin{array}{cc}
\sin (\pi s)^{2} & 0 \\
0 & \sin (\pi s)^{2}
\end{array}\right)\binom{\tilde{\zeta}_{1,+}(-2 k-s, \Psi)}{\tilde{\zeta}_{1,-}(-2 k-s, \Psi)} \\
\tilde{\zeta}_{2,+}(s, \hat{\Psi})= & -2^{4 s+4 k-1} \pi^{-4 s-4 k-2} \Gamma\left(s+\frac{1}{2}\right) \Gamma(s+1) \\
& \times \Gamma(s+2 k) \Gamma\left(s+2 k+\frac{1}{2}\right) \\
& \times \sin (2 \pi s) \tilde{\zeta}_{2,+}(-2 k-s, \Psi)
\end{aligned}
$$

## 4. Proof of the "If"-Part of Theorem 3.1

The "if"-part of Theorem 3.1 is an immediate consequence of Lemma 2.8 and Lemma 4.1 below.

Lemma 4.1. If the Clifford quartic form $\tilde{P}(w)$ vanishes identically, then $(p, q, m)$ is equal to one of

$$
(2,1,2),(3,1,4),(5,1,8),(9,1,16),(2,2,4),(3,3,8),(5,5,16)
$$

Proof. Assume that $\tilde{P}(w)$ vanishes identically. Then, by differentiating $\tilde{P}(w)$, we obtain

$$
\frac{\partial \tilde{P}}{\partial w_{j}}(w)=2 \sum_{i=1}^{p} S_{i}[w] \frac{\partial}{\partial w_{j}} S_{i}[w]-2 \sum_{i=p+1}^{p+q} S_{i}[w] \frac{\partial}{\partial w_{j}} S_{i}[w] \equiv 0
$$

Since $S_{i}[w]$ are non-degenerate, $\frac{\partial}{\partial w_{j}} S_{i}[w]$ are non-zero linear forms. Hence it is sufficient to prove that, if there exist non-zero linear forms $f_{i}(w)(i=$ $1, \ldots, p+q)$ satisfying the identity

$$
\begin{equation*}
\sum_{i=1}^{p+q} S_{i}[w] f_{i}(w) \equiv 0 \tag{4.1}
\end{equation*}
$$

then $(p, q, m)$ belongs to the list in the lemma.
We may assume that $p \geq q$ and $p \geq 2$. Then, by Lemma $2.3, m$ is even. Put $d=m / 2$ and we may assume that $S_{1}, \ldots, S_{p+q}$ are of the form given in Lemma 2.3. Then the identity (4.1) takes the form

$$
\begin{align*}
0 \equiv & \left(u^{2}-v^{2}\right) f_{1}(w)+2 \sum_{i=2}^{p}\left(u, B_{i} v\right) f_{i}(w)  \tag{4.2}\\
& -\sum_{j=1}^{q}\left(A_{j}[u]+A_{j}[v]\right) f_{p+j}(w)
\end{align*}
$$

where we put $w=\binom{u}{v}\left(u, v \in \mathbb{R}^{d}\right)$ and $(u, v)={ }^{t} u v, u^{2}=(u, u), v^{2}=(v, v)$.
If $q=0$, then the term that does not contain the variable $v$ (resp. $u$ ) is given by $u^{2} f_{1}(u, 0)$ (resp. $v^{2} f_{1}(0, v)$ ). Hence, by (4.2), we have $f_{1}(u, 0)=$ $f_{1}(0, v)=0$ and $f_{1}(w)=f_{1}(u, 0)+f_{1}(0, v)=0$. This contradicts the assumption that $f_{1}(w) \neq 0$. Therefore the relations of the form (4.1) implies that $q \geq 1$.

Consider the case where $q=1$. Moreover we may assume that $(p, q, m) \neq$ $(2,1,2)$. Then $m=2 d \geq 4$. Since $f_{1}(w) \neq 0$, we have $f_{1}(u, 0) \neq 0$ or $f_{1}(0, v) \neq 0$. Let us assume that $f_{1}(0, v) \neq 0$, since the case $f_{1}(u, 0) \neq 0$ can be treated quite similarly. Comparing the terms of degree 3 with respect to $v$ on the left- and right-hand sides of the identity

$$
\begin{equation*}
0 \equiv\left(u^{2}-v^{2}\right) f_{1}(w)+2 \sum_{i=2}^{p}\left(u, B_{i} v\right) f_{i}(w)-\left(A_{1}[u]+A_{1}[v]\right) f_{p+1}(w) \tag{4.3}
\end{equation*}
$$

we obtain

$$
-v^{2} f_{1}(0, v)-A_{1}[v] f_{p+1}(0, v)=0
$$

Since $d \geq 2$ and $v^{2}$ is an irreducible polynomial over $\mathbb{R}, v^{2}$ divides $A_{1}[v]$. Moreover it follows from the relation $A_{1}^{2}=1_{d}$ that

$$
\begin{equation*}
A_{1}= \pm 1_{d}, \quad f_{p+1}(0, v)=\mp f_{1}(0, v) \tag{4.4}
\end{equation*}
$$

Now compare the terms of degree 2 and 1 with respect to $u$ and $v$, respectively, in (4.3). Then we get

$$
0=u^{2} f_{1}(0, v)+2 \sum_{i=2}^{p}\left(u, B_{i} v\right) f_{i}(u, 0)-A_{1}[u] f_{p+1}(0, v) .
$$

From (4.4), it follows that

$$
u^{2} f_{1}(0, v)=-\sum_{i=2}^{p}\left(u, B_{i} v\right) f_{i}(u, 0)
$$

Since $f_{1}(0, v) \neq 0$, we can choose $v \in \mathbb{R}^{d}$ such that $f_{1}(0, v)>0$. Then, for such a $v$, the quadratic form of $u$ on the left-hand side is positive definite and of rank $d$. The number of positive eigenvalues of the quadratic form of $u$ on the right-hand side is not greater than $p-1$. Thus we get

$$
d \leq p-1 \text { and } m=2 d \leq 2(p-1)
$$

Note that $S_{1}, \ldots, S_{p}$ defines a representation of the Clifford algebra $C_{p}$, and the dimension $d_{0}$ of irreducible representations of $C_{p}$ is given by the table,

| $p$ | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | $10 \leq p$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $d_{0}$ | 2 | 4 | 8 | 8 | 16 | 16 | 16 | 16 | $2^{(p-1) / 2} \leq d_{0}$ |
| $2(p-1)$ | 2 | 4 | 6 | 8 | 10 | 12 | 14 | 16 | $2(p-1)$ |

which we can get easily from Lemma 2.4. If $p \geq 10$, then $2^{(p-1) / 2}>2(p-1)$. Hence, the possibilities of $p \geq 2$ and $m$ for $q=1$ are

$$
(2,1,2), \quad(3,1,4), \quad(5,1,8), \quad(9,1,16)
$$

which are precisely the cases for $p \geq 2$ and $q=1$ found on the list in Lemma 4.1.

Finally we consider the case for $p, q \geq 2$. Look at the terms in (4.2) including only $u$ or only $v$ to get

$$
\begin{aligned}
0 & =u^{2} f_{1}(u, 0)-\sum_{j=1}^{q} A_{j}[u] f_{p+j}(u, 0) \\
0 & =-v^{2} f_{1}(0, v)-\sum_{j=1}^{q} A_{j}[v] f_{p+j}(0, v)
\end{aligned}
$$

One of these 2 identities should give a non-trivial relation for the $d$ dimensional representation of $R_{q, 1}$ defined by $S_{j}=A_{j}(j=1, \ldots, q)$ and $S_{q+1}=1_{d}$. By what we have proved for $q=1$, this implies that
$q \geq 2$ and $d=2, \quad q \geq 3$ and $d=4, \quad q \geq 5$ and $d=8, \quad q \geq 9$ and $d=16$.
But, if $d=2$, (resp. 4, 8,16 ), then $q \leq 2$ (resp. 4, 8,16 ). Hence we have $(q, d)=(2,2),(3,4),(5,8),(9,16)$. If we change the role of $p$ and $q$, we also have $(p, d)=(2,2),(3,4),(5,8),(9,16)$. Hence the possibilities of $(p, q, m)$ are

$$
(2,2,4), \quad(3,3,8), \quad(5,5,16), \quad(9,9,32)
$$

The case $(9,9,32)$ cannot occur, since the dimension of the irreducible representations of $R_{9,9}$ is equal to $2^{8}$ (see Lemma 2.5), much bigger than 32 . Thus we have obtained the list of $(p, q, m)$ in Lemma 4.1.

## 5. Proof of Theorem 3.3

The following lemma gives a sufficient condition for $\mathfrak{g}_{p, q}(\rho)$ to coincide with $\mathfrak{g}_{p, q}^{\prime}(\rho)=\mathfrak{k}_{p, q} \oplus \mathfrak{h}_{p, q}(\rho)$.

LEMMA 5.1. Let $\rho$ be a representation of $R_{p, q}$ such that the quadratic mapping associated to $\rho$ is non-degenerate. If the basis matrices $S_{1}, S_{2}, \ldots$, $S_{p+q}$ of $\rho$ satisfy the condition $(\sharp)$ below, then $\mathfrak{g}_{p, q}(\rho)=\mathfrak{g}_{p, q}^{\prime}(\rho)$ :
(\#) if $\sum_{i=1}^{p+q} S_{i}[w] X_{i}[w] \equiv 0$ for $X_{1}, \ldots, X_{p+q} \in \operatorname{Sym}(m ; \mathbb{R})(m=\operatorname{deg} \rho)$, then we have $X_{i}=\sum_{j=1}^{p+q} a_{i j} S_{j}(i=1,2, \ldots, p+q)$ for some $a_{i j}$ with $a_{i j}=$ $-a_{j i}$.

Proof. First note that, if $\rho$ is non-degenerate, then $S_{1}, \ldots, S_{p+q}$ are linearly independent. If not, the image of the associated quadratic mapping is contained in a hypersurface and the quadratic mapping can not be nondegenerate. For $X \in \mathfrak{g}_{p, q}(\rho)$, the assumption ( $\sharp$ ) implies that

$$
\begin{gathered}
{ }^{t} X S_{i}+S_{i} X=\sum_{j=1}^{p+q} a_{i j} S_{j}(i=1, \ldots, p+q) \\
a_{i j}=-\varepsilon_{i} \varepsilon_{j} a_{j i}(1 \leq i<j \leq p+q)
\end{gathered}
$$

The coefficients $a_{i j}$ defines an element $\left(a_{i j}\right)$ in $\mathfrak{s o}(p, q)$ and the mapping

$$
f: \mathfrak{g}_{p, q}(\rho) \longrightarrow \mathfrak{s o}(p, q), \quad X \mapsto\left(a_{i j}\right)
$$

gives a Lie algebra homomorphism. The mapping $\mathfrak{s o}(p, q) \ni\left(a_{i j}\right) \mapsto$ $\sum_{i<j} a_{i j} S_{i} S_{j} \in \rho\left(\mathfrak{k}_{p, q}\right)$ is a section of $f$ (see Lemma 2.6). It is obvious that

$$
\operatorname{Ker}(f)=\left\{\left.X \in \mathfrak{g}_{p, q}(\rho)\right|^{t} X S_{i}+S_{i} X=0(1 \leq i \leq p+q)\right\}=\mathfrak{h}_{p, q}(\rho)
$$

This proves that $\mathfrak{g}_{p, q}=\mathfrak{g}_{p, q}^{\prime}$.
Theorem 3.3 is an immediate consequence of Lemma 5.1 and the following lemma.

LEMMA 5.2. If $p \geq q \geq 0, p+q \geq 3$ and $m>4(p+q)-8$, then the condition ( $\sharp$ ) in Lemma 5.1 holds for every $m$-dimensional representation of $R_{p, q}$.

Indeed, denoting by $m_{0}$ the smallest dimension of representations of $R_{p, n-p}(p=0,1, \ldots, n)$, we have by Lemma 2.5 the following table.

| $n=p+q$ | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 | $\cdots$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $4(p+q)-8$ | 4 | 8 | 12 | 16 | 20 | 24 | 28 | 32 | 36 | 40 | $\cdots$ |
| $m_{0}$ | 2 | 4 | 8 | 8 | 16 | 16 | 16 | 16 | 32 | 64 | $\cdots$ |

Moreover $m_{0}>4(p+q)-8$ for $n=p+q \geq 12$. By Lemma 4.1 (" if "-part of Theorem 3.1), if $p+q \geq 3$ and $m>4(p+q)-8$, then the quadratic mapping defined by an $m$-dimensional representation of $R_{p, q}$ is non-degenerate. Hence Theorem 3.3 follows immediately from Lemma 5.2.

We prove Lemma 5.2 by induction on $n=p+q$. Though we are interested in the case $p+q \geq 3$, we need the cases $p+q=1,2$ as the starting point of the inductive argument. Namely, we later use the fact that

$$
\text { the condition }(\sharp) \text { in Lemma } 5.1 \text { holds for } p+q=1,2 \text {, unless }
$$

$$
p=q=1 \text { and } S_{1}= \pm S_{2}
$$

For $p+q=1$, this is obvious. For $p+q=2$, this follows from that $S_{1}[x]$ and $S_{2}[x]$ are coprime in $\mathbb{R}[W]$ unless $p=q=1$ and $S_{1}= \pm S_{2}$.

Now we consider the case $p+q \geq 3$ with $p \geq q \geq 0$ and $m>4(p+q)-8$. Since $p \geq 2$, we may choose the basis matrices $S_{1}, \ldots, S_{p+q}$ as given in Lemma 2.3. Then, the assumption $\sum_{i=1}^{p+q} S_{i}[w] X_{i}[w]=0$ in ( $\sharp$ ) can be written as follows:

$$
\begin{align*}
\{(u, u) & -(v, v)\} X_{1}[w]+2 \sum_{i=2}^{p}\left(u, B_{i} v\right) X_{i}[w]  \tag{5.1}\\
& +\sum_{j=1}^{q}\left(A_{j}[u]+A_{j}[v]\right) Y_{j}[w]=0
\end{align*}
$$

where we put $w=\binom{u}{v}\left(u, v \in \mathbb{R}^{d}\right)$ with $d=m / 2$ and $Y_{j}=X_{p+j}$. We write the matrices $X_{1}, \ldots, X_{p}, Y_{1}, \ldots, Y_{q}$ in the form

$$
\begin{aligned}
X_{i} & =\left(\begin{array}{cc}
X_{i}^{(1)} & X_{i}^{(2)} \\
{ }^{t} X_{i}^{(2)} & X_{i}^{(3)}
\end{array}\right), \quad X_{i}^{(1)}, X_{i}^{(3)} \in \operatorname{Sym}(d, \mathbb{R}), \quad X_{i}^{(2)} \in M(d, \mathbb{R}), \\
Y_{j} & =\left(\begin{array}{cc}
Y_{j}^{(1)} & Y_{j}^{(2)} \\
{ }^{t} Y_{j}^{(2)} & Y_{j}^{(3)}
\end{array}\right), \quad Y_{j}^{(1)}, Y_{j}^{(3)} \in \operatorname{Sym}(d, \mathbb{R}), Y_{j}^{(2)} \in M(d, \mathbb{R}) .
\end{aligned}
$$

Then the identity (5.1) is equivalent to the following 5 identities:

$$
\begin{equation*}
(u, u) X_{1}^{(1)}[u]+\sum_{j=1}^{q} A_{j}[u] Y_{j}^{(1)}[u]=0 \tag{5.2}
\end{equation*}
$$

$$
\begin{gather*}
-(v, v) X_{1}^{(3)}[v]+\sum_{j=1}^{q} A_{j}[v] Y_{j}^{(3)}[v]=0  \tag{5.3}\\
(u, u) X_{1}^{(3)}[v]-(v, v) X_{1}^{(1)}[u]+4 \sum_{i=2}^{p}\left(u, B_{i} v\right)\left(u, X_{i}^{(2)} v\right) \\
+\sum_{j=1}^{q}\left(A_{j}[u] Y_{j}^{(3)}[v]+A_{j}[v] Y_{j}^{(1)}[u]\right)=0, \\
(u, u)\left(u, X_{1}^{(2)} v\right)+(u, v) X_{2}^{(1)}[u]+\sum_{i=3}^{p}\left(u, B_{i} v\right) X_{i}^{(1)}[u]  \tag{5.4}\\
\quad+\sum_{j=1}^{q} A_{j}[u]\left(u, Y_{j}^{(2)} v\right)=0 \\
-(v, v)\left(u, X_{1}^{(2)} v\right)+(u, v) X_{2}^{(3)}[v]+\sum_{i=3}^{p}\left(u, B_{i} v\right) X_{i}^{(3)}[v]  \tag{5.5}\\
\quad+\sum_{j=1}^{q} A_{j}[v]\left(u, Y_{j}^{(2)} v\right)=0 .
\end{gather*}
$$

It is convenient to rewrite the third identity as follows:
(5.6) $-4 \sum_{i=2}^{p}\left(u, B_{i} v\right)\left(u, X_{i}^{(2)} v\right)$

$$
=(u, u) X_{1}^{(3)}[v]-(v, v) X_{1}^{(1)}[u]+\sum_{j=1}^{q}\left(A_{j}[u] Y_{j}^{(3)}[v]+A_{j}[v] Y_{j}^{(1)}[u]\right)
$$

The following lemma is a consequence of the identities (5.2), (5.3) and (5.6).

Lemma 5.3. There exist $a_{i j} \in \mathbb{R}$ satisfying $a_{i j}+a_{j i}=0$ and

$$
\left\{\begin{array}{l}
X_{1}^{(1)}=\sum_{j=1}^{q} a_{1, p+j} A_{j}  \tag{5.7}\\
Y_{j}^{(1)}=a_{p+j, 1} 1_{d}+\sum_{k=1}^{q} a_{p+j, p+k} A_{k} \quad(1 \leq j \leq q),
\end{array}\right.
$$

(5.8) $\left\{\begin{array}{l}X_{1}^{(3)}=\sum_{j=1}^{q} a_{1, p+j} A_{j}, \\ Y_{j}^{(3)}=-a_{p+j, 1} 1_{d}+\sum_{k=1}^{q} a_{p+j, p+k} A_{k} \quad(1 \leq j \leq q),\end{array}\right.$

$$
\begin{equation*}
X_{i}^{(2)}=\sum_{j=2}^{p} a_{i j} B_{j} \quad(2 \leq i \leq p) \tag{5.9}
\end{equation*}
$$

Proof. First note that, from (5.7) and (5.8), we see that the righthand side of (5.6) is identically zero and

$$
\sum_{i=2}^{p}\left(u, B_{i} v\right)\left(u, X_{i}^{(2)} v\right)=0
$$

This implies the identity (5.9), since, by the induction assumption, the condition $(\sharp)$ holds for the $2 d$-dimensional representation of $C_{p-1}$ determined by $S_{2}, \ldots, S_{p}$. Hence it is sufficient to prove the identities (5.7), (5.8). In the subsequent discussion, we have to distinguish two cases, namely, the case where $q=1$ and $A_{1}= \pm 1_{d}$ and the case where $q \neq 1$ or $A_{1} \neq \pm 1_{d}$. We refer to the first case as Case A and the second case as Case B.

Case A: We put $A_{1}=\varepsilon 1_{d}(\varepsilon= \pm 1)$. Then the identities (5.2) and (5.3) become

$$
(u, u) X_{1}^{(1)}[u]+\varepsilon(u, u) Y_{1}^{(1)}[u]=0, \quad-(v, v) X_{1}^{(3)}[v]+\varepsilon(v, v) Y_{1}^{(3)}[v]=0
$$

This implies that

$$
\begin{equation*}
Y_{1}^{(1)}=-\varepsilon X_{1}^{(1)}, \quad Y_{1}^{(3)}=\varepsilon X_{1}^{(3)} \tag{5.10}
\end{equation*}
$$

We substitute (5.10) to (5.6) to get

$$
-2 \sum_{i=2}^{p}\left(u, B_{i} v\right)\left(u, X_{i}^{(2)} v\right)=(u, u) X_{1}^{(3)}[v]-(v, v) X_{1}^{(1)}[u] .
$$

Fix $v$ and consider the left-hand side of this identity as a quadratic form of $u$. Then the rank of the quadratic form is not greater than $2(p-1)$.

Since $d>2(p+1)-4=2(p-1)$ by the assumption of Lemma 5.2 , it is a degenerate quadratic form of $u$. Hence by the expression on the right-hand side we have $\operatorname{det}\left(X_{1}^{(3)}[v] 1_{d}-(v, v) X_{1}^{(1)}\right)=0$. Since $v$ is arbitrary, this shows that $X_{1}^{(3)}=\lambda 1_{d}$ for some eigenvalue $\lambda$ of $X_{1}^{(1)}$, namely, $X_{1}^{(3)}$ is a scalar matrix. Similarly we can prove that $X_{1}^{(1)}$ is also a scalar matrix and we get

$$
X_{1}^{(1)}=a_{1, p+1} A_{1}, \quad X_{1}^{(3)}=b_{1, p+1} A_{1}
$$

for some constants $a_{1, p+1}, b_{1, p+1}$. Then, since $(u, u) X_{1}^{(3)}[v]-(v, v) X_{1}^{(1)}[u]$ is degenerate, we have

$$
a_{1, p+1}=b_{1, p+1}
$$

Furthermore (5.10) implies that

$$
Y_{1}^{(1)}=-\varepsilon a_{1, p+1} A_{1}=-a_{1, p+1} 1_{d}, \quad Y_{1}^{(3)}=\varepsilon a_{1, p+1} A_{1}=a_{1, p+1} 1_{d}
$$

Hence putting $a_{p+1,1}=-a_{1, p+1}$, we obtain

$$
Y_{1}^{(1)}=a_{p+1,1} 1_{d}, \quad Y_{1}^{(3)}=-a_{p+1,1} 1_{d}
$$

and $a_{p+1, p+1}=b_{p+1, p+1}=0$. This proves the identities (5.7) and (5.8).
Case B: In this case, since $q>1$ or $A_{1} \neq \pm 1_{d}$, by the induction hypothesis, we may assume that the $d$-dimensional representation of $R_{1, q}$ determined by $1_{d}, A_{1}, \ldots, A_{q}$ satisfies the condition $(\sharp)$. Indeed, if $q=1$ and $A_{1} \neq \pm 1_{d}$, we have already seen it. If $q \geq 2$, then it is enough to note that the quadratic mapping defined by $1_{d}, A_{1}, \ldots, A_{q}$ is non-degenerate. This is a consequence of the inequality $d>4 q-4=4(q+1)-8$ and Lemma 4.1 ("if"-part of Theorem 3.1) applied to the case ( $q, 1$ ). Hence from the identities (5.2) and (5.3) we have

$$
\begin{align*}
& \left\{\begin{array}{l}
X_{1}^{(1)}=\sum_{j=1}^{q} a_{1, p+j} A_{j}, \\
Y_{j}^{(1)}=a_{p+j, 1} 1_{d}+\sum_{k=1}^{q} a_{p+j, p+k} A_{k} \quad(1 \leq j \leq q),
\end{array}\right. \\
& \left\{\begin{array}{l}
X_{1}^{(3)}=\sum_{j=1}^{q} b_{1, p+j} A_{j}, \\
Y_{j}^{(3)}=-b_{p+j, 1} 1_{d}+\sum_{k=1}^{q} b_{p+j, p+k} A_{k} \quad(1 \leq j \leq q),
\end{array}\right. \tag{5.12}
\end{align*}
$$

where $a_{i j}, b_{i j}$ satisfy that $a_{i j}+a_{j i}=0, b_{i j}+b_{j i}=0$. We rewrite the right-hand side of (5.6) by using (5.11) and (5.12) to get

$$
\begin{align*}
& -4 \sum_{i=2}^{p}\left(u, B_{i} v\right)\left(u, X_{i}^{(2)} v\right)  \tag{5.13}\\
& =-(u, u) \sum_{j=1}^{q}\left(a_{p+j, 1}+b_{1, p+j}\right) A_{j}[v] \\
& \quad+\sum_{j=1}^{q} A_{j}[u]\left\{\left(a_{1, p+j}+b_{p+j, 1}\right)(v, v)\right. \\
& \\
& \left.\quad-\sum_{k=1}^{q}\left(a_{p+j, p+k}+b_{p+k, p+j}\right) A_{k}[v]\right\}
\end{align*}
$$

As in Case A, the quadratic form of $u$ (for an arbitrarily fixed $v$ ) defined by the left-hand side of (5.13) is degenerate. Indeed, if $q=0$, then the right-hand side vanishes, and if $q>0$, then the rank of the quadratic form is not greater than $2(p-1)(\leq 2(p+q)-4<d)$. The linear combination of $(u, u), A_{1}[u], \ldots, A_{q}[u]$ on the right-hand side of (5.13) is degenerate, only when

$$
\begin{align*}
& \left(\sum_{j=1}^{q}\left(a_{p+j, 1}+b_{1, p+j}\right) A_{j}[v]\right)^{2}  \tag{5.14}\\
& \quad-\sum_{j=1}^{q}\left\{\left(a_{1, p+j}+b_{p+j, 1}\right)(v, v)\right. \\
& \left.\quad-\sum_{k=1}^{q}\left(a_{p+j, p+k}+b_{p+k, p+j}\right) A_{k}[v]\right\}^{2}=0
\end{align*}
$$

If $q=1$ and $A_{1} \neq \pm 1_{d}$, then this follows from that $c_{1} A_{1}[u]-c_{2}(u, u)$ is degenerate only when $c_{1}= \pm c_{2}$, since the eigenvalues of $A_{1}$ are $\pm 1$. If $q \geq 2$, then, since the quadratic mapping defined by $1_{d}, A_{1}, \ldots, A_{q}$ is nondegenerate and self-dual, this follows from the identity

$$
\operatorname{det}\left(c_{0} 1_{d}+\sum_{j=1}^{q} c_{j} A_{j}\right)= \pm\left(c_{0}^{2}-\sum_{j=1}^{q} c_{j}^{2}\right)^{d / 2}
$$

which is obtained by Remark 1.1 (1) and the proof of Lemma 2.11. Furthermore in Case B , the quadratic forms $(u, u), A_{1}[u], \ldots, A_{q}[u]$ are algebraically independent. Indeed, as we have already noted, if $q>1$, then the quadratic mapping defined by $1_{d}, A_{1}, \ldots, A_{q}$ is non-degenerate. Since the image of a non-degenerate quadratic mapping can not be contained in a low-dimensional algebraic set, this implies the algebraic independence. If $q=1$, then $A_{1}^{2}=1_{d}$ and $A_{1} \neq \pm 1_{d}$. Hence it is obvious that $(u, u)$ and $A_{1}[u]$ is algebraically independent. Therefore, comparing the coefficients of $(v, v)^{2}$ on the both sides of (5.14), we obtain

$$
\sum_{j=1}^{q}\left(a_{1, p+j}+b_{p+j, 1}\right)^{2}=0
$$

Since the constants $a_{1, p+j}, b_{p+j, 1}$ are real numbers, we have

$$
a_{1, p+j}+b_{p+j, 1}=0 \quad(1 \leq j \leq q)
$$

and, by the skew-symmetry of $a_{i j}, b_{i j}$,

$$
a_{p+j, 1}+b_{1, p+j}=0 \quad(1 \leq j \leq q)
$$

Hence, by (5.14), we get

$$
\sum_{j=1}^{q}\left\{\sum_{k=1}^{q}\left(a_{p+j, p+k}+b_{p+k, p+j}\right) A_{k}[v]\right\}^{2}=0
$$

This implies

$$
\sum_{k=1}^{q}\left(a_{p+j, p+k}+b_{p+k, p+j}\right) A_{k}[v]=0 \quad(1 \leq j \leq q)
$$

Since the basis matrices $A_{1}, \ldots, A_{q}$ are linearly independent, we have

$$
a_{p+j, p+k}+b_{p+k, p+j}=0 \quad(1 \leq j, k \leq q)
$$

By using the skew-symmetry of $a_{i j}, b_{i j}$, we also have

$$
\begin{equation*}
a_{p+j, 1}=b_{p+j, 1}, \quad a_{p+j, p+k}=b_{p+j, p+k} \tag{5.15}
\end{equation*}
$$

Now the identities (5.7) and (5.8) follow from (5.11), (5.12) and (5.15).
To proceed further, we need the following lemma.
Lemma 5.4. We assume that the identity

$$
\begin{equation*}
X[u](u, v)-(u, u)(u, X v)=\sum_{i=1}^{r} Y_{i}[u]\left(u, B_{i} v\right) \tag{5.16}
\end{equation*}
$$

holds for $X, Y_{1}, \ldots, Y_{r} \in \operatorname{Sym}(d, \mathbb{R})$ and $B_{1}, \ldots, B_{r} \in \operatorname{Alt}(d, \mathbb{R})$. Let $s$ be the number of symmetric matrices $Y_{i}$ that are not scalar matrices. If $d>2 s$, then $X$ is a scalar matrix and the both sides of (5.16) are identically zero.

Proof. We may assume that $X$ is a diagonal matrix with diagonal entries $\lambda_{1} \geq \cdots \geq \lambda_{d}$. Then, since

$$
\left(X[u] 1_{d}-(u, u) X\right) u=-\sum_{i=1}^{r} Y_{i}[u] B_{i} u
$$

by comparing the $k$-th entries of the left- and right-hand sides, we have

$$
\left(\sum_{i \neq k}\left(\lambda_{i}-\lambda_{k}\right) u_{i}^{2}\right) u_{k}=-\sum_{i=1}^{r} Y_{i}[u] \psi_{i k}(u)
$$

where $\psi_{i k}(u)$ is the linear form of $u$ that gives the $k$-th entry of $B_{i} u$. The left-hand side of this identity is of degree 1 with respect to $u_{k}$. Since $B_{i}$ is a skew-symmetric matrix, $u_{k}$ does not appear in $\psi_{i k}(u)$. We consider $Y_{i}[u]$ as a quadratic polynomial of $u_{k}$ and denote by $\phi_{i k}(u)$ the linear form of $u_{1}, \ldots, u_{k-1}, u_{k+1}, \ldots, u_{d}$ appearing as the coefficient of $u_{k}$. We may assume that $Y_{i}$ are scalar matrices for $i \geq s+1$. Then $\phi_{i k}(u)=0$ for $i \geq s+1$ and we have

$$
\sum_{i \neq k}\left(\lambda_{i}-\lambda_{k}\right) u_{i}^{2}=-\sum_{i=1}^{s} \psi_{i k}(u) \phi_{i k}(u)
$$

Note that the number of positive eigenvalues and that of negative eigenvalues of the quadratic form on the right-hand side are smaller than or equal to $s$. Consider the case where $k=1$. Then the left-hand side of this identity is
negative semidefinite. Hence the multiplicity of $\lambda_{1}$ is not smaller than $d-s$. Similarly, if we consider the case where $k=d$, the left-hand side of this identity is positive semidefinite and the multiplicity of $\lambda_{d}$ is at least $d-s$. Therefore, if $X$ has distinct eigenvalues, then $d \geq 2(d-s)$ namely $2 s \geq d$. This contradicts the assumption $d>2 s$. Hence, $X$ is a scalar matrix and the both sides of (5.16) are identically zero.

Let us return to the proof of Lemma 5.2 and examine the identities (5.4) and (5.5). Substitute $v=u$ to (5.4) and (5.5). Then, since $B_{i}(i \geq 3)$ are skew-symmetric matrices and hence $\left(u, B_{i} u\right)=0$, we obtain

$$
\begin{align*}
& (u, u)\left(X_{1}^{(2)}+X_{2}^{(1)}\right)[u]+\sum_{j=1}^{q} A_{j}[u] Y_{j}^{(2)}[u]=0  \tag{5.17}\\
& (u, u)\left(X_{2}^{(3)}-X_{1}^{(2)}\right)[u]+\sum_{j=1}^{q} A_{j}[u] Y_{j}^{(2)}[u]=0 \tag{5.18}
\end{align*}
$$

Here we have to treat Case A and Case B separately as in the proof of Lemma 5.3.

Case A: In this case, $q=1, A_{1}=\varepsilon 1_{d}(\varepsilon= \pm 1)$ and the identities (5.17) and (5.18) become

$$
(u, u)\left(X_{1}^{(2)}+X_{2}^{(1)}+\varepsilon Y_{1}^{(2)}\right)[u]=0, \quad(u, u)\left(X_{2}^{(3)}-X_{1}^{(2)}+\varepsilon Y_{1}^{(2)}\right)[u]=0
$$

Hence, putting

$$
\left\{\begin{array}{l}
Z^{+}=X_{1}^{(2)}+\varepsilon Y_{1}^{(2)}, \quad Z^{-}=X_{1}^{(2)}-\varepsilon Y_{1}^{(2)}  \tag{5.19}\\
Z_{s}^{ \pm}=\frac{1}{2}\left(Z^{ \pm}+{ }^{t} Z^{ \pm}\right), \quad Z_{a}^{ \pm}=\frac{1}{2}\left(Z^{ \pm}-{ }^{t} Z^{ \pm}\right)
\end{array}\right.
$$

we have

$$
Z_{s}^{+}=-X_{2}^{(1)}, \quad Z_{s}^{-}=X_{2}^{(3)}
$$

This yields that

$$
\begin{equation*}
X_{1}^{(2)}=Z_{a}^{+}-X_{2}^{(1)}-\varepsilon Y_{1}^{(2)}=Z_{a}^{-}+X_{2}^{(3)}+\varepsilon Y_{1}^{(2)} \tag{5.20}
\end{equation*}
$$

By substituting (5.20) to (5.4) and (5.5), we get

$$
\begin{aligned}
& (u, u)\left(u, Z_{a}^{+} v\right)+(u, v) X_{2}^{(1)}[u]-(u, u)\left(u, X_{2}^{(1)} v\right)+\sum_{i=3}^{p}\left(u, B_{i} v\right) X_{i}^{(1)}[u]=0 \\
& -(v, v)\left(u, Z_{a}^{-} v\right)+(u, v) X_{2}^{(3)}[v]-(v, v)\left(u, X_{2}^{(3)} v\right)+\sum_{i=3}^{p}\left(u, B_{i} v\right) X_{i}^{(3)}[v]=0
\end{aligned}
$$

We rewrite these identities as follows:

$$
\begin{aligned}
(u, v) X_{2}^{(1)}[u]-(u, u)\left(u, X_{2}^{(1)} v\right) & =-(u, u)\left(u, Z_{a}^{+} v\right)-\sum_{i=3}^{p}\left(u, B_{i} v\right) X_{i}^{(1)}[u] \\
(u, v) X_{2}^{(3)}[v]-(v, v)\left(u, X_{2}^{(3)} v\right) & =(v, v)\left(u, Z_{a}^{-} v\right)-\sum_{i=3}^{p}\left(u, B_{i} v\right) X_{i}^{(3)}[v]
\end{aligned}
$$

Lemma 5.4 can apply to these identities, since $s$ in Lemma 5.4 is not greater than $p-2$ and $d>2(p+q)-4>2 s$. Thus we obtain for some $\alpha, \beta$

$$
\begin{gather*}
X_{2}^{(1)}=\alpha 1_{d}, \quad X_{2}^{(3)}=\beta 1_{d}  \tag{5.21}\\
(u, u)\left(u, Z_{a}^{+} v\right)+\sum_{i=3}^{p}\left(u, B_{i} v\right) X_{i}^{(1)}[u]=0  \tag{5.22}\\
(v, v)\left(u, Z_{a}^{-} v\right)-\sum_{i=3}^{p}\left(u, B_{i} v\right) X_{i}^{(3)}[v]=0 \tag{5.23}
\end{gather*}
$$

Summing (5.22) (resp. (5.23)) and the identity obtained by exchanging $u$ and $v$ in (5.22) (resp. (5.23)), we get

$$
\begin{align*}
& \{(u, u)-(v, v)\}\left(u, Z_{a}^{+} v\right)+\sum_{i=3}^{p}\left(u, B_{i} v\right)\left(X_{i}^{(1)}[u]-X_{i}^{(1)}[v]\right)=0  \tag{5.24}\\
& \{(u, u)-(v, v)\}\left(u, Z_{a}^{-} v\right)-\sum_{i=3}^{p}\left(u, B_{i} v\right)\left(X_{i}^{(3)}[u]-X_{i}^{(3)}[v]\right)=0 \tag{5.25}
\end{align*}
$$

Since the condition ( $\sharp$ ) holds for the $2 d$-dimensional representation of $R_{p-1,0}$ determined by $S_{1}, S_{3}, \ldots, S_{p}$ by induction hypothesis, there exist constants
$\gamma_{i, 1}, \gamma_{1, i}, \delta_{i, 1}, \delta_{1, i} \in \mathbb{R}(3 \leq i \leq p)$ satisfying $\gamma_{i, 1}=-\gamma_{1, i}, \delta_{i, 1}=-\delta_{1, i}$ and

$$
\begin{gather*}
Z_{a}^{+}=\sum_{i=3}^{p} \gamma_{1, i} B_{i}, \quad Z_{a}^{-}=\sum_{i=3}^{p} \delta_{1, i} B_{i},  \tag{5.26}\\
X_{i}^{(1)}=\gamma_{i, 1} 1_{d}, \quad X_{i}^{(3)}=-\delta_{i, 1} 1_{d} \quad(3 \leq i \leq p) . \tag{5.27}
\end{gather*}
$$

From (5.20), (5.21) and (5.26), we have

$$
Z^{+}=-\alpha 1_{d}+\sum_{i=3}^{p} \gamma_{1, i} B_{i}, \quad Z^{-}=\beta 1_{d}+\sum_{i=3}^{p} \delta_{1, i} B_{i}
$$

Then, since $X_{1}^{(2)}=\frac{1}{2}\left(Z^{+}+Z^{-}\right), Y_{1}^{(2)}=\frac{\varepsilon}{2}\left(Z^{+}-Z^{-}\right)$, we obtain

$$
\begin{equation*}
X_{1}^{(2)}=\sum_{i=2}^{p} a_{1, i} B_{i}, \quad Y_{1}^{(2)}=\sum_{i=2}^{p} a_{p+1, i} B_{i}, \tag{5.28}
\end{equation*}
$$

where we put

$$
\begin{gathered}
a_{1,2}=\frac{1}{2}(\beta-\alpha), \quad a_{p+1,2}=-\frac{\varepsilon}{2}(\alpha+\beta) \\
a_{1, i}=\frac{1}{2}\left(\gamma_{1, i}+\delta_{1, i}\right), \quad a_{p+1, i}=\frac{\varepsilon}{2}\left(\gamma_{1, i}-\delta_{1, i}\right) \quad(3 \leq i \leq p)
\end{gathered}
$$

Now the identity (5.27) takes the form

$$
\left\{\begin{array}{l}
X_{i}^{(1)}=\left(a_{1, i}+\varepsilon a_{p+1, i}\right) 1_{d}  \tag{5.29}\\
X_{i}^{(3)}=\left(-a_{1, i}+\varepsilon a_{p+1, i}\right) 1_{d} \quad(3 \leq i \leq p)
\end{array}\right.
$$

Furthermore, by (5.21), we have

$$
X_{2}^{(1)}=-a_{1,2} 1_{d}-a_{p+1,2} \varepsilon 1_{d}, \quad X_{2}^{(3)}=a_{1,2} 1_{d}-a_{p+1,2} \varepsilon 1_{d}
$$

Then, putting $a_{2,1}=-a_{1,2}, a_{2, p+1}=-a_{p+1,2}$, we obtain

$$
\begin{equation*}
X_{2}^{(1)}=a_{2,1} 1_{d}+a_{2, p+1} \varepsilon 1_{d}, \quad X_{2}^{(3)}=-a_{2,1} 1_{d}+a_{2, p+1} \varepsilon 1_{d} \tag{5.30}
\end{equation*}
$$

Lemma 5.2 for Case A follows from Lemma 5.3, (5.28), (5.29) and (5.30).

Case B: We consider (5.17) and (5.18) for Case B, namely, under the assumption $q \neq 1$ or $A_{1} \neq \pm 1_{d}$. Put

$$
\begin{aligned}
X_{1, s}^{(2)}=\frac{1}{2}\left(X_{1}^{(2)}+{ }^{t} X_{1}^{(2)}\right), & X_{1, a}^{(2)}=\frac{1}{2}\left(X_{1}^{(2)}-{ }^{t} X_{1}^{(2)}\right), \\
Y_{i, s}^{(2)}=\frac{1}{2}\left(Y_{i}^{(2)}+{ }^{t} Y_{i}^{(2)}\right), & Y_{i, a}^{(2)}=\frac{1}{2}\left(Y_{i}^{(2)}-{ }^{t} Y_{i}^{(2)}\right) .
\end{aligned}
$$

Since, by the induction assumption, the condition ( $\#$ ) holds for $d$-dimensional representations of $R_{1, q}$ for Case B, we have from (5.17) and (5.18)

$$
\left\{\begin{array}{l}
X_{1, s}^{(2)}+X_{2}^{(1)}=X_{2}^{(3)}-X_{1, s}^{(2)}=\sum_{j=1}^{q} \alpha_{j} A_{j}  \tag{5.31}\\
Y_{i, s}^{(2)}=-\alpha_{i} 1_{d}+\sum_{j=1}^{q} \alpha_{i j} A_{j} \quad\left(\alpha_{i j}=-\alpha_{j i}\right)
\end{array}\right.
$$

By substituting (5.31) to (5.4) and (5.5), we obtain

$$
\begin{align*}
& (u, u)\left(u, X_{1, a}^{(2)} v\right)+(u, u)\left(u, X_{1, s}^{(2)} v\right)-(u, v) X_{1, s}^{(2)}[u]  \tag{5.32}\\
& \quad+\sum_{i=3}^{p}\left(u, B_{i} v\right) X_{i}^{(1)}[u]+\sum_{i=1}^{q} A_{i}[u]\left(u, Y_{i, a}^{(2)} v\right) \\
& \quad+\sum_{i, j=1}^{q} \alpha_{i j} A_{i}[u]\left(u, A_{j} v\right)=0 \\
& -(v, v)\left(u, X_{1, a}^{(2)} v\right)-(v, v)\left(u, X_{1, s}^{(2)} v\right)+(u, v) X_{1, s}^{(2)}[v]  \tag{5.33}\\
& \quad+\sum_{i=3}^{p}\left(u, B_{i} v\right) X_{i}^{(3)}[v]+\sum_{i=1}^{q} A_{i}[v]\left(u, Y_{i, a}^{(2)} v\right) \\
& \quad+\sum_{i, j=1}^{q} \alpha_{i j} A_{i}[v]\left(u, A_{j} v\right)=0 .
\end{align*}
$$

Let us prove that

$$
\alpha_{i j}=0 \quad(1 \leq i, j \leq q)
$$

Denote by $f_{1}(u, v)$ (resp. $\left.f_{2}(u, v)\right)$ the left-hand side of (5.32) (resp. (5.33))
and consider $f_{1}(u, v)+f_{1}(v, u)+f_{2}(u, v)+f_{2}(v, u)$. Then we obtain

$$
\begin{aligned}
& 2((u, u)-(v, v))\left(u, X_{1, a}^{(2)} v\right) \\
& \quad+\sum_{i=3}^{p}\left(u, B_{i} v\right)\left\{\left(X_{i}^{(1)}-X_{i}^{(3)}\right)[u]-\left(X_{i}^{(1)}-X_{i}^{(3)}\right)[v]\right\} \\
& \quad+2 \sum_{i, j=1}^{q} \alpha_{i j}\left(A_{i}[u]+A_{i}[v]\right)\left(u, A_{j} v\right)=0
\end{aligned}
$$

This can be written as

$$
\begin{gathered}
S_{1}[w] T_{1}[w]+\sum_{i=3}^{p} S_{i}[w] T_{i}[w]+\sum_{j=1}^{q} S_{p+j}[w] T_{p+j}[w]=0, \\
T_{1}=\left(\begin{array}{cc}
0 & X_{1, a}^{(2)} \\
{ }^{t} X_{1, a}^{(2)} & 0
\end{array}\right), \\
T_{i}=\left(\begin{array}{cc}
\frac{1}{2}\left(X_{i}^{(1)}-X_{i}^{(3)}\right) & 0 \\
0 & -\frac{1}{2}\left(X_{i}^{(1)}-X_{i}^{(3)}\right)
\end{array}\right) \quad(3 \leq i \leq p), \\
T_{p+j}=\sum_{k=1}^{q} \alpha_{j k}\left(\begin{array}{cc}
0 & A_{k} \\
A_{k} & 0
\end{array}\right)(1 \leq j \leq q) .
\end{gathered}
$$

Since, by the induction assumption, the condition ( $\sharp$ ) holds for $2 d$-dimensional representations of $R_{p-1, q}$, every $T_{i}(i \neq 2)$ is a linear combination of $S_{1}, S_{3}, \ldots, S_{p+q}$. Then, for $j(1 \leq j \leq q)$, the matrix $\sum_{k=1}^{q} \alpha_{j k} A_{k}$, the off-diagonal block of $T_{p+j}$, is a linear combination of $B_{3}, \ldots, B_{p}$, which is skew-symmetric. Since $\sum_{k=1}^{q} \alpha_{j k} A_{k}$ is symmetric, this equals 0 . The linear independence of $A_{1}, \ldots, A_{q}$ implies that $\alpha_{j k}=0(1 \leq j, k \leq q)$. Moreover, from (5.31), we get

$$
\begin{equation*}
Y_{i, s}^{(2)}=a_{p+i, 2} 1_{d} \tag{5.34}
\end{equation*}
$$

where we write $a_{p+i, 2}$ for $-\alpha_{i}$. By $\alpha_{i j}=0$, the identities (5.32) and (5.33) become

$$
\begin{aligned}
& (u, v) X_{1, s}^{(2)}[u]-(u, u)\left(u, X_{1, s}^{(2)} v\right) \\
& \quad=(u, u)\left(u, X_{1, a}^{(2)} v\right)+\sum_{i=3}^{p}\left(u, B_{i} v\right) X_{i}^{(1)}[u]+\sum_{i=1}^{q} A_{i}[u]\left(u, Y_{i, a}^{(2)} v\right),
\end{aligned}
$$

$$
\begin{aligned}
& -(u, v) X_{1, s}^{(2)}[v]+(v, v)\left(u, X_{1, s}^{(2)} v\right) \\
& \quad=-(v, v)\left(u, X_{1, a}^{(2)} v\right)+\sum_{i=3}^{p}\left(u, B_{i} v\right) X_{i}^{(3)}[v]+\sum_{i=1}^{q} A_{i}[v]\left(u, Y_{i, a}^{(2)} v\right)
\end{aligned}
$$

We can apply Lemma 5.4 to these identities, since $s$ in Lemma 5.4 is not greater than $p+q-2$ and $d>2(p+q-2) \geq 2 s$. Therefore we have

$$
\begin{equation*}
X_{1, s}^{(2)}=a_{12} 1_{d} \tag{5.35}
\end{equation*}
$$

for some constant $a_{12}$, and

$$
\begin{aligned}
(u, u)\left(u, X_{1, a}^{(2)} v\right) & +\sum_{i=3}^{p}\left(u, B_{i} v\right) X_{i}^{(1)}[u]+\sum_{i=1}^{q} A_{i}[u]\left(u, Y_{i, a}^{(2)} v\right)
\end{aligned}=0 .
$$

Summing these two identities, we obtain

$$
\begin{aligned}
& ((u, u)-(v, v))\left(u, X_{1, a}^{(2)} v\right)+\sum_{i=3}^{p}\left(u, B_{i} v\right)\left(X_{i}^{(1)}[u]+X_{i}^{(3)}[v]\right) \\
& \quad+\sum_{i=1}^{q}\left(A_{i}[u]+A_{i}[v]\right)\left(u, Y_{i, a}^{(2)} v\right)=0
\end{aligned}
$$

We can rewrite this as follows:

$$
\begin{gathered}
S_{1}[w] Z_{1}[w]+\sum_{i=3}^{p+q} S_{i}[w] Z_{i}[w]=0, \\
Z_{1}=\left(\begin{array}{cc}
0 & X_{1, a}^{(2)} \\
{ }^{t} X_{1, a}^{(2)} & 0
\end{array}\right), \quad Z_{i}=\left(\begin{array}{cc}
X_{i}^{(1)} & 0 \\
0 & X_{i}^{(3)}
\end{array}\right) \quad(3 \leq i \leq p), \\
Z_{p+j}=\left(\begin{array}{cc}
0 & Y_{j, a}^{(2)} \\
{ }^{t} Y_{j, a}^{(2)} & 0
\end{array}\right) \quad(1 \leq j \leq q) .
\end{gathered}
$$

Since any $2 d$-dimensional representation of $R_{p-1, q}$ satisfies the condition ( $\sharp$ ) by the induction assumption, we obtain

$$
Z_{i}=\sum_{\substack{j=1 \\ j \neq 2}}^{p+q} a_{i j} S_{j} \quad(i=1,3, \ldots, p+q)
$$

for some constants $a_{i j}$ with $a_{i j}=-a_{j i}$. This identity together with Lemma 5.3 , (5.31), (5.34) and (5.35) implies Lemma 5.2 for Case B.

## 6. Proof of Theorems 3.4 and 3.5

In this section we calculate the Lie algebra $\mathfrak{h}_{p, q}(\rho)$ and prove Theorems 3.4 and 3.5. Our calculation is based on the following Lemma.

LEmma 6.1. Let $\rho: R_{p, q} \rightarrow M(m ; \mathbb{R})$ be a representation of $R_{p, q}$ such that the basis matrices $S_{i}=\rho\left(e_{i}\right)(1 \leq i \leq p+q)$ are symmetric matrices. Put

$$
\mathcal{A}=\mathcal{A}_{p, q}(\rho):=\left\{X \in M(m ; \mathbb{R}) \mid \rho(Y) X=X \rho(Y)\left(\forall Y \in R_{p, q}^{+}\right)\right\}
$$

If $r \in\left(R_{p, q}\right)^{\times}$is an odd element, then we have

$$
\mathfrak{h}_{p, q}(\rho)=\left\{\left.X \in \mathcal{A}\right|^{t} X \rho(r)+\rho(r) X=0\right\} .
$$

Proof. By the definition of $\mathfrak{h}_{p, q}(\rho)$,

$$
\mathfrak{h}_{p, q}(\rho)=\left\{\left.X \in M(m ; \mathbb{R})\right|^{t} X S_{i}+S_{i} X=0(1 \leq i \leq p+q)\right\}
$$

If $X \in \mathfrak{h}_{p, q}(\rho)$, then

$$
S_{i} S_{j} X=-S_{i}^{t} X S_{j}=X S_{i} S_{j}
$$

Since $S_{i} S_{j}(1 \leq i<j \leq p)$ generate $\rho\left(R_{p, q}^{+}\right), X$ is in $\mathcal{A}$. Thus $\mathfrak{h}_{p, q}(\rho) \subset \mathcal{A}$. Put $r^{\prime}=e_{i} r$. Then $r^{\prime}$ is an element of $\left(R_{p, q}^{+}\right)^{\times}$. Hence, for $X \in \mathcal{A}$, we have

$$
\begin{aligned}
{ }^{t} X \rho(r)+\rho(r) X & ={ }^{t} X \rho\left(e_{i}\right) \rho\left(r^{\prime}\right)+\rho\left(e_{i}\right) \rho\left(r^{\prime}\right) X \\
& ={ }^{t} X \rho\left(e_{i}\right) \rho\left(r^{\prime}\right)+\rho\left(e_{i}\right) X \rho\left(r^{\prime}\right) \\
& =\left({ }^{t} X S_{i}+S_{i} X\right) \rho\left(r^{\prime}\right)
\end{aligned}
$$

Thus, if $X \in \mathcal{A}$, we have

$$
\begin{aligned}
{ }^{t} X \rho(r)+\rho(r) X=0 & \Longleftrightarrow{ }^{t} X S_{i}+S_{i} X=0 \text { for some } i \\
& \Longleftrightarrow{ }^{t} X S_{i}+S_{i} X=0 \text { for all } i \Longleftrightarrow X \in \mathfrak{h}_{p, q}(\rho) .
\end{aligned}
$$

This proves the lemma.

Note that, we may take $r=e_{i}$. Then we have $\rho(r)^{2}=1$ and the map $X \mapsto-\rho(r)^{t} X \rho(r)^{-1}=-S_{i}^{t} X S_{i}$ is an involutive automorphism of $\mathcal{A}$. Hence $\left(\mathcal{A}, \mathfrak{h}_{p, q}(\rho)\right)$ is a symmetric Lie algebra, if we regard $\mathcal{A}$ as a Lie algebra (see (6.1) below).

Let $T^{\prime}$ and $\mathbb{K}^{\prime}$ be as in Theorem 3.4. It is often convenient to consider the representation space $W=\mathbb{R}^{m}$ as a $\mathbb{K}^{\prime}$-vector space. Then the algebra $\mathcal{A}$ is of the form

$$
\mathcal{A}= \begin{cases}M\left(k ; \mathbb{K}^{\prime}\right)=\mathfrak{g l}\left(k, \mathbb{K}^{\prime}\right) \quad & \text { if } R_{p, q}^{+}=T^{\prime}  \tag{6.1}\\ M\left(k_{1} ; \mathbb{K}^{\prime}\right) \oplus M\left(k_{2} ; \mathbb{K}^{\prime}\right)=\mathfrak{g l}\left(k_{1}, \mathbb{K}^{\prime}\right) \oplus \mathfrak{g l}\left(k_{2}, \mathbb{K}^{\prime}\right) \\ & \text { if } R_{p, q}^{+}=T^{\prime} \oplus T^{\prime},\end{cases}
$$

where $k, k_{1}, k_{2}$ are the multiplicities of irreducible representations corresponding to the simple components of $R_{p, q}^{+}$in $\left.\rho\right|_{R_{p, q}^{+}}$. In the sequel we denote the transpose of $X \in \mathcal{A}$ as a matrix in $M(m ; \mathbb{R})$ by ${ }^{T} X$ to distinguish it from the transpose as a matrix in $M\left(k ; \mathbb{K}^{\prime}\right)$. Then ${ }^{T} X$ corresponds to $X^{*}={ }^{t} \bar{X}$ in $M\left(k ; \mathbb{K}^{\prime}\right)$, where $X \mapsto \bar{X}$ denotes the conjugate in $\mathbb{K}^{\prime}$.

We put

$$
\hat{e}_{p}=e_{1} \cdots e_{p} \quad \hat{f}_{q}=e_{p+1} \cdots e_{p+q}
$$

Then it is easy to check the following identities

$$
\begin{gather*}
\left\{\begin{array}{l}
\hat{e}_{p}^{2}=\left\{\begin{array}{lll}
1 & (p \equiv 0,1 & (\bmod 4)), \\
-1 & (p \equiv 2,3 & (\bmod 4)),
\end{array}\right. \\
\hat{f}_{q}^{2}=\left\{\begin{array}{lll}
1 & (q \equiv 0,1 & (\bmod 4)), \\
-1 & (q \equiv 2,3 & (\bmod 4)),
\end{array}\right. \\
\begin{cases}e_{i} \hat{e}_{p}=(-1)^{p-1} \hat{e}_{p} e_{i} & (i=1, \ldots, p), \\
e_{p+i} \hat{f}_{q}=(-1)^{q-1} \hat{f}_{q} e_{p+i} & (i=1, \ldots, q),\end{cases} \\
e_{p+i} \hat{e}_{p}=\hat{e}_{p} e_{p+i} \quad(i=1, \ldots, q), \quad e_{i} \hat{f}_{q}=\hat{f}_{q} e_{i} \quad(i=1, \ldots, p) .
\end{array} . \begin{array}{l}
\text { (i=1, }, \ldots
\end{array}\right) \tag{6.2}
\end{gather*}
$$

Now we are in a position to prove Theorems 3.4 by case by case examination. Theorem 3.5 on the action of $\mathfrak{g}_{p, q}^{\prime}(\rho)$ is an immediate consequence of the description of $\mathfrak{h}_{p, q}(\rho)$ below.
6.1. $\quad$ The case: $\left(T, T^{\prime}\right),\left(\mathbb{K}, \mathbb{K}^{\prime}\right)=(\mathbb{R}, \mathbb{C})$

In this case, $\{\bar{p}, \bar{q}\}=\{0,2\},\{4,6\}$ and

$$
R_{p, q}=M\left(2^{n / 2} ; \mathbb{R}\right) \supset R_{p, q}^{+}=M\left(2^{(n-2) / 2} ; \mathbb{C}\right) \quad(n=p+q)
$$

We may assume that $p \equiv 0(\bmod 4)$ and $q \equiv 2(\bmod 4)$. Then $\hat{e}_{p}^{2}=1, \hat{f}_{q}^{2}=$ -1 . The center of $R_{p, q}^{+}$, which is isomorphic to $\mathbb{C}$, is given by $\mathbb{R}+\mathbb{R} \mathbf{i}$ $\left(\mathbf{i}:=\hat{e}_{p} \hat{f}_{q}\right)$, since $\mathbf{i}^{2}=-1$ and $\mathbf{i}$ is a central element of $R_{p, q}^{+}$. Let $W_{0}$ be a simple $R_{p, q}$-module (unique up to isomorphism). Then $W_{0}$ is simple also as an $R_{p, q^{+}}^{+}$-module and naturally identified with $\mathbb{C}^{2^{(n-2) / 2}}$. More generally, a not necessarily simple $R_{p, q}$-module $W=\overbrace{W_{0} \oplus \cdots \oplus W_{0}}^{k}$ is identified with $M\left(2^{(n-2) / 2}, k ; \mathbb{C}\right)$. Under the identification, $\mathcal{A}=M(k, \mathbb{C})$ and the action of $X \in \mathcal{A}$ on $w \in W$ is given by

$$
\begin{aligned}
& X \cdot w=\left(w_{1}, \ldots, w_{k}\right)^{t} \bar{X} \\
& \quad\left(X \in \mathcal{A}=M(k, \mathbb{C}), w=\left(w_{1}, \ldots, w_{k}\right) \in W=M\left(2^{(n-2) / 2}, k, \mathbb{C}\right)\right)
\end{aligned}
$$

Let us take $e_{1}$ as $r$ in Lemma 6.1 and calculate

$$
\mathfrak{h}_{p, q}=\left\{\left.X \in \mathcal{A}\right|^{T} X \rho(r)+\rho(r) X=0\right\} .
$$

For $\alpha=a+b \mathbf{i} \in \mathbb{C}$, by (6.3), we have

$$
e_{1} \alpha=a e_{1}+b e_{1} \hat{e}_{p} \hat{f}_{q}=a e_{1}-b \hat{e}_{p} \hat{f}_{q} e_{1}=\bar{\alpha} e_{1}
$$

From this relation, we have

$$
\begin{aligned}
& \left({ }^{T} X \rho\left(e_{1}\right)+\rho\left(e_{1}\right) X\right) \cdot\left(w_{1}, \ldots, w_{k}\right) \\
& \quad=\left(e_{1} w_{1}, \ldots, e_{1} w_{k}\right) X+e_{1}\left(\left(w_{1}, \ldots, w_{k}\right)^{t} \bar{X}\right) \\
& \quad=\left(e_{1} w_{1}, \ldots, e_{1} w_{k}\right) X+\left(e_{1} w_{1}, \ldots, e_{1} w_{k}\right)^{t} X \\
& \quad=\left(e_{1} w_{1}, \ldots, e_{1} w_{k}\right)\left(X+{ }^{t} X\right) .
\end{aligned}
$$

Thus we have

$$
{ }^{T} X \rho\left(e_{1}\right)+\rho\left(e_{1}\right) X=0 \quad \Longleftrightarrow \quad{ }^{t} X+X=0 \quad(\text { in } M(k ; \mathbb{C}))
$$

and

$$
\mathfrak{h}_{p, q}=\left\{\left.X \in M(k ; \mathbb{C})\right|^{t} X+X=0\right\}=\mathfrak{s o}(k, \mathbb{C})
$$

6.2. The case: $\left(T, T^{\prime}\right),\left(\mathbb{K}, \mathbb{K}^{\prime}\right)=(\mathbb{C}, \mathbb{R})$

In this case, $\{\bar{p}, \bar{q}\}=\{0,7\},\{2,3\},\{3,4\},\{6,7\}$ and

$$
R_{p, q}=M\left(2^{(n-1) / 2} ; \mathbb{C}\right) \supset R_{p, q}^{+}=M\left(2^{(n-1) / 2} ; \mathbb{R}\right) .
$$

We may assume that $p \equiv 3(\bmod 4), q \equiv 0(\bmod 2) . \mathrm{By}(6.2), \hat{e}_{p}^{2}=-1$. Since $p$ is odd, $\mathbf{i}:=\hat{e}_{p}$ is a central element of $R_{p, q}$ and the center of $R_{p, q}$ is given by $\mathbb{C}_{2^{(n-1) / 2}}=\mathbb{R}+\mathbb{R}$. Let $W_{0}$ be a simple $R_{p, q}$-module. Then $W_{0}=$ $\mathbb{C}^{2^{(n-1) / 2}}=\mathbb{R}^{2^{(n-1) / 2}}+\mathbf{i} \mathbb{R}^{2^{(n-1) / 2}}$ is a direct sum of simple $R_{p, q}^{+}$-modules.
In general a not necessarily simple $R_{p, q}$-module $W=\overbrace{W_{0} \oplus \cdots \oplus W_{0}}^{k}$ is identified with $M\left(2^{(n-1) / 2}, 2 k ; \mathbb{R}\right)$. Under this identification, $\mathcal{A}=M(2 k ; \mathbb{R})$ and the action of $X \in \mathcal{A}$ on $w \in W$ is given

$$
\begin{aligned}
& X \cdot w=\left(w_{1}, \ldots, w_{2 k}\right)^{t} X \\
& \quad\left(X \in \mathcal{A}=M(2 k ; \mathbb{R}), w=\left(w_{1}, \ldots, w_{2 k}\right) \in W=M\left(2^{(n-1) / 2}, 2 k ; \mathbb{R}\right)\right)
\end{aligned}
$$

Since $p$ is odd, we may take $\mathbf{i}$ as $r$ in Lemma 6.1 and

$$
\mathfrak{h}_{p, q}=\left\{\left.X \in \mathcal{A}\right|^{T} X \rho(\mathbf{i})+\rho(\mathbf{i}) X=0\right\} .
$$

Since

$$
\mathbf{i}(u+\mathbf{i} v)=-v+\mathbf{i} u \quad\left(u, v \in \mathbb{R}^{2^{(n-1) / 2}}\right),
$$

the action of $r=\mathbf{i}$ on $W$ coincides with the action of

$$
J_{k}:=\overbrace{J_{1} \perp \cdots \perp J_{1}}^{k} \in M(2 k ; \mathbb{R})=\mathcal{A}, \quad J_{1}=\left(\begin{array}{cc}
0 & -1  \tag{6.4}\\
1 & 0
\end{array}\right)
$$

on $W$. Thus we have

$$
{ }^{T} X \rho(r)+\rho(r) X=0 \quad \Longleftrightarrow \quad{ }^{t} X J_{k}+J_{k} X=0
$$

Hence,

$$
\mathfrak{h}_{p, q}=\left\{\left.X \in M(2 k ; \mathbb{R})\right|^{t} X J_{k}+J_{k} X=0\right\}=\mathfrak{s p}(k, \mathbb{R}) .
$$

6.3. The case: $\left(T, T^{\prime}\right),\left(\mathbb{K}, \mathbb{K}^{\prime}\right)=(\mathbb{C}, \mathbb{H})$

In this case, $\{\bar{p}, \bar{q}\}=\{0,3\},\{2,7\},\{3,6\},\{4,7\}$, and

$$
R_{p, q}=M\left(2^{(n-1) / 2} ; \mathbb{C}\right) \supset R_{p, q}^{+}=M\left(2^{(n-3) / 2} ; \mathbb{H}\right)
$$

We may assume that $p \equiv 3(\bmod 4), q \equiv 0(\bmod 2)$. As in the case of $\left(\mathbb{K}, \mathbb{K}^{\prime}\right)=(\mathbb{C}, \mathbb{R})$, the center of $R_{p, q}$ is given by $\mathbb{C} 1_{2^{(n-1) / 2}}=\mathbb{R}+\mathbb{R} \mathbf{i}$ with $\mathbf{i}:=\hat{e}_{p}$. We write $\mathbb{H}=\mathbb{C}+\mathbb{C} j$. Then $\alpha j=j \bar{\alpha}$ for $\alpha \in \mathbb{C}$.

Let $W_{0}$ be a simple $R_{p, q}$-module. Then $W_{0}=\mathbb{C}^{2^{(n-2) / 2}}$ and $W_{0}$ is also simple as an $R_{p, q}^{+}$-module. We identify $W_{0}$ with $\mathbb{H}^{2^{(n-3) / 2}}=\mathbb{C}^{2^{(n-3) / 2}}+$ $j \mathbb{C}^{2^{(n-3) / 2}}$. Then a not necessarily simple $R_{p, q}$-module $W=\overbrace{W_{0} \oplus \cdots \oplus W_{0}}^{k}$ is identified with $M\left(2^{(n-3) / 2}, 2 k ; \mathbb{C}\right)$. Then, $\mathcal{A}=M(k ; \mathbb{H})$ may be considered as a subalgebra of $M(2 k ; \mathbb{C})$. Since $\mathbb{H}$ is identified with

$$
\left\{\left.\left(\begin{array}{cc}
\alpha & \bar{\beta} \\
-\beta & \bar{\alpha}
\end{array}\right) \right\rvert\, \alpha, \beta \in \mathbb{C}\right\}=\left\{X \in M(2 ; \mathbb{C}) \mid J_{1} \bar{X} J_{1}^{-1}=X\right\}
$$

we have

$$
\mathcal{A}=M(2 k ; \mathbb{C})^{\sigma}=\{X \in M(2 k ; \mathbb{C}) \mid \sigma(X)=X\}, \quad \sigma(X)=J_{k} \bar{X} J_{k}^{-1}
$$

where $J_{k}$ is the skew symmetric matrix given by (6.4). The action of $X \in \mathcal{A}$ on $w \in W$ is then given by

$$
X \cdot w=\left(w_{1}, \ldots, w_{k}\right)^{t} \bar{X}
$$

Since $p$ is odd, we may take $\mathbf{i}$ as $r$ in Lemma 6.1 and

$$
\mathfrak{h}_{p, q}=\left\{\left.X \in \mathcal{A}\right|^{T} X \rho(\mathbf{i})+\rho(\mathbf{i}) X=0\right\}
$$

Since

$$
\mathbf{i}(u+j v)=(u-j v) \sqrt{-1} \quad\left(u, v \in \mathbb{C}^{2^{(n-3) / 2}}\right)
$$

the action of $r=\mathbf{i}$ on $W$ coincides with the action of $\sqrt{-1} H_{k} \in \mathcal{A}$, where

$$
H_{k}:=\overbrace{\left(\begin{array}{cc}
-1 & 0 \\
0 & 1
\end{array}\right) \perp \cdots \perp\left(\begin{array}{cc}
-1 & 0 \\
0 & 1
\end{array}\right)}^{k} \in M(2 k ; \mathbb{C}) .
$$

Hence we have

$$
{ }^{T} X \rho(r)+\rho(r) X=0 \quad \Longleftrightarrow \quad{ }^{t} \bar{X} H_{k}+H_{k} X=0 .
$$

Therefore

$$
\begin{aligned}
\mathfrak{h}_{p, q} & =\left\{\left.X \in \mathcal{A}\right|^{t} \bar{X} H_{k}+H_{k} X=0\right\} \\
& =\left\{\left.X \in \mathcal{A}\right|^{t} X H_{k} J_{k}+H_{k} J_{k} X=0\right\}
\end{aligned}
$$

Put

$$
U_{k}=\overbrace{\frac{1}{\sqrt{2}}\left(\begin{array}{cc}
1 & 1 \\
\sqrt{-1} & -\sqrt{-1}
\end{array}\right) \perp \cdots \perp \frac{1}{\sqrt{2}}\left(\begin{array}{cc}
1 & 1 \\
\sqrt{-1} & -\sqrt{-1}
\end{array}\right)}^{k} .
$$

Then ${ }^{t} U_{k} U_{k}=H_{k} J_{k}$. The mapping $X \mapsto Y=U_{k} X U_{k}^{-1}$ stabilizes $\mathcal{A}=$ $M(k, \mathbb{H})$ in $M(2 k ; \mathbb{C})$ and gives an isomorphism

$$
\begin{aligned}
\mathfrak{h}_{p, q} & \cong\left\{Y \in \mathcal{A} \mid{ }^{t} Y+Y=0\right\} \\
& =\left\{Y \in M(2 k ; \mathbb{C}) \mid{ }^{t} Y+Y=0,{ }^{t} \bar{Y} J_{k}+J_{k} Y=0\right\}=\mathfrak{s o}^{*}(2 k)
\end{aligned}
$$

6.4. The case: $\left(T, T^{\prime}\right),\left(\mathbb{K}, \mathbb{K}^{\prime}\right)=(\mathbb{H}, \mathbb{C})$

In this case, $\{\bar{p}, \bar{q}\}=\{0,6\},\{2,4\}$ and

$$
R_{p, q}=M\left(2^{(n-2) / 2} ; \mathbb{H}\right) \supset R_{p, q}^{+}=M\left(2^{(n-2) / 2} ; \mathbb{C}\right)
$$

We may assume that $p \equiv 0(\bmod 4)$ and $q \equiv 2(\bmod 4)$. Then, $\hat{e}_{p}^{2}=1, \hat{f}_{q}^{2}=$ -1 . Hence $\mathbf{i}:=\hat{e}_{p} \hat{f}_{q}$ satisfies that $\mathbf{i}^{2}=-1$ and the center of $R_{p, q}^{+}$is given by $\mathbb{C} 1_{2^{(n-1) / 2}}=\mathbb{R}+\mathbb{R}$ i. Let $W_{0}$ be a simple $R_{p, q^{-}}$module. Then $W_{0}=\mathbb{H}^{2^{(n-2) / 2}}$ decomposes to the direct sum of two isomorphic simple $R_{p, q}^{+}$-modules: $W_{0}=$ $\mathbb{H}^{2^{(n-2) / 2}}=\mathbb{C}^{2^{(n-2) / 2}}+\mathbb{C}^{2^{(n-2) / 2}} j$. In general, a not necessarily simple $R_{p, q^{-}}$ module $W=\overbrace{W_{0} \oplus \cdots \oplus W_{0}}^{k}$ is identified with $M\left(2^{(n-2) / 2}, 2 k ; \mathbb{C}\right)$. Under this identification, $\mathcal{A}=M(2 k, \mathbb{C})$ and the action of $X \in \mathcal{A}$ on $w \in W$ is given by

$$
X \cdot w=\left(w_{1}, \ldots, w_{k}\right)^{t} \bar{X}
$$

Since $\mathbf{j}:=j 1_{2^{(n-2) / 2}}$ anticommutes with $\mathbf{i}=\hat{e}_{p} \hat{f}_{q}, \mathbf{j}$ is an odd element of $R_{p, q}$. Hence we may take $\mathbf{j}$ as $r$ in Lemma 6.1 and

$$
\mathfrak{h}_{p, q}=\left\{\left.X \in \mathcal{A}\right|^{T} X \rho(\mathbf{j})+\rho(\mathbf{j}) X=0\right\} .
$$

Denote by complex conjugation on $W=M\left(2^{(n-2) / 2}, 2 k ; \mathbb{C}\right)$. Then, since

$$
\mathbf{j}(u+v j)=-\bar{v}+\bar{u} j \quad\left(u, v \in \mathbb{C}^{2^{(n-2) / 2}}\right),
$$

the action of $r=\mathbf{j}$ on $W$ coincides with the action of $J_{k} \mathbf{c}$. Hence we have

$$
\begin{aligned}
\left({ }^{T} X \rho(r)+\rho(r) X\right) \cdot w & =(\mathbf{j} w) X+\mathbf{j}\left(w^{t} \bar{X}\right)=\bar{w}^{t} J_{k} X+\bar{w}^{t} X^{t} J_{k} \\
& =\bar{w}\left({ }^{t} J_{k} X+{ }^{t} X^{t} J_{k}\right) .
\end{aligned}
$$

Then we have

$$
{ }^{T} X \rho(r)+\rho(r) X=0 \quad \Longleftrightarrow \quad{ }^{t} X J_{k}+J_{k} X=0
$$

Therefore

$$
\mathfrak{h}_{p, q}=\mathfrak{s p}(k, \mathbb{C}) .
$$

6.5. The case: $\left(T, T^{\prime} \oplus T^{\prime}\right)$

In this case,

$$
\{\bar{p}, \bar{q}\}= \begin{cases}\{0,0\},\{2,2\},\{4,4\},\{6,6\} & \left(\mathbb{K}=\mathbb{K}^{\prime}=\mathbb{R}\right) \\ \{0,4\},\{2,6\} & \left(\mathbb{K}=\mathbb{K}^{\prime}=\mathbb{H}\right)\end{cases}
$$

and

$$
R_{p, q}=M(\ell ; \mathbb{K}) \supset R_{p, q}^{+}=M(r ; \mathbb{K}) \oplus M(r ; \mathbb{K}),
$$

where $\ell, r$ are as in Lemma 2.5.
We have $p \equiv q(\bmod 4)$. Then

$$
c^{ \pm}=\frac{1}{2}\left(1 \pm \hat{e}_{p} \hat{f}_{q}\right)
$$

are central orthogonal idempotents of $R_{p, q}^{+}$. For an $R_{p, q}$-module $W$, put $W^{ \pm}=c^{ \pm} W$. Then $W^{ \pm}$are the isotypic components of $W$ as $R_{p, q}^{+}$-module
and $W=W^{+} \oplus W^{-}$. If $W_{0}$ is a simple $R_{p, q}$-module, the decomposition $W_{0}=W_{0}^{+} \oplus W_{0}^{-}$gives two (non-isomorphic) simple $R_{p, q}^{+}$-modules. Then we have the following decomposition

$$
W=\overbrace{W_{0} \oplus \cdots \oplus W_{0}}^{k}=\overbrace{W_{0}^{+} \oplus \cdots \oplus W_{0}^{+}}^{k} \oplus \overbrace{W_{0}^{-} \oplus \cdots \oplus W_{0}^{-}}^{k}
$$

and the action of $\mathcal{A}=M(k ; \mathbb{K})$ on $W$ is given by

$$
\left(X_{1}, X_{2}\right) \cdot\left(w_{+}, w_{-}\right)=\left(w_{+}^{t} \bar{X}_{1}, w_{-}^{t} \bar{X}_{2}\right) \quad\left(\left(X_{1}, X_{2}\right) \in M(k ; \mathbb{K}) \oplus M(k ; \mathbb{K})\right)
$$

Since $p$ is even, we have

$$
e_{1} c^{+}=c^{-} e_{1}, \quad e_{1} c^{-}=c^{+} e_{1}
$$

Hence $\rho\left(e_{1}\right)$ induces a linear isomorphism

$$
\phi: W_{0}^{+} \longrightarrow W_{0}^{-}, \quad \psi: W_{0}^{-} \longrightarrow W_{0}^{+} .
$$

Since $e_{1}^{2}=1$, we have $\psi=\phi^{-1}$. Hence the action of $e_{1}$ on $W$ is given by

$$
\begin{aligned}
& e_{1} \cdot\left(w_{1}^{+}, \ldots, w_{k}^{+}, w_{1}^{-}, \ldots, w_{k}^{-}\right) \\
& \quad=\left(\phi^{-1}\left(w_{1}^{-}\right), \ldots, \phi^{-1}\left(w_{k}^{-}\right), \phi\left(w_{1}^{+}\right), \ldots, \phi\left(w_{k}^{+}\right)\right)
\end{aligned}
$$

Taking $e_{1}$ as $r$ in Lemma 6.1, we have, for $X=\left(X_{1}, X_{2}\right) \in \mathcal{A}$,

$$
\begin{aligned}
& \left(^{T} X \rho(r)+\rho(r) X\right)\left(w^{+}, w^{-}\right) \\
& \quad=\left(\phi^{-1}\left(w^{-}\right) X_{1}+\phi^{-1}\left(w^{-t} \bar{X}_{2}\right), \phi\left(w^{+}\right) X_{2}+\phi\left(w^{+t} \bar{X}_{1}\right)\right.
\end{aligned}
$$

Hence, we have

$$
{ }^{T} X \rho(r)+\rho(r) X=0 \quad \Longleftrightarrow \quad X_{2}=-\phi \circ{ }^{t} \bar{X}_{1} \circ \phi^{-1}
$$

Therefore

$$
\mathfrak{h}_{p, q}(\rho)=\left\{\left(X_{1},-\phi \circ{ }^{t} \bar{X}_{1} \circ \phi^{-1}\right) \mid X_{1} \in M(k, \mathbb{K})\right\} \cong \mathfrak{g l}(k, \mathbb{K}) .
$$

6.6. The case: $\left(T \oplus T, T^{\prime}\right)$

In this case,

$$
\{\bar{p}, \bar{q}\}= \begin{cases}\{0,1\},\{1,2\},\{4,5\},\{5,6\} & \left(\mathbb{K}=\mathbb{K}^{\prime}=\mathbb{R}\right) \\ \{1,3\},\{1,7\},\{3,5\},\{5,7\} & \left(\mathbb{K}=\mathbb{K}^{\prime}=\mathbb{C}\right) \\ \{0,5\},\{1,4\},\{1,6\},\{2,5\} & \left(\mathbb{K}=\mathbb{K}^{\prime}=\mathbb{H}\right)\end{cases}
$$

and

$$
R_{p, q}=M(\ell ; \mathbb{K}) \oplus M(\ell ; \mathbb{K}) \supset R_{p, q}^{+}=M(r ; \mathbb{K})
$$

where $\ell, r$ are as in Lemma 2.5. We may assume that $p \equiv 1(\bmod 4)$. Then

$$
c^{ \pm}=\frac{1}{2}\left(1 \pm \hat{e}_{p}\right)
$$

are central orthogonal idempotents of $R_{p, q}$. For an $R_{p, q}$-module $W$, put $W^{ \pm}=c^{ \pm} W$. Then $W^{ \pm}$are the isotypic components as $R_{p, q}$-module and $W=W^{+} \oplus W^{-}$. Let $W_{0}^{+}$(resp. $W_{0}^{-}$) be the simple $R_{p, q^{-}}$module contained in $W^{+}$(resp. $W^{-}$). Then we have

$$
W^{+}=\overbrace{W_{0}^{+} \oplus \cdots \oplus W_{0}^{+}}^{k_{1}}, \quad W^{-}=\overbrace{W_{0}^{-} \oplus \cdots \oplus W_{0}^{-}}^{k_{2}}
$$

for some $k_{1}, k_{2}$. Since $W_{0}^{+}$is isomorphic to $W_{0}^{-}$as $R_{p, q}^{+}$-module, we have $\mathcal{A}=M\left(k_{1}+k_{2} ; \mathbb{K}\right)$. The action of $\mathcal{A}=M\left(k_{1}+k_{2} ; \mathbb{K}\right)$ on $W$ is then given by

$$
X \cdot w=w^{t} \bar{X}, \quad X \in M\left(k_{1}+k_{2} ; \mathbb{K}\right)
$$

Since $p$ is odd, we may take $\hat{e}_{p}$ as $r$ in Lemma 6.1. Then we have

$$
r c^{ \pm}= \pm c^{ \pm}
$$

Hence, the action of $r$ on $W^{+}$(resp. $W^{-}$) is +1 (resp. -1 ) and the action of $r$ on $W$ coincides with the action of

$$
I_{k_{1}, k_{2}}:=\left(\begin{array}{cc}
1_{k_{1}} & 0 \\
0 & -1_{k_{2}}
\end{array}\right) \in \mathcal{A} .
$$

Hence we have

$$
{ }^{T} X \rho(r)+\rho(r) X={ }^{t} \bar{X} I_{k_{1}, k_{2}}+I_{k_{1}, k_{2}} X
$$

Therefore

$$
\begin{aligned}
\mathfrak{h}_{p, q}(\rho) & =\left\{\left.X \in M\left(k_{1}+k_{2} ; \mathbb{H}\right)\right|^{t} \bar{X} I_{k_{1}, k_{2}}+I_{k_{1}, k_{2}} X=0\right\} \\
& \cong \begin{cases}\mathfrak{s o}\left(k_{1}, k_{2}\right) & (\mathbb{K}=\mathbb{R}), \\
\mathfrak{u}\left(k_{1}, k_{2}\right) & (\mathbb{K}=\mathbb{C}), \\
\mathfrak{s p}\left(k_{1}, k_{2}\right) & (\mathbb{K}=\mathbb{H}) .\end{cases}
\end{aligned}
$$

### 6.7. The case: $\left(T \oplus T, T^{\prime} \oplus T^{\prime}\right)$

In this case,

$$
\{\bar{p}, \bar{q}\}= \begin{cases}\{3,3\},\{7,7\} & \left(\mathbb{K}, \mathbb{K}^{\prime}\right)=(\mathbb{C}, \mathbb{R}) \\ \{3,7\} & \left(\mathbb{K}, \mathbb{K}^{\prime}\right)=(\mathbb{C}, \mathbb{H})\end{cases}
$$

and

$$
R_{p, q}=M(\ell ; \mathbb{K}) \oplus M(\ell ; \mathbb{K}) \supset R_{p, q}^{+}=M\left(r ; \mathbb{K}^{\prime}\right) \oplus M\left(r ; \mathbb{K}^{\prime}\right)
$$

where $\ell, r$ are as in Lemma 2.5. Since $p \equiv q \equiv 3(\bmod 4)$, we have $\hat{e}_{p}^{2}=$ $\hat{f}_{q}^{2}=-1$ and

$$
c^{ \pm}=\frac{1}{2}\left(1 \pm \hat{e}_{p} \hat{f}_{q}\right)
$$

are central orthogonal idempotents of $R_{p, q}$ and of $R_{p, q}^{+}$. The algebra $R_{p, q}$ has two (non-isomorphic) simple modules $W_{0}^{+}, W_{0}^{-}$which satisfy

$$
c^{+} W_{0}^{+}=W_{0}^{+}, \quad c^{+} W_{0}^{-}=\{0\}, \quad c^{-} W_{0}^{+}=\{0\}, \quad c^{-} W_{0}^{-}=W_{0}^{-}
$$

Similarly $R_{p, q}^{+}$has two(non-isomorphic) simple modules $W_{1}^{+}, W_{1}^{-}$which are not isomorphic which satisfy

$$
c^{+} W_{1}^{+}=W_{1}^{+}, \quad c^{+} W_{1}^{-}=\{0\}, \quad c^{-} W_{1}^{+}=\{0\}, \quad c^{-} W_{1}^{-}=W_{1}^{-}
$$

In the case where $\mathbb{K}^{\prime}=\mathbb{R}$, the $R_{p, q}$-simple modules $W_{0}^{ \pm}$are the direct sum of two copies of the simple $R_{p, q}^{+}$-module $W_{1}^{ \pm}$, and, in the case where $\mathbb{K}^{\prime}=\mathbb{H}$, $W_{0}^{ \pm}$are simple as $R_{p, q^{+}}^{+}$module:

$$
W_{0}^{ \pm}= \begin{cases}W_{1}^{ \pm} \oplus W_{1}^{ \pm} & \left(\mathbb{K}^{\prime}=\mathbb{R}\right) \\ W_{1}^{ \pm} & \left(\mathbb{K}^{\prime}=\mathbb{H}\right)\end{cases}
$$

A (not necessarily simple) $R_{p, q}$-module $W$ is written as

$$
W=\overbrace{W_{0}^{+} \oplus \cdots \oplus W_{0}^{+}}^{k_{1}} \oplus \overbrace{W_{0}^{-} \oplus \cdots \oplus W_{0}^{-}}^{k_{2}}
$$

and we have

$$
\mathcal{A}= \begin{cases}M\left(2 k_{1} ; \mathbb{R}\right) \oplus M\left(2 k_{2} ; \mathbb{R}\right) & \left(\mathbb{K}^{\prime}=\mathbb{R}\right) \\ M\left(k_{1} ; \mathbb{H}\right) \oplus M\left(k_{2} ; \mathbb{H}\right) & \left(\mathbb{K}^{\prime}=\mathbb{H}\right)\end{cases}
$$

Since $p$ is odd, we may take $\hat{e}_{p}$ as $r$ in Lemma 6.1. Then, by the calculation as in $\S 6.2$ or $\S 6.3$, the action of $r$ on $W$ coincides with the action of $\left(J_{k_{1}}, J_{k_{2}}\right) \in$ $\mathcal{A}$ or $\left(H_{k_{1}}, H_{k_{2}}\right) \in \mathcal{A}$ according as $\mathbb{K}^{\prime}=\mathbb{R}$ or $\mathbb{K}^{\prime}=\mathbb{H}$. Therefore

$$
\mathfrak{h}_{p, q}(\rho)= \begin{cases}\mathfrak{s p}\left(k_{1}, \mathbb{R}\right) \oplus \mathfrak{s p}\left(k_{2}, \mathbb{R}\right) & \left(\mathbb{K}^{\prime}=\mathbb{R}\right) \\ \mathfrak{s o}^{*}\left(2 k_{1}\right) \oplus \mathfrak{s o}^{*}\left(2 k_{2}\right) & \left(\mathbb{K}^{\prime}=\mathbb{H}\right)\end{cases}
$$

6.8. The case: $\left(T \oplus T \oplus T \oplus T, T^{\prime} \oplus T^{\prime}\right)$

In this case,

$$
\{\bar{p}, \bar{q}\}= \begin{cases}\{1,1\},\{5,5\} & \left(\mathbb{K}=\mathbb{K}^{\prime}=\mathbb{R}\right) \\ \{1,5\} & \left(\mathbb{K}=\mathbb{K}^{\prime}=\mathbb{H}\right)\end{cases}
$$

and

$$
\begin{aligned}
R_{p, q} & =M(\ell ; \mathbb{K}) \oplus M(\ell ; \mathbb{K}) \oplus M(\ell ; \mathbb{K}) \oplus M(\ell ; \mathbb{K}) \\
& \supset R_{p, q}^{+}=M(r ; \mathbb{K}) \oplus M(r ; \mathbb{K})
\end{aligned}
$$

where $\ell, r$ are as in Lemma 2.5. Since $p \equiv q \equiv 1 \bmod 4$, we have $\hat{e}_{p}^{2}=\hat{f}_{q}^{2}=$ 1 and $\hat{e}_{p}, \hat{f}_{q}$ are central elements of $R_{p, q}$. Put

$$
c_{p}^{ \pm}=\frac{1}{2}\left(1 \pm \hat{e}_{p}\right), \quad c_{q}^{ \pm}=\frac{1}{2}\left(1 \pm \hat{f}_{q}\right) .
$$

Then the elements

$$
c^{++}=c_{p}^{+} c_{q}^{+}, \quad c^{+-}=c_{p}^{+} c_{q}^{-}, \quad c^{-+}=c_{p}^{-} c_{q}^{+}, \quad c^{--}=c_{p}^{-} c_{q}^{-}
$$

give central orthogonal idempotents of $R_{p, q}$ and the elements

$$
c^{+}=c^{++}+c^{--}=\frac{1}{2}\left(1+\hat{e}_{p} \hat{f}_{q}\right), \quad c^{-}=c^{+-}+c^{+-}=\frac{1}{2}\left(1-\hat{e}_{p} \hat{f}_{q}\right)
$$

give central orthogonal idempotents of $R_{p, q}^{+}$. The algebra $R_{p, q}$ has 4 (nonisomorphic) simple modules $W_{0}^{ \pm \pm}$corresponding to the idempotents $c^{ \pm \pm}$. The simple $R_{p, q^{-}}$modules $W_{0}^{++}$and $W_{0}^{--}$(resp. $W_{0}^{+-}$and $W_{0}^{-+}$) are isomorphic and simple as $R_{p, q}^{+}$-module. A not necessarily simple $R_{p, q}$-module $W$ is written as

$$
\begin{aligned}
W= & \overbrace{W_{0}^{++} \oplus \cdots \oplus W_{0}^{++}}^{k_{1}} \oplus \overbrace{W_{0}^{--} \oplus \cdots \oplus W_{0}^{--}}^{k_{2}} \oplus \overbrace{W_{0}^{+-} \oplus \cdots \oplus W_{0}^{+-}}^{k_{3}} \\
& \oplus \overbrace{W_{0}^{-+} \oplus \cdots \oplus W_{0}^{-+}}^{k_{4}} .
\end{aligned}
$$

Since $W_{0}^{++} \cong W_{0}^{--}$and $W_{0}^{+-} \cong W_{0}^{-+}$as $R_{p, q^{+}}^{+ \text {module, we have }}$

$$
\mathcal{A}= \begin{cases}M\left(k_{1}+k_{2} ; \mathbb{R}\right) \oplus M\left(k_{3}+k_{4} ; \mathbb{R}\right) & \left(\mathbb{K}^{\prime}=\mathbb{R}\right), \\ M\left(k_{1}+k_{2} ; \mathbb{H}\right) \oplus M\left(k_{3}+k_{4} ; \mathbb{H}\right) & \left(\mathbb{K}^{\prime}=\mathbb{H}\right)\end{cases}
$$

Since $p$ is odd, we may take $\hat{e}_{p}$ as $r$ in Lemma 6.1. Then, by the calculation as in $\S 6.5$, the action of $r$ on

$$
\begin{aligned}
W^{+} & :=\overbrace{W_{0}^{++} \oplus \cdots \oplus W_{0}^{++}}^{k_{1}} \oplus \overbrace{W_{0}^{--} \oplus \cdots \oplus W_{0}^{--}}^{k_{2}}, \\
W^{-} & :=\overbrace{W_{0}^{+-} \oplus \cdots \oplus W_{0}^{+-}}^{k_{3}} \oplus \overbrace{W_{0}^{-+} \oplus \cdots \oplus W_{0}^{-+}}^{k_{4}}
\end{aligned}
$$

coincides with the action of $I_{k_{1}, k_{2}}, I_{k_{3}, k_{4}}$, respectively. Therefore

$$
\mathfrak{h}_{p, q}(\rho)= \begin{cases}\mathfrak{s o}\left(k_{1}, k_{2}\right) \oplus \mathfrak{s o}\left(k_{3}, k_{4}\right) & \left(\mathbb{K}^{\prime}=\mathbb{R}\right) \\ \mathfrak{s p}\left(k_{1}, k_{2}\right) \oplus \mathfrak{s p}\left(k_{3}, k_{4}\right) & \left(\mathbb{K}^{\prime}=\mathbb{H}\right)\end{cases}
$$

## 7. Proof of Main Theorems

A prehomogeneous vector space (over $\mathbb{C}$ ) is, by definition, a triple $(\mathbf{G}, \pi, \mathbf{W})$ of a connected linear algebraic group $\mathbf{G}$ defined over $\mathbb{C}$, a finitedimensional complex vector space $\mathbf{W}$ and a rational representation $\pi$ of $\mathbf{G}$ on $\mathbf{V}$ with a Zariski-open $\mathbf{G}$-orbit. For basic results on prehomogeneous vector spaces, refer to [17] and [29]. We say that a finite dimensional representation $(\mathfrak{g}, \pi, \mathbf{W})$ of a complex Lie algebra $\mathfrak{g}$ is a prehomogeneous vector
space, if $\mathfrak{g}=\operatorname{Lie}(\mathbf{G})$ and $\pi$ is the infinitesimal representation of a prehomogeneous vector space $(\mathbf{G}, \pi, \mathbf{W})$. Here, by abuse of notation, we use the same symbol $\pi$ to denote the infinitesimal representation.

Denote by $\tau$ the representation of $\mathfrak{g}_{p, q}^{\prime}(\rho)$ on $W$ given in Theorem 3.5 and consider the triple $\left(\mathfrak{g l}(1, \mathbb{R}) \oplus \mathfrak{g}_{p, q}^{\prime}(\rho), \Lambda_{1} \otimes \tau, W\right)$, where $\mathfrak{g l}(1, \mathbb{R})$ acts on $W$ as scalar multiplication.

### 7.1. Case (I)

Let us consider Case (I), namely, the cases

$$
(p+q, m)=(3,2),(4,4),(6,8),(10,16)
$$

In these cases, by Theorem 3.5 the triple $\left(\mathfrak{g l}(1, \mathbb{R}) \oplus \mathfrak{g}_{p, q}^{\prime}(\rho), \Lambda_{1} \otimes \tau, W\right)$ is a real form of the following prehomogeneous vector space:

$$
\begin{aligned}
(p+q, m)=(3,2) & \left(\mathfrak{g l}(2, \mathbb{C}), \Lambda_{1}, \mathbb{C}^{2}\right) ; \\
(p+q, m)=(4,4) & \left(\mathfrak{g l}(2, \mathbb{C}), \Lambda_{1}, \mathbb{C}^{2}\right) \oplus\left(\mathfrak{g l}(2, \mathbb{C}), \Lambda_{1}, \mathbb{C}^{2}\right) ; \\
(p+q)=(6,8) & \left(\mathfrak{g l}(4, \mathbb{C}) \oplus \mathfrak{s l}(2, \mathbb{C}), \Lambda_{1} \otimes \Lambda_{1}, M(4,2 ; \mathbb{C})\right) ; \\
(p+q, m)=(10,16) & \left.\left(\mathfrak{g l}(1, \mathbb{C}) \oplus \mathfrak{s o}(10, \mathbb{C}), \Lambda_{1} \otimes \Lambda_{\sharp}, \mathbb{C}^{16}\right)\right)(\sharp=e, o) .
\end{aligned}
$$

These prehomogeneous vector spaces have no relative invariants (see [29, $\S 7]$ ). Thus we have proved the "only if"-part of Theorem 3.1. Since the "if"-part of the theorem was proved in Lemma 4.1, this completes the proof of Theorem 3.1.

### 7.2. Case (II)

Let us consider Case (II), namely, the cases

$$
\begin{aligned}
(p+q, m)= & (3,4),(4,8),(5,8),(6,16),(7,16),(8,16) \\
& (9,16),(10,32),(11,32)
\end{aligned}
$$

By Theorem 3.5 the complexification of $\left(\mathfrak{g l}(1, \mathbb{R}) \oplus \mathfrak{g}_{p, q}^{\prime}(\rho), \Lambda_{1} \otimes \tau, W\right)$ is given by

$$
\begin{aligned}
(p+q, m)=(3,4) & \left(\mathfrak{g l}(2, \mathbb{C}) \oplus \mathfrak{s o}(2, \mathbb{C}), \Lambda_{1} \otimes \Lambda_{1}, M(2 ; \mathbb{C})\right) \\
(p+q, m)=(4,8) & (\mathfrak{g l}(1, \mathbb{C}) \oplus \mathfrak{s l}(2, \mathbb{C}) \oplus \mathfrak{s l}(2, \mathbb{C}) \oplus \mathfrak{g l}(2, \mathbb{C}) \\
& \Lambda_{1} \otimes\left(\left(\Lambda_{1} \otimes 1 \otimes \Lambda_{1}\right) \oplus\left(1 \otimes \Lambda_{1} \otimes \Lambda_{1}^{*}\right)\right)
\end{aligned}
$$

$$
\begin{aligned}
& M(2 ; \mathbb{C}) \oplus M(2 ; \mathbb{C})) ; \\
& (p+q, m)=(5,8) \quad\left(\mathfrak{s p}(2, \mathbb{C}) \oplus \mathfrak{g l}(2, \mathbb{C}), \Lambda_{1} \otimes \Lambda_{1}, M(4,2 ; \mathbb{C})\right) ; \\
& (p+q, m)=(6,16) \quad\left(\mathfrak{g l}(4, \mathbb{C}) \oplus \mathfrak{s p}(2, \mathbb{C}), \Lambda_{1} \otimes \Lambda_{1}, M(4 ; \mathbb{C})\right), \text { or } \\
& (\mathfrak{g l}(1, \mathbb{C}) \oplus \mathfrak{s l}(4, \mathbb{C}) \oplus \mathfrak{s l}(2, \mathbb{C}) \oplus \mathfrak{s l}(2, \mathbb{C}) ; \\
& \Lambda_{1} \otimes\left(\left(\Lambda_{1} \otimes 1 \otimes \Lambda_{1}\right) \oplus\left(\Lambda_{1}^{*} \otimes \Lambda_{1} \otimes 1\right)\right), \\
& M(4,2 ; \mathbb{C}) \oplus M(4,2 ; \mathbb{C})) ; \\
& (p+q, m)=(7,16) \quad\left(\mathfrak{s o}(7, \mathbb{C}) \oplus \mathfrak{g l}(2, \mathbb{C}), \Lambda \otimes \Lambda_{1}, M(8,2 ; \mathbb{C})\right) ; \\
& (p+q, m)=(8,16) \quad(\mathfrak{g l}(1, \mathbb{C}) \oplus \mathfrak{s o}(8, \mathbb{C}) \oplus \mathfrak{g l}(1, \mathbb{C}), \\
& \left.\Lambda_{1} \otimes\left(\left(\Lambda_{1} \otimes \Lambda_{1}\right) \oplus\left(\Lambda_{1} \otimes \Lambda_{1}^{*}\right)\right), \mathbb{C}^{8} \oplus \mathbb{C}^{8}\right) ; \\
& (p+q, m)=(9,16) \quad\left(\mathfrak{g l}(1, \mathbb{C}) \oplus \mathfrak{s o}(9, \mathbb{C}), \Lambda_{1} \otimes \Lambda, \mathbb{C}^{16}\right) ; \\
& (p+q, m)=(10,32) \quad(\mathfrak{g l}(1, \mathbb{C}) \oplus \mathfrak{s o}(10, \mathbb{C}), \\
& \left.\Lambda_{1} \otimes\left(\Lambda_{e} \oplus \Lambda_{e}\right), \mathbb{C}^{16} \oplus \mathbb{C}^{16}\right) \text {, or } \\
& (\mathfrak{g l}(1, \mathbb{C}) \oplus \mathfrak{s o}(10, \mathbb{C}) \text {, } \\
& \left.\Lambda_{1} \otimes\left(\Lambda_{o} \oplus \Lambda_{o}\right), \mathbb{C}^{16} \oplus \mathbb{C}^{16}\right) \text {, or } \\
& \left(\mathfrak{g l}(1, \mathbb{C}) \oplus \mathfrak{s o}(10, \mathbb{C}), \Lambda_{1} \otimes\left(\Lambda_{e} \oplus \Lambda_{o}\right), \mathbb{C}^{16} \oplus \mathbb{C}^{16}\right) ; \\
& (p+q, m)=(11,32) \quad\left(\mathfrak{g l}(1, \mathbb{C}) \oplus \mathfrak{s o}(11, \mathbb{C}), \Lambda_{1} \otimes \Lambda_{\sharp}, \mathbb{C}^{32}\right) \quad(\sharp=e, o) .
\end{aligned}
$$

These representations give prehomogeneous vector spaces except $(\mathfrak{g l}(1, \mathbb{C}) \oplus$ $\left.\mathfrak{s o}(10, \mathbb{C}), \Lambda_{1} \otimes\left(\Lambda_{e} \oplus \Lambda_{o}\right), \mathbb{C}^{16} \oplus \mathbb{C}^{16}\right)$. This can be easily seen for $p+q=$ $3,4,5,6,8$ and we have:

| $(p+q, m)$ | CQF | $\mathfrak{g}_{p, q}(\rho) \otimes \mathbb{C}$ |
| :---: | :---: | :---: |
| $(3,4)$ | $(\operatorname{det} w)^{2}(w \in M(2 ; \mathbb{C}))$ | $\mathfrak{s l}(2, \mathbb{C}) \oplus \mathfrak{s l}(2, \mathbb{C})$ |
| $(4,8)$ | $\operatorname{det} w_{1} \operatorname{det} w_{2}\left(\left(w_{1}, w_{2}\right) \in M(2 ; \mathbb{C})\right.$ | $\mathfrak{s l}(2, \mathbb{C}) \oplus \mathfrak{s l}(2, \mathbb{C})$ |
| $(5,8)$ | $P f\left(J_{4}[w]\right)^{2}(w \in M(2 ; \mathbb{C}))$ | $\oplus \mathfrak{s l}(2, \mathbb{C}) \oplus \mathfrak{g l}(1, \mathbb{C})$ |
| $(6,16)$ | $\operatorname{det} w(w \in M(4 ; \mathbb{C}))$ | $\mathfrak{s o}(8, \mathbb{C})$ |
| $(6,16)$ | $\operatorname{det}\left({ }^{t} w_{1} w_{2}\right)\left(\left(w_{1}, w_{2}\right) \in M(4,2 ; \mathbb{C})\right.$ | $\mathfrak{s l}(4, \mathbb{C}) \oplus \mathfrak{s l}(4, \mathbb{C})$ |
| $(8,16)$ | $q_{1}\left(w_{1}\right) q_{2}\left(w_{2}\right)\left(\left(w_{1}, w_{2}\right) \in \mathbb{C}^{8} \oplus \mathbb{C}^{8}\right)$ | $\mathfrak{s o l}(8, \mathbb{C}) \oplus \mathfrak{C}) \oplus \mathfrak{s l}(2, \mathbb{C})$ |

Here "CQF" means "Clifford quartic form", $P f$ denotes the Pfaffian of an alternating matrix, $J_{4}=\left(\begin{array}{cc}0_{2} & -1_{2} \\ 1_{2} & 0_{2}\end{array}\right)$, and $q_{1}, q_{2}$ are quadratic forms in 8 variables.

For $p+q=7$ the triple is the prehomogeneous vector space (17) in $[29, \S 7, I)]$ and the Clifford quartic form is given by its irreducible relative
invariant, which is the same as the irreducible relative invariant of the space $(15)$ in $[29, \S 7$, I) $]$. Hence we have $\mathfrak{g}_{p, q}(\rho) \otimes \mathbb{C} \cong \mathfrak{s o}(8, \mathbb{C}) \oplus \mathfrak{s l}(2, \mathbb{C})$.

For $p+q=9$ the triple is the prehomogeneous vector space (19) in [29, $\S 7, \mathrm{I})]$ and its fundamental relative invariant is a quadratic form. Hence the Clifford quartic form is the square of a quadratic form and we have $\mathfrak{g}_{p, q}(\rho) \otimes \mathbb{C} \cong \mathfrak{s o}(16, \mathbb{C})$.

For $p+q=10$, if the two direct summand is equivalent (namely, $\rho$ is pure over $\mathbb{C}$ ), then the triple is the prehomogeneous vector space of type (17) on the list in $[12, \S 3]$. Hence the Clifford quartic form is the same as the irreducible relative invariant of the space (20) in $[29, \S 7, \mathrm{I})]$ and we have $\mathfrak{g}_{p, q}(\rho) \otimes \mathbb{C} \cong \mathfrak{s o}(10, \mathbb{C}) \oplus \mathfrak{s l}(2, \mathbb{C})$. If the two direct summand is inequivalent (namely, $\rho$ is mixed), then we have $\mathfrak{g}_{p, q}(\rho)=\mathfrak{s o}(10) \oplus \mathfrak{g l}(1)$ by direct calculation and hence $\left(\mathfrak{g l}(1) \oplus \mathfrak{g}_{p, q}(\rho), \Lambda_{1} \otimes \tau, W\right)$ is not a prehomogeneous vector space (see [12, Proposition 2.24]).

For $p+q=11$ the triple is the prehomogeneous vector space (22) in $[29, \S 7, \mathrm{I})]$ and the Clifford quartic form is given by its irreducible relative invariant, which is the same as the irreducible relative invariant of the space $(23)$ in $[29, \S 7, \mathrm{I})]$. Hence we have $\mathfrak{g}_{p, q}(\rho) \otimes \mathbb{C} \cong \mathfrak{s o}(12, \mathbb{C})$.

Thus we have proved that, in Case (II), $\mathfrak{g}_{p, q}(\rho)$ is always strictly larger than $\mathfrak{g}_{p, q}^{\prime}(\rho)$. Hence the converse of Theorem 3.3 also holds. Moreover the triples $\left(\mathfrak{g l}(1, \mathbb{R}) \oplus \mathfrak{g}_{p, q}(\rho), \Lambda_{1} \otimes \tau, W\right)$ are prehomogeneous vector spaces except the case where $(p+q, m)=(10,32)$ and $\rho$ is mixed.

### 7.3. Case (III)

For Case (III), by Theorem 3.3, we have $\mathfrak{g}_{p, q}(\rho)=\mathfrak{g}_{p, q}^{\prime}(\rho)$. We determine when $\left(\mathfrak{g l}(1, \mathbb{R}) \oplus \mathfrak{g}_{p, q}(\rho), \Lambda_{1} \otimes \tau, W\right)$ is a (real form of a) prehomogeneous vector space.

First we consider the low-dimensional cases $p+q \leq 6$ and $p+q=8$, where the (half-) spin representations of $\mathfrak{s o}(p, q)$ are equivalent to the standard or rather simple tensor representations of classical Lie algebras (see [9, Chapter X, §6.4]).

The case $p+q=3$
In this case, the representation $\tau$ is a real form of the representation

$$
\begin{aligned}
& \left(\mathfrak{g l}(1, \mathbb{C}) \oplus \mathfrak{s o}(3, \mathbb{C}) \oplus \mathfrak{s o}(k, \mathbb{C}), \Lambda_{1} \otimes \Lambda \otimes \Lambda_{1}, M(2, k ; \mathbb{C})\right) \\
& \quad \cong\left(\mathfrak{g l}(2, \mathbb{C}) \oplus \mathfrak{s o}(k, \mathbb{C}), \Lambda_{1} \otimes \Lambda_{1}, M(2, k ; \mathbb{C})\right) \quad(k \geq 3)
\end{aligned}
$$

This representation gives a prehomogeneous vector space of type (15) in [29, $\S 7$ I)]. The fundamental relative invariant is of degree 4 and it is the Clifford quartic form.

The case $p+q=4$
In this case, the representation $\tau$ is a real form of the representation

$$
\begin{aligned}
& (\mathfrak{g l}(1, \mathbb{C}) \oplus \mathfrak{s l}(2, \mathbb{C}) \oplus \mathfrak{s l}(2, \mathbb{C}) \oplus \mathfrak{g l l}(k, \mathbb{C}) \\
& \quad \Lambda_{1} \otimes\left(\left(\Lambda_{1} \otimes 1 \otimes \Lambda_{1}\right) \oplus\left(1 \otimes \Lambda_{1} \otimes \Lambda_{1}^{*}\right)\right) \\
& \quad M(2, k ; \mathbb{C}) \oplus M(2, k ; \mathbb{C})), \quad(k \geq 3) .
\end{aligned}
$$

This representation gives a prehomogeneous vector space and the fundamental relative invariant is $\left.\operatorname{det}\left(w_{1}{ }^{t} w_{2}\right)\left(w=w_{1}, w_{2}\right) \in M(2, k ; \mathbb{C}) \oplus M(2, k ; \mathbb{C})\right)$ and this is the Clifford quartic form.

The case $p+q=5$
In this case, the representation $\tau$ is a real form of the representation

$$
\begin{aligned}
& \left(\mathfrak{g l}(1, \mathbb{C}) \oplus \mathfrak{s o}(5, \mathbb{C}) \oplus \mathfrak{s p}(k, \mathbb{C}), \Lambda_{1} \otimes \Lambda \otimes \Lambda_{1}, \mathbb{C}^{8 k}\right) \\
& \quad \cong(\mathfrak{g l}(1, \mathbb{C}) \oplus \mathfrak{s p}(2, \mathbb{C}) \oplus \mathfrak{s p}(k, \mathbb{C}), \\
& \left.\quad \Lambda_{1} \otimes \Lambda_{1} \otimes \Lambda_{1}, M(4,2 k ; \mathbb{C})\right), \quad(k \geq 2)
\end{aligned}
$$

By the classification of irreducible prehomogeneous vector spaces ([29, §3, Proposition 21]), this does not give a prehomogeneous vector space.

The case $p+q=6$
In this case, the representation $\tau$ is a real form of the representation

$$
\begin{aligned}
& \left(\mathfrak{g l}(1, \mathbb{C}) \oplus \mathfrak{s l}(4, \mathbb{C}) \oplus \mathfrak{s p}\left(k_{1}, \mathbb{C}\right) \oplus \mathfrak{s p}\left(k_{2}, \mathbb{C}\right)\right. \\
& \left.\quad \Lambda_{1} \otimes\left(\left(\Lambda_{1} \otimes \Lambda_{1} \otimes 1\right) \oplus\left(\Lambda_{1}^{*} \otimes 1 \otimes \Lambda_{1}\right)\right), M\left(4,2 k_{1} ; \mathbb{C}\right) \oplus M\left(4,2 k_{2}\right)\right) .
\end{aligned}
$$

Note that $k_{1}+k_{2} \geq 3$ for Case (III). We may assume that $k_{1} \geq k_{2}$. Then the representations above give prehomogeneous vector spaces only when $k_{2}=0$, equivalently, the representation $\rho$ is pure over $\mathbb{C}$. In this case the prehomogeneous vector space is of type (13) in [29, §7 I)] and its fundamental relative invariant is the Clifford quartic form. By the classification of 3 -simple prehomogeneous vector spaces in [16] (or direct calculation using [29, §3, Proposition 21]), one can check that the representation is
nonprehomogeneous for $k_{2} \geq 1$ (the case where the representation $\rho$ is mixed).

The case $p+q=8$
In this case, the representation $\tau$ is a real form of the representation

$$
\begin{aligned}
& (\mathfrak{g l}(1, \mathbb{C}) \oplus \mathfrak{s o}(8, \mathbb{C}) \oplus \mathfrak{g l}(k, \mathbb{R}), \\
& \left.\quad \Lambda_{1} \otimes\left(\left(\Lambda_{e} \otimes \Lambda_{1}\right) \oplus\left(\Lambda_{o} \otimes \Lambda_{1}^{*}\right)\right), M(8, k ; \mathbb{C}) \oplus M(8, k ; \mathbb{C})\right)
\end{aligned}
$$

Note that $k \geq 2$ for Case (III). Then, by the classification of 2 -simple prehomogeneous vector spaces ([13], [14], [15]), these are not prehomogeneous vector spaces.

The case $p+q=7$ or $p+q \geq 9$
By [29] (see also [13, Theorem 1.5]), the irreducible prehomogeneous vector spaces (defined over $\mathbb{C}$ ) containing the spin or half-spin representations of $\operatorname{Spin}(p+q)(p+q=7$, or $\geq 9)$ are given by

$$
\begin{array}{ll}
\left(\operatorname{Spin}(7) \times \mathbf{G L}(k), \Lambda \otimes \Lambda_{1}\right) & (k=1,2,3,5,6,7), \\
\left(\operatorname{Spin}(9) \times \mathbf{G L}(k), \Lambda \otimes \Lambda_{1}\right) & (k=1,15), \\
\left(\mathbf{S p i n}(10) \times \mathbf{G L}(k), \Lambda_{\sharp} \otimes \Lambda_{1}\right) & (k=1,2,3,13,14,15, \sharp=e, o), \\
\left(\mathbf{S p i n}(11) \times \mathbf{G L}(k), \Lambda \otimes \Lambda_{1}\right) & (k=1,31),  \tag{7.1}\\
\left(\mathbf{S p i n}(12) \times \mathbf{G L}(k), \Lambda_{\sharp} \otimes \Lambda_{1}\right) & (k=1,31, \sharp=e, o), \\
\left(\operatorname{Spin}(14) \times \mathbf{G L}(k), \Lambda_{\sharp} \otimes \Lambda_{1}\right) & (k=1,63, \sharp=e, o), \\
\left(\mathbf{S p i n}(p+q) \times \mathbf{G L}(k), \Lambda_{\sharp} \otimes \Lambda_{1}\right) & \left(k \geq \operatorname{deg} \Lambda_{\sharp}, \sharp=e, o\right) .
\end{array}
$$

By Theorem 3.5, the complexification of the representation $\tau$ of $\mathfrak{g l}(1) \oplus$ $\mathfrak{g}_{p, q}(\rho)=\mathfrak{g l}(1) \oplus \mathfrak{g}_{p, q}^{\prime}(\rho)$ on $W$ is equivalent to one of the following:
(a) $\left(\mathfrak{g l}(1) \oplus \mathfrak{s o}(p+q) \oplus \mathfrak{s o}(k), \Lambda_{1} \otimes \Lambda_{e} \otimes \Lambda_{1}\right) \quad(p+q \equiv 1,3(\bmod 8))$,
(b) $\left(\mathfrak{g l}(1) \oplus \mathfrak{s o}(p+q) \oplus \mathfrak{s p}(k), \Lambda_{1} \otimes \Lambda_{e} \otimes \Lambda_{1}\right) \quad(p+q \equiv 5,7(\bmod 8))$,
(c) $\left(\mathfrak{g l}(1) \oplus \mathfrak{s o}(p+q) \oplus \mathfrak{g l}(k), \Lambda_{1} \otimes\left(\Lambda_{e} \otimes \Lambda_{1} \oplus \Lambda_{o} \otimes \Lambda_{1}^{*}\right)\right) \quad(p+q \equiv 0,4$ $(\bmod 8))$,
(d) $\left(\mathfrak{g l}(1) \oplus \mathfrak{s o}(p+q) \oplus \mathfrak{s o}\left(k_{1}\right) \oplus \mathfrak{s o}\left(k_{2}\right), \Lambda_{1} \otimes\left(\Lambda_{e} \otimes \Lambda_{1} \otimes 1 \oplus \Lambda_{o} \otimes 1 \otimes \Lambda_{1}^{*}\right)\right)$ $(p+q \equiv 2(\bmod 8))$,
(e) $\left(\mathfrak{g l}(1) \oplus \mathfrak{s o}(p+q) \oplus \mathfrak{s p}\left(k_{1}\right) \oplus \mathfrak{s p}\left(k_{2}\right), \Lambda_{1} \otimes\left(\Lambda_{e} \otimes \Lambda_{1} \otimes 1 \oplus \Lambda_{o} \otimes 1 \otimes \Lambda_{1}^{*}\right)\right)$ $(p+q \equiv 6(\bmod 8))$.

Assume that $\left(\mathfrak{g l}(1) \oplus \mathfrak{g}_{p, q}^{\prime}(\rho), \Lambda_{1} \otimes \tau, W\right)$ is a prehomogeneous vector space. Then, every direct summand is also a prehomogeneous vector space and it must coincide with one of the representations in (7.1). Hence, for Cases (a), (b), and (d), we have

$$
\begin{cases}k=1, p+q=9,11 & (\text { Case }(\mathrm{a})) \\ k=1, p+q=7 & (\text { Case }(\mathrm{b})) \\ k_{1}, k_{2}=0,1, p+q=10 & (\text { Case }(\mathrm{d}))\end{cases}
$$

These cases belong to Case (I) or Case (II). Therefore the representation $\tau$ belonging to Case (III) does not give a prehomogeneous vector space in Cases (a), (b) and (d). For Case (e), the direct summand of $\tau$ does not coincide with any one of prehomogeneous vector spaces in (7.1). Hence no prehomogeneous vector spaces appear in Case (e). Finally let us consider Case (c). If $\operatorname{deg} \Lambda_{e}=\operatorname{deg} \Lambda_{o} \leq k$, by [14, Proposition 1.15], the representation does not give a prehomogeneous vector space. If $\operatorname{deg} \Lambda_{e}=\operatorname{deg} \Lambda_{o}>k$ and if a direct summand of the representation coincides with one of prehomogeneous vector spaces in (7.1), then we have $p+q=12$ and $k=1$. This does not give a prehomogeneous vector space by [12, Proposition 2.32].

Summing up the results in $\S 7.1, \S 7.2$, and $\S 7.3$, we obtain Theorem 3.2, (1) and (2).

### 7.4. Irreducibility of Clifford quartic forms

Let us prove Theorem 3.2, (3). It is sufficient for the proof to consider everything over $\mathbb{C}$. As we have seen in Theorem 3.1, the Clifford quartic form $\tilde{P}(w)$ vanishes identically for $(p+q, m)=(3,2),(4,4),(6,8),(10,16)$. The case by case examination in $\S 7.2$ shows that $\tilde{P}(w)$ is a product of two quadratic forms for $(p+q, m)=(3,4),(4,8),(5,8),(8,16),(9,16)$. By the classification of the cases where $\tilde{P}(w)$ is a relative invariant of a prehomogeneous vector space (see Table 1), $\tilde{P}(w)$ is absolutely irreducible for the other prehomogeneous cases.

Now we consider the cases where $\tilde{P}(w)$ is not a relative invariant of any prehomogeneous vector space, namely Case (III) treated in $\S 7.3$ and the case where $(p+q, m)=(10,32)$ and $\rho$ is mixed. We prove that $\tilde{P}(w)$ is absolutely irreducible in these cases. Since $\operatorname{deg} \tilde{P}(w)=4$, it is sufficient to prove that
(a) $\tilde{P}(w)$ does not have a linear factor, and
(b) $\tilde{P}(w)$ is not a product of two irreducible quadratic forms.
(a) Assume that a linear form $\ell(w)$ divides $\tilde{P}(w)$. Then, $\ell(w)$ is also $\mathfrak{g}_{p, q}(\rho)$-invariant, and the kernel of $\ell(w)$ is an invariant subspace of codimension 1. Recall that $\mathfrak{g}_{p, q}(\rho)=\mathfrak{g}_{p, q}^{\prime}(\rho)$ for Case (III), and $\mathfrak{g}_{p, q}(\rho)=$ $\mathfrak{s o}(p, q) \oplus \mathfrak{g l}(1) \supset \mathfrak{g}_{p, q}^{\prime}(\rho)=\mathfrak{s o}(p, q)$ for the unique non-prehomogeneous case $(p+q, m)=(10,32)$. By Theorem 3.5, no $\mathfrak{g}_{p, q}(\rho)$-invariant subspaces of codimension 1 appear in these cases. This implies that $\tilde{P}(w)$ does not have a linear factor.
(b) Assume that $\tilde{P}(w)=q_{1}(w) q_{2}(w)$ for irreducible quadratic forms $q_{1}(w)=T_{1}[w], q_{2}(w)=T_{2}[w]$. Here $T_{1}$ and $T_{2}$ are symmetric matrices of size $m=\operatorname{dim} W$. If $q_{1}(w)$ and $q_{2}(w)$ are proportional, then $\tilde{P}(w)$ is a relative invariant of the prehomogeneous vector space $\left(\mathbf{G L}(1) \times \mathbf{S O}\left(T_{1}\right), \Lambda_{1}, \mathbf{W}\right)$. Hence we may assume that $q_{1}(w)$ and $q_{2}(w)$ are coprime. It is obvious that $\mathfrak{g}_{p, q}(\rho)=\mathfrak{s o}\left(T_{1}\right) \cap \mathfrak{s o}\left(T_{2}\right)$. First we show that $T_{1}$ and $T_{2}$ are nondegenerate. If $r=\operatorname{rank} T_{1}<m$, then there exists some $g \in G L(m, \mathbb{C})$ such that $\left({ }^{t} g T_{1} g,{ }^{t} g T_{2} g\right)$ is of the form

$$
\begin{gathered}
\left(\left(\begin{array}{cc}
T_{1}^{(1)} & 0 \\
0 & 0
\end{array}\right),\left(\begin{array}{cc}
T_{2}^{(1)} & T_{2}^{(2)} \\
{ }^{t} T_{2}^{(2)} & T_{2}^{(3)}
\end{array}\right)\right) \\
T_{1}^{(1)} \in \operatorname{Sym}(r ; \mathbb{C}), T_{1}^{(1)} \neq 0, T_{2}^{(1)} \in \operatorname{Sym}(r ; \mathbb{C}), \\
T_{2}^{(2)} \in M(r, m-r ; \mathbb{C}), T_{2}^{(3)} \in \operatorname{Sym}(m-r ; \mathbb{C})
\end{gathered}
$$

Since the Hessian of a homaloidal polynomial does not vanish identically, it follows from Theorem 2.14 that $\operatorname{det} T_{2}^{(3)} \neq 0$. Put $h=\left(\begin{array}{cc}1_{r} & -S_{2}^{(2)} S_{2}^{(3)^{-1}} \\ 0 & 1_{n-r}\end{array}\right)$. Then $\left({ }^{t}(g h) T_{1}(g h),{ }^{t}(g h) T_{2}(g h)\right)$ is of the form

$$
\left(\left(\begin{array}{cc}
Y_{1} & 0 \\
0 & 0
\end{array}\right),\left(\begin{array}{cc}
Y_{2} & 0 \\
0 & Y_{3}
\end{array}\right)\right), \operatorname{det} Y_{1} \neq 0, \operatorname{det} Y_{3} \neq 0
$$

and the Lie algebra $\mathfrak{g}_{p, q}(\rho)$ is isomorphic to $\left(\mathfrak{s o}\left(Y_{1}\right) \cap \mathfrak{s o}\left(Y_{2}\right)\right) \oplus \mathfrak{s o}\left(Y_{3}\right)$. Hence $\mathfrak{g}_{p, q}(\rho)$ has a subalgebra isomorphic to $\mathfrak{s o}\left(Y_{3}\right)$ and the restriction to the subalgebra of the representation of $\mathfrak{g}_{p, q}(\rho)$ on $W$ includes the vector representation of $\mathfrak{s o}\left(Y_{3}\right)$. In the cases we are now considering, this can not happen. Indeed Theorem 3.5 implies that, if $p+q \geq 5$, this can happen only for the
case $(p+q, m)=(8,16)$, which is a case where $\tilde{P}(w)$ is a relative invariant of a prehomogeneous vector space. Hence $T_{1}$ and $T_{2}$ are non-degenerate.

By differentiating the identity $\tilde{P}(w)=q_{1}(w) q_{2}(w)$, we have

$$
\begin{aligned}
\operatorname{grad}(\tilde{P}(w)) & =q_{1}(w) \operatorname{grad}\left(q_{2}(w)\right)+q_{2}(w) \operatorname{grad}\left(q_{1}(w)\right) \\
& =2 T_{1}[w] T_{2} w+2 T_{2}[w] T_{1} w
\end{aligned}
$$

Hence, by the relation $\tilde{P}(\operatorname{grad}(\tilde{P}(w)))=2^{8} \tilde{P}(w)^{3}$ proved in Theorem 2.14, we have

$$
T_{1}\left[T_{1}[w] T_{2} w+T_{2}[w] T_{1} w\right] \cdot T_{2}\left[T_{1}[w] T_{2} w+T_{2}[w] T_{1} w\right]=2^{4} T_{1}[w]^{3} T_{2}[w]^{3}
$$

This implies that there exist an integer $i(0 \leq i \leq 3)$ and a non-zero constant $c$ satisfying

$$
\begin{equation*}
T_{1}\left[T_{1}[w] T_{2} w+T_{2}[w] T_{1} w\right]=c T_{1}[w]^{i} T_{2}[w]^{3-i} \tag{7.2}
\end{equation*}
$$

By expanding the left-hand side of this identity, we have

$$
\begin{align*}
& T_{1}[w]^{2}\left(T_{2} T_{1} T_{2}\right)[w]+T_{1}[w] T_{2}[w]\left(T_{1}^{2} T_{2}+T_{2} T_{1}^{2}\right)[w]+T_{2}[w]^{2} T_{1}^{3}[w]  \tag{7.3}\\
& \quad=c T_{1}[w]^{i} T_{2}[w]^{3-i}
\end{align*}
$$

By exchanging $T_{1}$ and $T_{2}$, if necessary, we may assume that $i=0,1$. Then, the first term of the left hand side is divided by $T_{2}[w]$. Since $T_{1}[w]$ and $T_{2}[w]$ are coprime, $T_{2} T_{1} T_{2}[w]$ is a constant multiple of $T_{2}[w]$. Hence there exists a non-zero constant $c_{1} \neq 0$ such that $T_{2} T_{1} T_{2}=c_{1} T_{2}$. Since $T_{2}$ is non-degenerate, this implies that $T_{1} T_{2}=c_{1} 1_{m}$, and the relation (7.3) can be written as

$$
3 c_{1} T_{1}[w]^{2} T_{2}[w]+T_{2}[w]^{2} T_{1}^{3}[w]=c T_{1}[w]^{i} T_{2}[w]^{3-i}
$$

However, since $T_{1}[w]^{2}$ does not divide the right hand side, this is a contradiction. Thus we have proved that $\tilde{P}(w)$ cannot be a product of two irreducible quadratic forms. This completes the proof of Theorem 3.2.
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