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A Novel Statistical Approach for Two-Sample Testing

Based on the Overlap Coefficient

By Atsushi Komaba, Hisashi Johno and Kazunori Nakamoto

Abstract. Here we propose a new nonparametric framework for
two-sample testing, named as the OVL-q (q = 1, 2, . . .). This can be
regarded as a natural extension of the Smirnov test, which is equivalent
to the OVL-1. We specifically focus on the OVL-2, implement its fast
algorithm, and show its superiority over other statistical tests in some
experiments.

1. Introduction

The overlap coefficient (OVL) is a measure of the similarity between

two probability distributions, defined as the common area under their den-

sity functions. Previously, we have developed a nonparametric method to

estimate the OVL [6].

In any two-sample test for equality of (continuously differentiable) dis-

tribution functions, the null hypothesis is equivalent to the OVL being one.

To date, however, the OVL has not been the main subject of such hypothesis

testing.

The objective of this study is to construct a new nonparametric two-

sample test for distribution equality based on the OVL estimation, which

will be referred to as the OVL-q (q = 1, 2, . . .). Furthermore, we aim to

implement algorithms for the OVL-q and experimentally compare the sta-

tistical power of the OVL-1 (which is equivalent to the Smirnov test) and

OVL-2, for example, with that of other statistical tests.

In this paper, we start with preliminaries and basic results in Section 2.

The algorithms for the OVL-q are described in Section 3. Experimental

results are shown in Section 4, and the conclusion follows in Section 5. The

proofs of Theorems 2.6 and 3.9 are given in Sections 6 and 7, respectively.
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A system to perform the OVL-1 and OVL-2 is available at https://

fiveseven-lambda.github.io/ovl-test/ along with its source code.

Notation. Throughout this paper, we denote by Z, N, N+, Q, and R the

sets of integers, nonnegative integers, positive integers, rational numbers,

and real numbers, respectively. If −∞ ≤ a ≤ b ≤ ∞ and if there is no

confusion, we write [a, b] = {x : a ≤ x ≤ b}, [a, b) = {x : a ≤ x < b},
(a, b] = {x : a < x ≤ b}, and (a, b) = {x : a < x < b} as (extended) real

intervals. For q ∈ N+, we define R
q
≤ = {(v1, . . . , vq) ∈ Rq : v1 ≤ · · · ≤ vq}.

For a set A, #A denotes the cardinality of A.

2. Analytical Framework

2.1. Estimation of the OVL

Definition 2.1. On a probability space (Ω,A, P ), let X1, . . . , Xm be

real random variables with a continuous distribution function F0, Y1, . . . , Yn
be those with F1, and X1, . . . , Xm, Y1, . . . , Yn be mutually independent.

The empirical distribution functions corresponding to {X1, . . . , Xm} and

{Y1, . . . , Yn} are given by

F0,m(x) =
1

m

m∑
i=1

(−∞,x](Xi) (x ∈ R),

F1,n(x) =
1

n

n∑
i=1

(−∞,x](Yi) (x ∈ R),

(1)

respectively, where denotes the indicator function. Put F0(∞) = F1(∞) =

F0,m(∞) = F1,n(∞) = 1 and F0(−∞) = F1(−∞) = F0,m(−∞) = F1,n(−∞)

= 0.

Definition 2.2. For a real function g on a set A and x, y ∈ A, we

write g|yx = g(y) − g(x). For v = (v1, . . . , vq) ∈ R
q
≤, define

r(v) =

q∑
i=0

min
{
F0|vi+1

vi , F1|vi+1
vi

}
,(2)

rm,n(v) =

q∑
i=0

min
{
F0,m|vi+1

vi , F1,n|vi+1
vi

}
,(3)



Two-Sample Testing Based on the Overlap Coefficient 207

where v0 = −∞ and vq+1 = ∞. Note that 0 ≤ r(v) ≤ 1 and 0 ≤ rm,n(v) ≤ 1

for all v ∈ R
q
≤. We also define

ρq,m,n = min
v∈Rq

≤

rm,n(v) ∈ [0, 1],(4)

which exists because rm,n takes at most finitely many values.

Remark 2.3. Note that ρq,m,n is measurable on Ω, because rm,n(v) is

obviously measurable for each v ∈ R
q
≤ and R

q
≤ in (4) can be replaced by its

countable subset R
q
≤ ∩ Qq (since F0,m and F1,n are right continuous).

Definition 2.4. Suppose ξ is a random variable on (Ω,A, P ) taking

values in a separable metric space (E, d); {ξi : i ∈ N+} and {ξ′i,j : i, j ∈ N+}
are two sequences of random variables on (Ω,A, P ) into E. Then we say

that {ξi} and {ξ′i,j} converge almost surely to ξ if

P

({
ω ∈ Ω : lim

i→∞
ξi(ω) = ξ(ω)

})
= 1,

P

({
ω ∈ Ω : lim

i,j→∞
ξ′i,j(ω) = ξ(ω)

})
= 1,

respectively.

Remark 2.5. If F0 and F1 are differentiable on R with continuous

derivatives f0 and f1, respectively, then the OVL between the two distribu-

tions is given by

ρ =

∫ ∞

−∞
min {f0(x), f1(x)} dx.(5)

We call x ∈ R a coincidence point between f0 and f1 if f0(x) = f1(x);

x ∈ R a crossover point between f0 and f1 if there exists a neighbor-

hood V of x such that for any a, b ∈ V , (a − x)(b − x) > 0 if and only

if [f0(a) − f1(a)][f0(b) − f1(b)] > 0. The set of crossover points and that

of coincidence points are denoted by C(f0, f1) and C ′(f0, f1), respectively.

Note that C(f0, f1) ⊂ C ′(f0, f1).

Theorem 2.6. Suppose f0 and f1 are as in Remark 2.5, #C ′(f0, f1) <

∞, and #C(f0, f1) = N < ∞. Then ρN,m,n converges almost surely to ρ as

m,n → ∞.
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See Section 6 for the proof of Theorem 2.6.

Hereafter, F0 and F1 are only assumed to be continuous, unless otherwise

noted.

2.2. The OVL-q test

For q ∈ N+, we define the OVL-q test statistic as ρq,m,n. Under the null

hypothesis H0 : F0 = F1, the p-value of ρq,m,n is given by pq,m,n(ρq,m,n)

where

pq,m,n(x) = P ({ω ∈ Ω : ρq,m,n(ω) ≤ x}) (x ∈ R),(6)

and the lower limit of a 100(1 − α)% confidence interval (0 < α < 1) of

ρq,m,n is

lq,m,n(α) = sup {x ∈ R : pq,m,n(x) < α}.(7)

2.3. The Smirnov test

(See [2] for reference.) The Smirnov (or the two-sample Kolmogorov-

Smirnov) test statistic is defined as

Dm,n = max
x∈R

|F0,m(x) − F1,n(x)| .

Proposition 2.7 (see [4, Section 3.2] for reference). The relation

ρ1,m,n = 1 −Dm,n holds.

Proof. We have

ρ1,m,n = min
v∈R

rm,n(v)

= min
v∈R

(
min

{
F0,m|v−∞, F1,n|v−∞

}
+ min {F0,m|∞v , F1,n|∞v }

)
= min

v∈R
(min {F0,m(v), F1,n(v)} + min {1 − F0,m(v), 1 − F1,n(v)})

= min
v∈R

(min {F0,m(v), F1,n(v)} + 1 − max {F0,m(v), F1,n(v)})

= min
v∈R

(1 − |F0,m(v) − F1,n(v)|)

= 1 − max
v∈R

|F0,m(v) − F1,n(v)|

= 1 −Dm,n
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by definition. �

Let

p̃m,n(x) = P ({ω ∈ Ω : Dm,n(ω) ≥ x}) (x ∈ R).

The p-value of Dm,n under H0 : F0 = F1 is given by p̃m,n(Dm,n). Since

Dm,n = 1 − ρ1,m,n by Proposition 2.7, we have

p̃m,n(x) = P ({ω ∈ Ω : ρ1,m,n(ω) ≤ 1 − x}) = p1,m,n(1 − x) (x ∈ R).

Hence p̃m,n(Dm,n) is equivalent to the p-value of ρ1,m,n under H0 because

p̃m,n(Dm,n) = p1,m,n(1 −Dm,n) = p1,m,n(ρ1,m,n).

Therefore, the OVL-1 is equivalent to the Smirnov test.

3. Algorithms for the OVL-q

3.1. Basic principles

Definition 3.1. For k ∈ N+, let Γk = {0, 1}k and define N1(γ) =∑k
i=1 γi and N0(γ) = k − N1(γ) for γ = (γ1, . . . , γk) ∈ Γk. Let Γ0 = {e}

where e is the empty sequence, and define N0(e) = N1(e) = 0. Define

γi:j = (γi+1, . . . , γj) for γ = (γ1, . . . , γk) ∈ Γk (k ≥ 1) and i, j ∈ {0, . . . , k}
(i < j), and γi:i = e for γ ∈ Γk (k ≥ 0) and i ∈ {0, . . . , k}. Let Γk,l = {γ ∈
Γk+l : N0(γ) = k,N1(γ) = l} for k, l ∈ N. For γ ∈ Γm,n and q ∈ N+, define

ρ̂q(γ) = min
0≤j1≤···≤jq≤m+n

r̂γ (j1, . . . , jq),(8)

where

r̂γ (j1, . . . , jq) =

q∑
i=0

min
{
F̂0,γ |ji+1

ji
, F̂1,γ |ji+1

ji

}
,(9)

F̂0,γ (i) =
N0(γ0:i)

m
, F̂1,γ (i) =

N1(γ0:i)

n
,(10)

j0 = 0, and jq+1 = m + n. Note that 0 ≤ r̂γ (j1, . . . , jq) ≤ 1, and hence

0 ≤ ρ̂q(γ) ≤ 1.(11)
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Let Ω̂ be the set of all ω ∈ Ω such that X1(ω), . . . , Xm(ω), Y1(ω), . . . ,

Yn(ω) are all distinct. Since F0 and F1 are continuous, we can see that

P
(
Ω̂
)

= 1.(12)

Hence we can put {Z1, . . . , Zm+n} = {X1, . . . , Xm, Y1, . . . , Yn} with Z1 <

· · · < Zm+n almost surely. We also put Z0 = Z1 − 1. Now define γ̂ =

(γ̂1, . . . , γ̂m+n) ∈ Γm,n on Ω̂ by

γ̂j =

{
0 if Zj ∈ {X1, . . . , Xm},
1 if Zj ∈ {Y1, . . . , Yn}.

Remark 3.2. By (1) and (10), we have F̂
0,γ̂ (i) = F0,m(Zi) and

F̂
1,γ̂ (i) = F1,n(Zi) for all i ∈ {0, . . . ,m + n}.

Remark 3.3. Under the null hypothesis H0 : F0 = F1, we have γ̂(Ω̂) =

Γm,n and

P ({ω ∈ Ω̂ : γ̂(ω) = γ}) = (#Γm,n)−1 =

(
m + n

m

)−1

for all γ ∈ Γm,n.

Proposition 3.4. For q ∈ N+, ρ̂q(γ̂) = ρq,m,n ∈ [0, 1].

Proof. By (4) and (8), we have

ρ̂q(γ̂) = min
0≤j1≤···≤jq≤m+n

r̂γ̂ (j1, . . . , jq)

= min
0≤j1≤···≤jq≤m+n

rm,n(Zj1 , . . . , Zjq)

= min
(v1,...,vq)∈Rq

≤

rm,n(v1, . . . , vq)

= ρq,m,n ∈ [0, 1],

noting that

r̂γ̂ (j1, . . . , jq) =

q∑
i=0

min
{
F̂

0,γ̂

∣∣ji+1

ji
, F̂

1,γ̂

∣∣ji+1

ji

}
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=

q∑
i=0

min
{
F0,m

∣∣Zji+1

Zji
, F1,n

∣∣Zji+1

Zji

}
= rm,n(Zj1 , . . . , Zjq)

by (3) and (9), where j0 = 0 and jq+1 = m + n. �

Theorem 3.5. Under the null hypothesis H0 : F0 = F1, we have

pq,m,n(x) =
# {γ ∈ Γm,n : ρ̂q(γ) ≤ x}

#Γm,n
(x ∈ R)

for q ∈ N+.

Proof. This is obvious from (6), (12), Remark 3.3, and Proposi-

tion 3.4. �

With this theorem, we can naively perform the OVL-q (see Section 2.2).

Let us call this algorithm the naive OVL-q. If q = 2 and m = n, a faster

algorithm can be applied, as described in the next subsection. An optimized

algorithm for the OVL-1 (equivalent to the Smirnov test; see Section 2.3)

has been previously proposed by [8].

3.2. A faster algorithm to calculate p2,n,n

Throughout this subsection, we assume that m = n and H0 : F0 = F1

hold.

Proposition 3.6. For any γ ∈ Γn,n and q ∈ N+, there exists k ∈
{0, . . . , n} such that ρ̂q(γ) = k/n.

Proof. It follows from (8), (9) and (11) that

ρ̂q(γ) = min
0≤j1≤···≤jq≤m+n

q∑
i=0

min
{
F̂0,γ |ji+1

ji
, F̂1,γ |ji+1

ji

}
∈ [0, 1]

where j0 = 0 and jq+1 = m + n. Noting that

min
{
F̂0,γ |ji+1

ji
, F̂1,γ |ji+1

ji

}
∈
{

0,
1

n
,
2

n
, . . .

}
by (10), we obtain the claim. �
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Remark 3.7. We can see from Proposition 3.6 that the distribution

function pq,n,n in Theorem 3.5 is uniquely determined by the values

pq,n,n(k/n) for k = 0, . . . , n.

Definition 3.8. Define a sequence {Qi(x)} of polynomials in x induc-

tively by

Q1(x) = Q0(x) = 1,

Qi+2(x) = Qi+1(x) − xQi(x) (i ∈ N).

We denote by Q′
i(x) the derivative of Qi(x). Note that Q0(x), Q1(x), . . .

can be regarded as formal power series. For a formal power series Q(x),

we denote by [xk]Q(x) the coefficient of xk in Q(x), and by 1/Q(x) the

multiplicative inverse of Q(x) (if it exists).

We can find {Qi(x)} in [10] as a variation of the Fibonacci polynomials.

For each i ∈ N, we can easily see that [x0]Qi(x) = 1, and hence 1/Qi(x)

exists.

Theorem 3.9. For k = 0, . . . , n, we have

#

{
γ ∈ Γn,n : ρ̂2(γ) ≥ 1 − k

n

}
= [xn]

(
Q′

k+1(x)

Qk(x)
−

Q′
k+2(x)

Qk+1(x)

)
.(13)

See Section 7 for the proof of Theorem 3.9.

Remark 3.10. For k = 0, . . . , n, Theorem 3.5 and Proposition 3.6 im-

ply

p2,n,n

(
k

n

)
= 1 − #

{
γ ∈ Γn,n : ρ̂2(γ) > k

n

}
#Γn,n

= 1 − #
{
γ ∈ Γn,n : ρ̂2(γ) ≥ k+1

n

}
#Γn,n

,

where

#

{
γ ∈ Γn,n : ρ̂2(γ) ≥ k + 1

n

}
= [xn]

(
Q′

n−k(x)

Qn−k−1(x)
−

Q′
n−k+1(x)

Qn−k(x)

)
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if k ≤ n− 1, by Theorem 3.9. It is obvious that p2,n,n(n/n) = 1.

Remarks 3.7 and 3.10 imply that we can calculate p2,n,n with the use of

{Qi(x)}. Let us call this algorithm the fast OVL-2. In Section 4.1, we will

numerically compare the computation times of the naive and fast OVL-2.

4. Numerical Experiments

4.1. Computation times of the naive and fast OVL-2

We performed the following benchmark test on a personal computer

with min 2200 MHz – max 5083 MHz CPU (AMD Ryzen 9 5950X 16-Core

Processor), 62.8 GiB RAM, and Linux 5.16.14 (Arch Linux). For each

n ∈ {10, 12, 14, 16}, we compared the mean computation times of the naive

and fast OVL-2 (averaged over 10 computations for the naive; 100000 com-

putations for the fast) to calculate p2,n,n(1/2). We further measured the

mean computation time of the fast OVL-2 (averaged over 10 computations)

to calculate p2,n,n(1/2) with n ∈ {500, 1000, 5000, 10000}. The source code

used here was written in Rust (2021 edition, rustc 1.58.1), and is published

at https://github.com/fiveseven-lambda/fast-OVL-benchmark/.

Table 1 shows the result of the benchmark test. As can be seen, the

fast OVL-2 was much faster than the naive OVL-2 (e.g., more than one

million times faster to compute p2,16,16(1/2)). The calculation of p2,n,n(1/2)

with n ∈ {500, 1000, 5000, 10000} was computationally difficult for the naive

Table 1.

Mean computation time [ms]
n naive OVL-2 fast OVL-2

10 9 0.026
12 135 0.026
14 2153 0.028
16 34361 0.023

500 – 12
1000 – 49
5000 – 1865

10000 – 8027
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OVL-2 but easy for the fast OVL-2 (e.g., the fast OVL-2 could compute

p2,10000,10000(1/2) in around eight seconds).

4.2. The statistical power of the OVL-2 test

In this experiment, we focused on the case m = n and simulated X1, . . . ,

Xn, Y1, . . . , Yn in Definition 2.1, with f0 and f1 in Remark 2.5 being spe-

cific functions (described in the next paragraph). The random samples

were subjected to the OVL-1, OVL-2, and other statistical tests (i.e., the

Welch t [12], two-tailed F [11, Section 6.12], Mann-Whitney U [7], and

two-sample Cramér-von Mises test [1]) to verify the null hypothesis H0 :

F0 = F1 with 95% confidence interval. This trial (from the generation

of 2n random samples) was repeated 20000 times independently for each

n ∈ {22, 23, . . . , 212}, and the statistical power (or equivalently the rejection

ratio) of each test was calculated. The source code used here was written in

Rust (2021 edition, rustc 1.58.1) and Python (version 3.9), and is published

at https://github.com/fiveseven-lambda/OVL-q-test-comparison.

As probability density functions, we used

Normalµ,σ (x) =
1√
2πσ

exp

(
−(x− µ)2

2σ2

)
(x ∈ R)

with µ ∈ R and σ > 0 for normal distributions;

Trapezoidal (x) =


(x + 2)/2 if − 2 ≤ x ≤ −

√
2,

(2 −
√

2)/2 if −
√

2 < x ≤
√

2,

(−x + 2)/2 if
√

2 < x ≤ 2,

0 if x < −2 or 2 < x

for a trapezoidal distribution;

Triangular (x) =


(x +

√
6)/6 if −

√
6 ≤ x ≤ 0,

(−x +
√

6)/6 if 0 < x ≤
√

6,

0 if x < −
√

6 or
√

6 < x

for a triangular distribution;

Mixed (x) =
1

2
(Normal−0.8,0.6 + Normal0.8,0.6) (x) (x ∈ R)
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Fig. 1. The random variables X1, . . . , Xn, Y1, . . . , Yn were realized with f0 = Normal0,1
and f1 = Normal0,1.1, and subjected to the statistical tests (the OVL-1, OVL-2, Welch
t, F , Mann-Whitney U , and Cramér-von Mises test) to verify the null hypothesis
H0 : F0 = F1 with 95% confidence interval. This trial was repeated 20000 times
independently for each n ∈ {22, 23, . . . , 212}, and the statistical power of each test was
evaluated. Note that Normal0,1 has mean 0 and variance 1, while Normal0,1.1 has
mean 0 and variance 1.21.

Fig. 2. The random variables X1, . . . , Xn, Y1, . . . , Yn were realized with f0 = Normal0,1
and f1 = Trapezoidal, and subjected to the statistical tests (the OVL-1, OVL-2, Welch
t, F , Mann-Whitney U , and Cramér-von Mises test) to verify the null hypothesis
H0 : F0 = F1 with 95% confidence interval. This trial was repeated 20000 times
independently for each n ∈ {22, 23, . . . , 212}, and the statistical power of each test was
evaluated. Note that Normal0,1 and Trapezoidal have mean 0 and variance 1.
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Fig. 3. The random variables X1, . . . , Xn, Y1, . . . , Yn were realized with f0 = Normal0,1
and f1 = Triangular, and subjected to the statistical tests (the OVL-1, OVL-2, Welch
t, F , Mann-Whitney U , and Cramér-von Mises test) to verify the null hypothesis
H0 : F0 = F1 with 95% confidence interval. This trial was repeated 20000 times
independently for each n ∈ {22, 23, . . . , 212}, and the statistical power of each test was
evaluated. Note that Normal0,1 and Triangular have mean 0 and variance 1.

Fig. 4. The random variables X1, . . . , Xn, Y1, . . . , Yn were realized with f0 = Normal0,1
and f1 = Mixed, and subjected to the statistical tests (the OVL-1, OVL-2, Welch
t, F , Mann-Whitney U , and Cramér-von Mises test) to verify the null hypothesis
H0 : F0 = F1 with 95% confidence interval. This trial was repeated 20000 times
independently for each n ∈ {22, 23, . . . , 212}, and the statistical power of each test was
evaluated. Note that Normal0,1 and Mixed have mean 0 and variance 1.
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Fig. 5. The random variables X1, . . . , Xn, Y1, . . . , Yn were realized with f0 = Normal0,1
and f1 = Normal0.2,1, and subjected to the statistical tests (the OVL-1, OVL-2, Welch
t, F , Mann-Whitney U , and Cramér-von Mises test) to verify the null hypothesis
H0 : F0 = F1 with 95% confidence interval. This trial was repeated 20000 times
independently for each n ∈ {22, 23, . . . , 212}, and the statistical power of each test was
evaluated. Note that Normal0,1 has mean 0 and variance 1, while Normal0.2,1 has
mean 0.2 and variance 1.

for a mixed normal distribution. As a control function, we fixed f0 =

Normal0,1.

Figures 1 to 5 show the experimental results:

• In the case f1 = Normal0,1.1 where f0 and f1 were the densities of two

normal distributions with identical means and different variances, the

power of the F test was the highest, followed by the OVL-2, Cramér-

von Mises, OVL-1, and then Welch t or Mann-Whitney U test (Fig-

ure 1).

• In the case f1 ∈ {Trapezoidal,Triangular,Mixed} where f0 and f1

were the densities of two different distributions with identical means

and variances, the power of the OVL-2 test was the highest, followed

by the OVL-1 or Cramér-von Mises, Welch t or Mann-Whitney U ,

and then F test (Figures 2 to 4).

• In the case f1 = Normal0.2,1 where f0 and f1 were the densities of

two normal distributions with different means and identical variances,
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the power of the Welch t test was the highest, followed by the Mann-

Whitney U , Cramér-von Mises, OVL-1, OVL-2, and then F test (Fig-

ure 5).

5. Conclusion

Based on the OVL estimation, we have devised a novel statistical frame-

work for two-sample testing: the OVL-q (q ∈ N+), which can be regarded

as a natural extension of the Smirnov test (since the OVL-1 is equivalent

to the Smirnov test). We have explained and implemented the algorithms

for the OVL-q (in particular, the fast OVL-2 algorithm). Furthermore, we

have demonstrated the superiority of the OVL-2 over conventional statisti-

cal tests in some experiments, although the reason for this is not clear at

present.

One limitation is that we are currently unable to rapidly perform the

OVL-2 if m �= n or the OVL-q if q ≥ 3. To overcome this, we should explore

the possibility of expanding fast and exact algorithms for the OVL-q, or

should investigate the asymptotic distribution of ρq,m,n (as m,n → ∞) to

approximate the OVL-q in future works. The treatment of ties (which may

occur in Ω \ Ω̂ if F0 or F1 is practically discontinuous) is also an impor-

tant topic of research. In addition, it is meaningful to further evaluate the

statistical power of the OVL-q both in simulations and in real observations.

6. Proof for Theorem 2.6

Definition 6.1. In the setting of Definition 2.4, we say that {ξi} con-

verges completely to ξ if

∞∑
i=1

P ({ω ∈ Ω : d (ξi(ω), ξ(ω)) > ε}) < ∞

for any ε > 0.

Remark 6.2 (see [5] for reference). It is well known that {ξi} con-

verges almost surely to ξ if and only if

lim
l→∞

P

(∞⋃
i=l

{ω ∈ Ω : d (ξi(ω), ξ(ω)) > ε}
)

= 0
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for any ε > 0. Note that if {ξi} converges completely to ξ, then {ξi}
converges almost surely to ξ.

Theorem 6.3 (the Glivenko-Cantelli theorem. See [9, Theorem A, Sec-

tion 2.1.4] for the proof). As m → ∞ and n → ∞,

sup
x∈R

|F0,m(x) − F0(x)|, sup
x∈R

|F1,n(x) − F1(x)|

converge completely to 0, respectively.

Lemma 6.4 (see [6, Lemma A.12] for the proof). If x, y, z, w ∈ R, then

(a) |max {x, y} − max {z, w}| ≤ |x− z| + |y − w|,

(b) |min {x, y} − min {z, w}| ≤ |x− z| + |y − w|.

In accordance with Theorem 2.6, let F0 and F1 be differentiable on

R with continuous derivatives f0 and f1, respectively, #C ′(f0, f1) < ∞,

C(f0, f1) = {c1, . . . , cN} with c1 < · · · < cN , c = (c1, . . . , cN ), c0 = −∞,

and cN+1 = ∞.

Remark 6.5. It follows from (5) and Definition 2.2 that r(c) = ρ.

Definition 6.6. For q ∈ N+, define

Vq = arg min
v∈Rq

≤

r(v),

Vq,m,n = arg min
v∈Rq

≤

rm,n(v),

Cq = {(ci1 , . . . , ciq) : 1 ≤ i1 < · · · < iq ≤ N}.

Remark 6.7. It follows from (4), Theorems 6.9 and 6.13, and Corol-

lary 6.12 that Vq �= ∅ and Vq,m,n �= ∅ for all q ∈ N+. It is obvious that

CN = {c} and Cq = ∅ if q > N .

Lemma 6.8. Suppose q ∈ N+, v = (v1, . . . , vq) ∈ R
q
≤, v0 = −∞, and

vq+1 = ∞. If vi < cs < vi+1 for some i ∈ {0, . . . , q} and s ∈ {1, . . . , N},
then r(v) > ρ.
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Proof. Since #C ′(f0, f1) < ∞, there is an open interval U ⊂ (vi, vi+1)

with U ∩ C ′(f0, f1) = {cs}, so that [f0(a) − f1(a)][f0(b) − f1(b)] < 0 for all

a, b ∈ U with a < cs < b. Now fix such a and b. Without loss of generality,

we assume that f0(a) < f1(a) and f0(b) > f1(b). If F0|vi+1
vi ≤ F1|vi+1

vi , then

r(v) − ρ

=

q∑
j=0

(
min

{∫ vj+1

vj

f0(x) dx,

∫ vj+1

vj

f1(x) dx

}

−
∫ vj+1

vj

min {f0(x), f1(x)} dx

)

≥ min

{∫ vi+1

vi

f0(x) dx,

∫ vi+1

vi

f1(x) dx

}
−
∫ vi+1

vi

min {f0(x), f1(x)} dx

=

∫ vi+1

vi

(f0(x) − min {f0(x), f1(x)}) dx

≥
∫ b

cs

(f0(x) − f1(x)) dx

> 0.

We can similarly prove that r(v) − ρ > 0 if F0|vi+1
vi > F1|vi+1

vi . �

Theorem 6.9. The minimum of r on RN
≤ is ρ, which is uniquely at-

tained at c.

Proof. If v = (v1, . . . , vN ) ∈ RN
≤ with v �= c, then cs /∈ {v1, . . . , vN}

for some s, hence vi < cs < vi+1 for some i as in the assumption of Lemma

6.8, so that r(v) > ρ = r(c) (note Remark 6.5). �

Theorem 6.10. If q ∈ {1, . . . , N − 1} and v ∈ R
q
≤, then r(v) > r(c).

Proof. Since q < N , cs /∈ {v1, . . . , vq} for some s. The proof is similar

as that of Theorem 6.9. �

Theorem 6.11. If q ∈ {1, . . . , N − 1}, then for any v = (v1, . . . , vq) ∈
R
q
≤, there exists w = (cj1 , . . . , cjq) with 1 ≤ j1 ≤ · · · ≤ jq ≤ N such that

r(w) ≤ r(v).
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Proof. Let v = (v1, . . . , vq) ∈ R
q
≤, v0 = −∞, vq+1 = ∞, and

η(v) = #{i ∈ {1, . . . , q} : vi /∈ C(f0, f1)}.

The statement obviously holds when η(v) = 0. Hence suppose η(v) > 0.

Then we can choose i ∈ {1, . . . , q} and s ∈ {1, . . . , N} satisfying cs−1 <

vi < cs ≤ vi+1 or vi−1 ≤ cs < vi < cs+1. We will only prove the case

cs−1 < vi < cs ≤ vi+1, as the other is similar. Without loss of generality,

we may assume that f0 ≤ f1 on (cs−1, cs), so that F0|vics−1
< F1|vics−1

and

F0|csvi < F1|csvi , since #C ′(f0, f1) < ∞. In the following, we consider the

cases (I) F0|vivi−1
≤ F1|vivi−1

and (II) F0|vivi−1
> F1|vivi−1

.

(I) Suppose F0|vivi−1
≤ F1|vivi−1

. Then

F0|csvi−1
< F1|csvi−1

,

Fj |csvi−1
= Fj |vivi−1

+ Fj |csvi (j = 0, 1),

Fj |vi+1
cs = Fj |vi+1

vi − Fj |csvi (j = 0, 1),

hence

min
j

Fj |csvi−1
+ min

j
Fj |vi+1

cs = F0|csvi−1
+ min

j
(Fj |vi+1

vi − Fj |csvi )

= F0|vivi−1
+ F0|csvi + min

j
(Fj |vi+1

vi − Fj |csvi )

≤ F0|vivi−1
+ F0|csvi + min

j
Fj |vi+1

vi − F0|csvi
= F0|vivi−1

+ min
j

Fj |vi+1
vi

= min
j

Fj |vivi−1
+ min

j
Fj |vi+1

vi ,

and setting v′ = (v1, . . . , vi−1, cs, vi+1, . . . , vq) ∈ R
q
≤ results in η(v′) < η(v)

and r(v′) ≤ r(v).

(II) Suppose F0|vivi−1
> F1|vivi−1

. Since f0 ≤ f1 on (cs−1, cs), we can see

that vi−1 < cs−1 < vi and F0|cs−1
vi−1 > F1|cs−1

vi−1 . (II-i) First consider the case

F0|vi+1
vi ≤ F1|vi+1

vi . Then F0|vi+1
cs−1 < F1|vi+1

cs−1 , hence

min
j

Fj |cs−1
vi−1

+ min
j

Fj |vi+1
cs−1 = F1|cs−1

vi−1
+ F0|vi+1

cs−1

= F1|cs−1
vi−1

+ F0|vics−1
+ F0|vi+1

vi

< F1|cs−1
vi−1

+ F1|vics−1
+ F0|vi+1

vi
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= F1|vivi−1
+ F0|vi+1

vi

= min
j

Fj |vivi−1
+ min

j
Fj |vi+1

vi ,

and setting v′ = (v1, . . . , vi−1, cs−1, vi+1, . . . , vq) ∈ R
q
≤ results in η(v′) <

η(v) and r(v′) < r(v). (II-ii) Next consider the case F0|vi+1
vi > F1|vi+1

vi . (II-ii-

a) If there is x ∈ (cs−1, vi) such that F0|vi+1
x ≤ F1|vi+1

x , then F0|xvi−1
> F1|xvi−1

,

hence the case (II-i) applies to v′′ = (v1, . . . , vi−1, x, vi+1, . . . , vq) ∈ R
q
≤,

where η(v′′) = η(v) and

r(v′′) − r(v) = min
j

Fj |xvi−1
+ min

j
Fj |vi+1

x − min
j

Fj |vivi−1
− min

j
Fj |vi+1

vi

= F1|xvi−1
+ F0|vi+1

x − F1|vivi−1
− F1|vi+1

vi

≤ F1|xvi−1
+ F1|vi+1

x − F1|vivi−1
− F1|vi+1

vi

= 0.

(II-ii-b) If F0|vi+1
x > F1|vi+1

x for any x ∈ (cs−1, vi), then F0|vi+1
cs−1 ≥ F1|vi+1

cs−1 , and

setting v′ = (v1, . . . , vi−1, cs−1, vi+1, . . . , vq) ∈ R
q
≤ results in η(v′) < η(v)

and

r(v′) − r(v) = min
j

Fj |cs−1
vi−1

+ min
j

Fj |vi+1
cs−1 − min

j
Fj |vivi−1

− min
j

Fj |vi+1
vi

= F1|cs−1
vi−1

+ F1|vi+1
cs−1 − F1|vivi−1

− F1|vi+1
vi

= 0.

Taken together, for any v ∈ R
q
≤ with η(v) > 0, there exists v′ ∈ R

q
≤ such

that η(v′) < η(v) and r(v′) ≤ r(v). The statement follows by induction. �

Corollary 6.12. If q ∈ {1, . . . , N − 1}, then there exists c′ ∈ Cq such

that r(c′) = inf {r(v) : v ∈ R
q
≤}. Furthermore, r(c′) > r(c).

Proof. Since there are only finitely many choices for w ∈ R
q
≤ in The-

orem 6.11, we can choose w′ = (ci1 , . . . , ciq) ∈ arg minwr(w), where w

ranges over the choices. Then r(w′) ≤ r(v) for all v ∈ R
q
≤. Suppose

w′ /∈ Cq and put A = {ci1 , . . . , ciq}. Then #A < q, and there exists

A′ = {cj1 , . . . , cjq} such that A ⊂ A′ and 1 ≤ j1 < · · · < jq ≤ N . Putting

c′ = (cj1 , . . . , cjq), we have c′ ∈ Cq and r(c′) ≤ r(w′) by definition. Hence

r(c′) = r(w′) = min {r(v) : v ∈ R
q
≤}. Furthermore, r(c′) > r(c) by Theo-

rem 6.10. �
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Theorem 6.13. For q = N + 1, N + 2, . . . , the minimum of r on R
q
≤

is ρ.

Proof. Since {c1, . . . , cN} ⊂ {v1, . . . , vq} implies r(c) =

r(v1, . . . , vq), the claim follows by Remark 6.5 and Lemma 6.8. �

Remark 6.14. For some q ∈ {1, . . . , N − 1}, v ∈ Vq does not nec-

essarily imply v ∈ Cq. (Note that VN = CN = {c} by Theorem 6.9 and

CN+1 = CN+2 = · · · = ∅.) Here we give an example for the case where

N = 3, q = 2, and V2 �⊂ C2. Assume that f0 and f1 are defined by

f0(x) =

{
1−cosx

4π (0 ≤ x ≤ 4π),

0 (otherwise),
f1(x) =

{
1+cosx

4π (π ≤ x ≤ 5π),

0 (otherwise).

Then (3π/2, 11) is in V2 but not in C2 = {(3π/2, 5π/2), (3π/2, 7π/2), (5π/2,

7π/2)}. (Note that 7π/2 = 10.995 . . . < 11.)

The measurability of supv∈Rq
≤
|rm,n(v) − r(v)| on Ω can be proved by

the same argument as in Remark 2.3.

Theorem 6.15. For q ∈ N+, supv∈Rq
≤
|rm,n(v) − r(v)| converges al-

most surely to 0 as m,n → ∞.

Proof. For v ∈ R
q
≤, we have

|rm,n(v) − r(v)| ≤
q∑

i=0

∣∣min
{
F0,m|vi+1

vi , F1,n|vi+1
vi

}
− min

{
F0|vi+1

vi , F1|vi+1
vi

}∣∣
≤

q∑
i=0

(∣∣∣F0,m|vi+1
vi − F0|vi+1

vi

∣∣∣+ ∣∣∣F1,n|vi+1
vi − F1|vi+1

vi

∣∣∣)
by definition and Lemma 6.4. Since∣∣∣F0,m|vi+1

vi − F0|vi+1
vi

∣∣∣ ≤ |F0,m(vi+1) − F0(vi+1)| + |F0,m(vi) − F0(vi)|

≤ 2 sup
x∈R

|F0,m(x) − F0(x)| ,∣∣∣F1,n|vi+1
vi − F1|vi+1

vi

∣∣∣ ≤ |F1,n(vi+1) − F1(vi+1)| + |F1,n(vi) − F1(vi)|

≤ 2 sup
x∈R

|F1,n(x) − F1(x)| ,
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we obtain

sup
v∈Rq

≤

|rm,n(v) − r(v)|

≤ 2(q + 1)

(
sup
x∈R

|F0,m(x) − F0(x)| + sup
x∈R

|F1,n(x) − F1(x)|
)
,

whose right side converges almost surely to 0 as m,n → ∞ by Remark 6.2

and Theorem 6.3. �

Definition 6.16. Let (A, d) be a metric space. We define a discrep-

ancy of A1 ⊂ A from A2 ⊂ A by

D(A1, A2) = sup
a1∈A1

(
inf

a2∈A2

d(a1, a2)

)
.

If the metric space is Rq (q ∈ N+) with the Euclidean metric, we write Dq

in place of D.

Lemma 6.17. Let (A, d) be a metric space. Let g and gi,j (i, j ∈ N+)

be real functions on A such that min {g(t) : t ∈ A} and min {gi,j(t) : t ∈ A}
exist. Put T = arg mint∈A g(t) and Ti,j = arg mint∈A gi,j(t). Suppose g is

continuous on A, supt∈A |gi,j(t) − g(t)| → 0 as i, j → ∞, and there is a

compact set K ⊂ A such that

min {g(t) : t ∈ A} < inf {g(t) : t ∈ A \K} .

Then D(Ti,j , T ) → 0 as i, j → ∞.

Proof. If T ′ = arg maxt∈A (−g(t)) and T ′
i,j = arg maxt∈A (−gi,j(t)),

then T ′ = T and T ′
i,j = Ti,j , hence D(Ti,j , T ) = D(T ′

i,j , T
′) → 0 by [6,

Lemma A.15] (replace g and gi with −g and −gi,j , respectively). �

Lemma 6.18. There exists a compact set K ⊂ RN
≤ such that

min
{
r(v) : v ∈ RN

≤
}
< inf

{
r(v) : v ∈ RN

≤ \K
}
.
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Proof. By Theorem 6.9 and Corollary 6.12, there exist

Mq = min
{
r(v) : v ∈ R

q
≤

}
(q = 1, . . . , N)

and M = min {M1, . . . ,MN−1} > MN . Choose ε > 0 with ε < (M−MN )/3.

We can take α, β ∈ R with α < β such that Fj(α) < ε and 1 − Fj(β) < ε

(j = 0, 1), since Fj are nondecreasing functions with limx→−∞ Fj(x) = 0 and

limx→∞ Fj(x) = 1. Let K = [α, β]N ∩ RN
≤ and v = (v1, . . . , vN ) ∈ RN

≤ \K.

Then v1 < α or vN > β holds.

Suppose v1 < α and put v′ = (v2, . . . , vN ). Using Lemma 6.4, we obtain

∣∣r(v) − r(v′)
∣∣ = ∣∣∣∣min

j
Fj |v1

−∞ + min
j

Fj |v2
v1

− min
j

Fj |v2
−∞

∣∣∣∣
≤
∣∣∣∣min

j
Fj |v1

−∞

∣∣∣∣+ ∣∣∣∣min
j

Fj |v2
v1

− min
j

Fj |v2
−∞

∣∣∣∣
< ε +

∣∣∣F0|v2
v1

− F0|v2
−∞

∣∣∣+ ∣∣∣F1|v2
v1

− F1|v2
−∞

∣∣∣
= ε +

∣∣∣F0|v1
−∞

∣∣∣+ ∣∣∣F1|v1
−∞

∣∣∣
< 3ε.

Hence M ≤ r(v′) ≤ |r(v′) − r(v)| + r(v) < 3ε + r(v). We can similarly

prove that M < 3ε + r(v) for the case vN > β.

Therefore M < 3ε + r(v) for all v ∈ RN
≤ \K, so that

MN < M − 3ε ≤ inf {r(v) : v ∈ RN
≤ \K}

holds. This is the claim. �

The measurability of DN (VN,m,n,VN ) will be proved at the end of this

section.

Theorem 6.19. As m,n → ∞, DN (VN,m,n,VN ) converges almost

surely to 0.

Proof. In Lemma 6.17, let (A, d) be the subspace RN
≤ of the Euclidean

metric space RN , g = r (which is continuous on RN
≤ ), and gi,j = ri,j . Then

by Remark 6.7, Theorem 6.15, and Lemma 6.18, the assumptions in Lemma
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6.17 are satisfied almost surely, hence DN (VN,m,n,VN ) converges almost

surely to 0 as m,n → ∞. �

Corollary 6.20. As m,n → ∞, vm,n ∈ VN,m,n converges almost

surely to c.

Proof. Since VN = {c} by Theorem 6.9, we have

DN (VN,m,n,VN ) = sup
v∈VN,m,n

d(v, c) ≥ d(vm,n, c).

Hence the claim follows from Theorem 6.19. �

We cannot guarantee that vm,n is necessarily measurable. We mean

by “vm,n converges almost surely to c” that there exists a measurable set

A ⊂ {ω ∈ Ω : limm,n→∞ vm,n = c} with P (A) = 1. In fact, we can take

A = {ω ∈ Ω : limm,n→∞DN (VN,m,n,VN ) = 0}. If (Ω,A, P ) is complete, we

have P ({ω ∈ Ω : limm,n→∞ vm,n = c}) = 1.

Theorem 6.21. As m,n → ∞, ρN,m,n converges almost surely to ρ.

Proof. Let vm,n = (v1, . . . , vN ) ∈ VN,m,n, v0 = −∞, and vN+1 = ∞.

By Definition 2.2, Lemma 6.4, and Theorem 6.9, we have

|ρN,m,n − ρ| = |rm,n(vm,n) − r(c)|

≤
N∑
i=0

(∣∣∣F0,m|vi+1
vi − F0|ci+1

ci

∣∣∣+ ∣∣∣F1,n|vi+1
vi − F1|ci+1

ci

∣∣∣) ,
where∣∣∣F0,m|vi+1

vi − F0|ci+1
ci

∣∣∣ = |F0,m(vi+1) − F0,m(vi) − F0(ci+1) + F0(ci)|

≤ |F0,m(vi+1) − F0(vi+1)| + |F0(vi+1) − F0(ci+1)|
+ |F0,m(vi) − F0(vi)| + |F0(vi) − F0(ci)|

and∣∣∣F1,n|vi+1
vi − F1|ci+1

ci

∣∣∣ = |F1,n(vi+1) − F1,n(vi) − F1(ci+1) + F1(ci)|

≤ |F1,n(vi+1) − F1(vi+1)| + |F1(vi+1) − F1(ci+1)|
+ |F1,n(vi) − F1(vi)| + |F1(vi) − F1(ci)| .
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Now recall that we are considering the probability space (Ω,A, P ). By

Remark 6.2 and Theorem 6.3, there exists A1 ∈ A with P (A1) = 1 such

that for each ω ∈ A1,

sup
x∈R

|F0,m(x) − F0(x)| → 0, sup
x∈R

|F1,n(x) − F1(x)| → 0

as m,n → ∞. Since F0 and F1 are continuous on R and vm,n = (v1, . . . , vN )

→ c almost surely as m,n → ∞ by Corollary 6.20, there exists A2 ∈ A with

P (A2) = 1 such that for each ω ∈ A2,

|Fk(vi) − Fk(ci)| → 0 (k = 0, 1; i = 1, . . . , N)

as m,n → ∞. Put A = A1 ∩ A2. Then P (A) = 1. For each ω ∈ A and for

any ε > 0, there exist integers N1(ω), N2(ω) such that m,n ≥ N1(ω) implies

sup
x∈R

|F0,m(x) − F0(x)| < ε, sup
x∈R

|F1,n(x) − F1(x)| < ε

and m,n ≥ N2(ω) implies

|Fk(vi) − Fk(ci)| < ε (k = 0, 1; i = 1, . . . , N),

hence m,n ≥ N(ω) = max {N1(ω), N2(ω)} implies∣∣∣F0,m|vi+1
vi − F0|ci+1

ci

∣∣∣+ ∣∣∣F1,n|vi+1
vi − F1|ci+1

ci

∣∣∣ < 8ε

for i = 0, . . . , N , and therefore

|ρN,m,n(ω) − ρ| <
N∑
i=0

8ε = 8(N + 1)ε.

Since ε was arbitrary, ρN,m,n → ρ almost surely as m,n → ∞. �

Note that Theorem 6.21 is exactly Theorem 2.6.

Hereafter, we prove that DN (VN,m,n,VN ) is measurable on Ω (related to

Theorem 6.19).

Definition 6.22. Let (Z1, γ1), . . . , (Zm+n, γm+n) be the rearrange-

ment of (X1, 0), . . . , (Xm, 0), (Y1, 1), . . . , (Yn, 1) with Z1 ≤ · · · ≤ Zm+n, T
be the set of tuples (t1, . . . , tl) of positive integers with t1 + · · ·+ tl = m+n,
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Rm+n
(t1,...,tl)

the set of real m + n-tuples (v1, . . . , vm+n) with v1 = · · · = vt1 <

vt1+1 = · · · = vt1+t2 < · · · < vt1+···+tl−1+1 = · · · = vm+n, and S(t1,...,tl) =

({0, 1}t1/ ∼) × · · · × ({0, 1}tl/ ∼), where {0, 1}t/ ∼ denotes the t-th sym-

metric product of {0, 1}. For t ∈ T and s ∈ St, let Ωt = {ω ∈ Ω :

(Z1, . . . , Zm+n) ∈ Rm+n
t }, Ωt,s = {ω ∈ Ωt : (γ1, . . . , γm+n) corresponds to

s}. Put I0 = (−∞, Z1) and Ii = [Zi, Zi+1) for i = 1, . . . ,m + n where

Zm+n+1 = ∞. Denote by J the set of N -tuples (j1, . . . , jN ) of inte-

gers with 0 ≤ j1 ≤ · · · ≤ jN ≤ m + n. For (j1, . . . , jN ) ∈ J , define

I(j1,...,jN ) = (Ij1 × · · · × IjN ) ∩ RN
≤ .

Remark 6.23. Since Rm+n
t are measurable and pairwise disjoint for

t ∈ T , so are Ωt. In addition, Rm+n
≤ =

⋃
t∈T Rm+n

t implies that Ω =⋃
t∈T Ωt, where Ωt equals the disjoint union of Ωt,s ∈ A over s ∈ St. Besides,

for any t ∈ T , there exists a nonempty set Jt ⊂ J such that, on the event

Ωt, RN
≤ equals the disjoint union of Ij (�= ∅) over j ∈ Jt.

For t ∈ T and s ∈ St, consider the event Ωt,s in the case Ωt,s �= ∅. Then

rm,n is constant on Ij for any j ∈ Jt, since it depends only on the rank

statistics of X1, . . . , Xm, Y1, . . . , Yn. Furthermore, there exists a nonempty

set Jt,s ⊂ Jt such that VN,m,n = arg minv∈RN
≤

rm,n(v) equals the disjoint

union of Ij (�= ∅) over j ∈ Jt,s.

Theorem 6.24. DN (VN,m,n,VN ) is measurable on Ω.

Proof. Let t ∈ T and s ∈ St. Since Ω equals the disjoint union

of Ωt,s ∈ A over t ∈ T and s ∈ St by Remark 6.23, it suffices to prove

the measurability of DN (VN,m,n,VN ) on each Ωt,s. In the rest of the proof,

we restrict DN (VN,m,n,VN ) to Ωt,s, which gives DN (VN,m,n,VN ) =

maxj∈Jt,s DN (Ij, {c}).
If there exists j = (j1, . . . , jN ) ∈ Jt,s such that j1 = 0 or jN = m + n,

then Ij = ((−∞, Z1) × Ij2 × · · · × IjN ) ∩ RN
≤ or Ij = (Ij1 × · · · × IjN−1 ×

[Zm+n,∞)) ∩ RN
≤ , so that DN (VN,m,n,VN ) = ∞ (the measurability is obvi-

ous).

Next, let j = (j1, . . . , jN ) ∈ Jt,s with 1 ≤ j1 ≤ · · · ≤ jN ≤ m + n − 1.

Then the closure Ij of Ij equals ([Zj1 , Zj1+1]×· · ·×[ZjN , ZjN+1])∩RN
≤ . Since

Ij �= ∅, we have Zjk < Zjk+1 for all k = 1, . . . , N . Put Vj = {(v1, . . . , vN ) ∈
Ij : vi ∈ {Zji , Zji+1} for i = 1, . . . , N}. We can see that Ij is the convex

hull of the finite vertex set Vj, so that supv∈Ij d(v, c) = maxv∈Vj
d(v, c)
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since Ij ⊃ Vj by definition and the closed ball with center c and radius

maxv∈Vj
d(v, c) contains Ij. Noting that supv∈Ij d(v, c) = supv∈Ij d(v, c),

we obtain DN (Ij, {c}) = maxv∈Vj
d(v, c). Since d(v, c) for each v ∈ Vj

is obviously measurable on Ωt,s, DN (Ij, {c}) and also DN (VN,m,n,VN ) are

measurable on Ωt,s. �

7. Proof for Theorem 3.9

Here we assume the same setting as in Section 3.2. We denote by R[x]

and R[[x]] the rings of polynomials and formal power series in x over a ring

R, respectively.

Definition 7.1 For γ ∈ Γk,k (k ∈ N), define

δγ (i) = N0(γ0:i) −N1(γ0:i) (i = 0, 1, . . . , 2k),

dγ (i, j) = |δγ (i)| + |δγ (i) − δγ (j)| + |δγ (j)| (i, j = 0, 1, . . . , 2k).

Note that δγ (0) = δγ (2k) = 0,

δγ (i) = k
(
F̂0,γ (i) − F̂1,γ (i)

)
(k > 0),(14)

and

dγ (i, j) = dγ (j, i)(15)

by definition.

Lemma 7.2. For all γ ∈ Γn,n,

ρ̂2(γ) = 1 − 1

2n
max

0≤j1,j2≤2n
dγ (j1, j2).

Proof. Let us put

ŝγ (j1, j2) =

2∑
i=0

max
{
F̂0,γ |ji+1

ji
, F̂1,γ |ji+1

ji

}
(0 ≤ j1 ≤ j2 ≤ 2n),

where j0 = 0, j3 = 2n. Then

ŝγ (j1, j2) + r̂γ (j1, j2)

=

2∑
i=0

(
max

{
F̂0,γ |ji+1

ji
, F̂1,γ |ji+1

ji

}
+ min

{
F̂0,γ |ji+1

ji
, F̂1,γ |ji+1

ji

})
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=
2∑

i=0

(
F̂0,γ |ji+1

ji
+ F̂1,γ |ji+1

ji

)
= 2.

On the other hand, by (14),

ŝγ (j1, j2) − r̂γ (j1, j2)

=

2∑
i=0

(
max

{
F̂0,γ |ji+1

ji
, F̂1,γ |ji+1

ji

}
− min

{
F̂0,γ |ji+1

ji
, F̂1,γ |ji+1

ji

})
=

2∑
i=0

∣∣∣F̂0,γ |ji+1

ji
− F̂1,γ |ji+1

ji

∣∣∣
=

1

n

2∑
i=0

∣∣δγ (ji+1) − δγ (ji)
∣∣

=
dγ (j1, j2)

n
.

Hence we have

r̂γ (j1, j2) = 1 − dγ (j1, j2)

2n
,

so that

ρ̂2(γ) = min
0≤j1≤j2≤2n

r̂γ (j1, j2)

= 1 − 1

2n
max

0≤j1≤j2≤2n
dγ (j1, j2)

= 1 − 1

2n
max

0≤j1,j2≤2n
dγ (j1, j2)

by (15). �

Definition 7.3. For γ ∈ Γk,k (k ∈ N), define

δγ = max
0≤i≤2k

δγ (i), δγ = min
0≤i≤2k

δγ (i).

Note that δγ ≤ 0 ≤ δγ since δγ (0) = 0.
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Lemma 7.4. For all γ ∈ Γn,n,

max
0≤i,j≤2n

dγ (i, j) = 2
(
δγ − δγ

)
.

Proof. Denote δγ ,i ,j = max {δγ (i), δγ (j)} and δγ ,i ,j =

min {δγ (i), δγ (j)}. Note that δγ ,i ,j + δγ ,i ,j = δγ (i) + δγ (j) and δγ ,i ,j −
δγ ,i ,j = |δγ (i) − δγ (j)|.

If δγ (i) > 0 and δγ (j) > 0, then

dγ (i, j) = δγ (i) + δγ (j) + |δγ (i) − δγ (j)|
= δγ ,i ,j + δγ ,i ,j + δγ ,i ,j − δγ ,i ,j

= 2δγ ,i ,j

≤ 2δγ

≤ 2
(
δγ − δγ

)
.

If δγ (i) < 0 and δγ (j) < 0, then

dγ (i, j) = −δγ (i) − δγ (j) + |δγ (i) − δγ (j)|
= −

(
δγ ,i ,j + δγ ,i ,j

)
+ δγ ,i ,j − δγ ,i ,j

= −2δγ ,i ,j

≤ −2δγ

≤ 2
(
δγ − δγ

)
.

If δγ (i)δγ (j) ≤ 0, then

dγ (i, j) = 2|δγ (i) − δγ (j)|
≤ 2
(
δγ − δγ

)
.

Taken together, we have dγ (i, j) ≤ 2
(
δγ − δγ

)
in general. On the other

hand, if δγ (i) = δγ and δγ (j) = δγ , then

dγ (i, j) =
∣∣δγ ∣∣+ ∣∣δγ − δγ

∣∣+ ∣∣δγ ∣∣
= δγ +

(
δγ − δγ

)
− δγ

= 2
(
δγ − δγ

)
.
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This completes the proof. �

Theorem 7.5. For all γ ∈ Γn,n,

ρ̂2(γ) = 1 −
δγ − δγ

n
.

Proof. This follows immediately from Lemmas 7.2 and 7.4. �

The following arguments (from Definition 7.6 to Theorem 7.15) refer to

[3, Section I].

Definition 7.6. A combinatorial class is a set A on which a size func-

tion | · | : A → N is defined so that {α ∈ A : |α| = k} is finite for all k ∈ N.

Unless confusion arises, we simply say a class instead of a combinatorial

class.

Any subset B ⊂ A is also a class with its size function defined as in A.

The counting sequence {ak} of A is defined by

ak = #{α ∈ A : |α| = k} (k ∈ N),

and the ordinary generating function (OGF ) A(x) ∈ Z[[x]] of A is by

A(x) =
∞∑
k=0

akx
k.

Definition 7.7. Let A and B be two classes. A map φ : A → B is

called a homomorphism between A and B if |α| = |φ(α)| for all α ∈ A. If,

in addition, φ is bijective, then we call φ an isomorphism, say that A and

B are isomorphic, or write A ∼= B.

Remark 7.8. Let A and B be two classes, {ak} and {bk} their counting

sequences, and A(x) and B(x) their OGFs, respectively. We can easily see

that the following three statements are equivalent:

1. A ∼= B.

2. ak = bk for all k ∈ N.
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3. A(x) = B(x).

Definition 7.9. The neutral class E and the atomic class Z are classes

with #E = #Z = 1, |ε| = 0 (ε ∈ E), and |ζ| = 1 (ζ ∈ Z).

Remark 7.10. The OGFs of E and Z are 1 and x in Z[[x]], respectively.

Definition 7.11. Let {Ai} be a set of classes, where i runs over some

index set I. If B = {(i, α) : i ∈ I, α ∈ Ai} is also a class with its size function

defined by |(i, α)| = |α|, then we call B the combinatorial sum (or simply

the sum) of {Ai} and write B =
⊔

i∈I Ai. In particular, if I = {1, . . . , k},
then B is always a class, and we may write B = A1 + · · · + Ak.

Definition 7.12. The Cartesian product (or simply the product) A1×
· · · × Ak of k classes A1, . . . ,Ak is the class {(α1, . . . , αk) : α1 ∈
A1, . . . , αk ∈ Ak} whose size function is defined by |(α1, . . . , αk)| = |α1| +
· · · + |αk|.

For a class A and k ∈ N+, we may write Ak instead of A × · · · × A (k

times). Let A0 = E = {ε}. If a class B =
⊔

i∈NAi exists, then we call B a

sequence class of A, and write B = Seq(A).

Remark 7.13. If A1(x), . . . , Ak(x) are the OGFs of classes

A1, . . . ,Ak, respectively, then the OGFs of A1 + · · ·+Ak and A1 ×· · ·×Ak

are A1(x) + · · · + Ak(x) and A1(x) · · ·Ak(x), respectively.

Theorem 7.14 (see [3, Section I.2.1] for reference). Let {ai} be the

counting sequence of a class A. Then Seq(A) exists if and only if a0 = 0.

Theorem 7.15 (see [3, Section I.2.2, Theorem I.1] for the proof). Let

A(x) be the OGF of a class A and assume that Seq(A) exists. Then the

OGF of Seq(A) is 1/(1 −A(x)).

Definition 7.16. Define a class G by

G =
∞⋃
i=0

Γi,i,

|γ| = i (γ ∈ Γi,i).
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For k, l ∈ N, let Gk,l = {γ ∈ G : −k ≤ δγ , δγ ≤ l} and Gk,l(x) be the OGF

of Gk,l. For γ = (γ1, . . . , γ2i) ∈ Γi,i (i ≥ 1), define

λ+(γ) = (0, γ1, . . . , γ2i, 1) ∈ Γi+1,i+1,

λ−(γ) = (1, γ1, . . . , γ2i, 0) ∈ Γi+1,i+1.

Put λ+(e) = (0, 1) ∈ Γ1,1 and λ−(e) = (1, 0) ∈ Γ1,1 for e ∈ Γ0,0. Note that

λ+ and λ− are injective on G.

Lemma 7.17. For any H ⊂ G, H×Z ∼= λ+(H) ∼= λ−(H).

Proof. Since |(γ, ζ)| = |γ| + |ζ| = |γ| + 1 = |λ+(γ)| for all (γ, ζ) ∈
H × Z, the bijection ν+ : H × Z → λ+(H) defined by ν+(γ, ζ) = λ+(γ)

is a homomorphism, hence H × Z ∼= λ+(H). Similarly, the bijection ν− :

H × Z → λ−(H) defined by ν−(γ, ζ) = λ−(γ) is a homomorphism, hence

H×Z ∼= λ−(H). �

Corollary 7.18. If H(x) is the OGF of H ⊂ G, then the OGFs of

λ+(H) and λ−(H) are both equal to xH(x).

Proof. By Remark 7.8 and Lemma 7.17, the OGFs of λ+(H) and

λ−(H) are equal to that of H × Z, which equals xH(x) by Remarks 7.10

and 7.13. �

Lemma 7.19. For all k, l ∈ N, we have Gk+1,0
∼= Seq(λ−(Gk,0)),

G0,l+1
∼= Seq(λ+(G0,l)), and Gk+1,l+1

∼= Seq(λ−(Gk,0) + λ+(G0,l)).

Proof. Define a map σ : Gk+1,0 → Seq(λ−(Gk,0)) by σ(e) = (0, ε)

where ε ∈ E = (λ−(Gk,0))
0, and by

σ(γ) =
(
p, (γj0:j1 , . . . ,γjp−1:jp)

)
(γ ∈ Γi,i; i ≥ 1)

where {j0, . . . , jp} = {j ∈ {0, . . . , 2i} : δγ (j) = 0} and 0 = j0 < · · · < jp =

2i. It follows from definition that σ is bijective and |σ(γ)| = |γ| for all γ ∈
Gk+1,0, so that σ is an isomorphism, i.e., Gk+1,0

∼= Seq(λ−(Gk,0)). We can

similarly show that G0,l+1
∼= Seq(λ+(G0,l)) and Gk+1,l+1

∼= Seq(λ−(Gk,0) +

λ+(G0,l)). �
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Lemma 7.20. For all k, l ∈ N+,

Qk+1(x)Ql+1(x) − x2Qk−1(x)Ql−1(x) = Qk+l+1(x).(16)

Proof. Since Q2(x) = Q1(x) − xQ0(x) = 1 − x by Definition 3.8, we

have

Qk+1(x)Q2(x) = Qk+1(x) − xQk+1(x)

= Qk+1(x) − x(Qk(x) − xQk−1(x))

= Qk+1(x) − xQk(x) + x2Qk−1(x)

= Qk+2(x) + x2Qk−1(x)(17)

= Qk+2(x) + x2Qk−1(x)Q0(x),

hence (16) holds for l = 1. We also have

Qk+1(x)Q3(x) = Qk+1(x)(Q2(x) − xQ1(x))

= Qk+1(x)Q2(x) − xQk+1(x)

= Qk+2(x) + x2Qk−1(x) − xQk+1(x)

= Qk+3(x) + x2Qk−1(x)

= Qk+3(x) + x2Qk−1(x)Q1(x)

by (17), hence (16) holds for l = 2.

By Definition 3.8, we have Qj+1(x) = RQj(x) for all j ∈ N, where

Qi(x) =

(
Qi(x)

Qi+1(x)

)
, R =

(
0 1

−x 1

)
.

If (16) holds for l = i ∈ N+ and l = i + 1, or equivalently

Qk+1(x)Qi+1(x) − x2Qk−1(x)Qi−1(x) = Qk+i+1(x)

holds, then

Qk+1(x)Qi+2(x) − x2Qk−1(x)Qi(x)

= Qk+1(x)RQi+1(x) − x2Qk−1(x)RQi−1(x)

= R(Qk+1(x)Qi+1(x) − x2Qk−1(x)Qi−1(x))

= RQk+i+1(x)

= Qk+i+2(x),
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hence (16) holds for l = i + 2. The claim follows by induction. �

Lemma 7.21. For all k ∈ N,∑
0≤i<k

Qi(x)Qk−i−1(x) = −Q′
k+1(x).

Proof. Define Q(x, t) ∈ (Z[x])[[t]] as

Q(x, t) =
∞∑
k=0

Qk(x)tk.

Since

Q(x, t) = Q0(x) + Q1(x)t +

∞∑
k=2

Qk(x)tk,

tQ(x, t) = Q0(x)t +

∞∑
k=2

Qk−1(x)tk,

xt2Q(x, t) = x

∞∑
k=2

Qk−2(x)tk,

we have

(1 − t + xt2)Q(x, t) = Q0(x) + Q1(x)t−Q0(x)t

+

∞∑
k=2

(Qk(x) −Qk−1(x) + xQk−2(x))tk

= 1

by Definition 3.8, hence

Q(x, t) =
1

1 − t + xt2
.(18)

Therefore
∞∑
k=0

Q′
k(x)tk =

∂

∂x
Q(x, t) = − t2

(1 − t + xt2)2

= −t2(Q(x, t))2 = −
∞∑
k=0

( ∑
0≤i<k

Qi(x)Qk−i−1(x)

)
tk+1,
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which implies the claim. �

Proposition 7.22. For all k ∈ N,

Gk,0(x) = G0,k(x) =
Qk(x)

Qk+1(x)
.(19)

Proof. Since G0,0(x) = 1 = Q0(x)/Q1(x), (19) holds for k = 0.

Suppose (19) holds for some k ∈ N. Since Gk+1,0
∼= Seq(λ−(Gk,0)) by

Lemma 7.19, we have

Gk+1,0(x) =
1

1 − xGk,0(x)
=

Qk+1(x)

Qk+1(x) − xQk(x)
=

Qk+1(x)

Qk+2(x)

by Definition 3.8, Theorem 7.15, and Corollary 7.18. Similarly, since

G0,k+1
∼= Seq(λ+(G0,k)) by Lemma 7.19, we obtain

G0,k+1(x) =
Qk+1(x)

Qk+2(x)
.

Therefore, (19) holds for k + 1 in place of k, and the proof is complete. �

Proposition 7.23. For all k, l ∈ N,

Gk,l(x) =
Qk(x)Ql(x)

Qk+l+1(x)
.(20)

Proof. If k = 0 or l = 0, then (20) holds by Proposition 7.22.

Suppose k ≥ 1 and l ≥ 1. Since Gk,l
∼= Seq(λ−(Gk−1,0) + λ+(G0,l−1)) by

Lemma 7.19, we have

Gk,l(x) =
1

1 − xGk−1,0(x) − xG0,l−1(x)

by Remark 7.13, Theorem 7.15, and Corollary 7.18, where

Gk−1,0(x) =
Qk−1(x)

Qk(x)
, G0,l−1(x) =

Ql−1(x)

Ql(x)
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by Proposition 7.22. Hence

Gk,l(x) =
Qk(x)Ql(x)

Qk(x)Ql(x) − xQk−1(x)Ql(x) − xQk(x)Ql−1(x)

=
Qk(x)Ql(x)

(Qk(x) − xQk−1(x))(Ql(x) − xQl−1(x)) − x2Qk−1(x)Ql−1(x)

=
Qk(x)Ql(x)

Qk+1(x)Ql+1(x) − x2Qk−1(x)Ql−1(x)

=
Qk(x)Ql(x)

Qk+l+1(x)

by Definition 3.8 and Lemma 7.20. �

Proposition 7.24. For k ∈ N, the OGF of G̃k = {γ ∈ G : δγ−δγ ≤ k}
is

G̃k(x) =
Q′

k+1(x)

Qk(x)
−

Q′
k+2(x)

Qk+1(x)
.

Proof. For i, j ∈ N, let G̃i,j = {γ ∈ G : −i = δγ , δγ ≤ j} and G̃i,j

be the OGF of G̃i,j . Since G̃0,j = G0,j , Gi,j
∼= Gi−1,j + G̃i,j if i ≥ 1, and

G̃k =
⊔k

i=0 G̃i,k−i by definition, we have

G̃k(x) =
k∑

i=0

G̃i,k−i(x)

= G0,k(x) +
∑

1≤i<k+1

(Gi,k−i(x) −Gi−1,k−i(x))

=
∑

0≤i<k+1

Gi,k−i(x) −
∑

0≤i<k

Gi,k−i−1(x)

=
∑

0≤i<k+1

Qi(x)Qk−i(x)

Qk+1(x)
−
∑

0≤i<k

Qi(x)Qk−i−1(x)

Qk(x)

=
Q′

k+1(x)

Qk(x)
−

Q′
k+2(x)

Qk+1(x)

by Remark 7.13, Lemma 7.21, and Proposition 7.23. �
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Theorem 7.25. For k = 0, . . . , n, we have

#

{
γ ∈ Γn,n : ρ̂2(γ) ≥ 1 − k

n

}
= [xn]

(
Q′

k+1(x)

Qk(x)
−

Q′
k+2(x)

Qk+1(x)

)
.

Proof. We have

#

{
γ ∈ Γn,n : ρ̂2(γ) ≥ 1 − k

n

}
= #{γ ∈ Γn,n : δγ − δγ ≤ k}

= #{γ ∈ G̃k : |γ| = n}
= [xn]G̃k(x)

= [xn]

(
Q′

k+1(x)

Qk(x)
−

Q′
k+2(x)

Qk+1(x)

)
by Theorem 7.5 and Proposition 7.24. �

Note that Theorem 7.25 is exactly Theorem 3.9.
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