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Abstract. Introducing a conditional mixing property, Götze and Hipp’s theory is generalized
to a continuous-time conditional ε-Markov process satisfying this property. The Malliavin
calculus for jump processes applies to random-coefficient stochastic differential equations
with jumps with the aid of the support theorem to verify the non-degeneracy condition, i.e.,
a conditional type Cramér condition.

1. Introduction

In this article, we will first introduce a partial mixing process, and derive asymptotic
expansions for a functional of that process. A partial mixing process is a process
which in part possesses a nice mixing property. In order to explain a motivation from
statistics, let us consider a linear stochastic regression model having a long-mem-
ory explanatory variable. This is a simple example rather than our main purpose.
Suppose that the stochastic process Y = (Yt )t∈Z+ is defined by the linear model:

Yt = θXt + et ,

where e = (et ) is a zero-mean i.i.d. sequence and X = (Xt ) is an explanatory
process which is independent of e and may have a long-range dependence. The
parater θ is unknown in a statistical context, and it is very common to examine the
asymptotics of the least-square estimator θ̂T :

XT =
√

T
(
θ̂T − θ

)
=

∑T
t=1 Xtet/

√
T∑T

t=1 X2
t /T

as T →∞.
Because of the possible long-range dependence of X, the strong mixing coeffi-

cient of the full process (Xt , et ) does not decay so rapidly as to induce asymptotic
expansion. For the usual condition under which asymptotic expansion is derived
involves a fairly-high-order of polynomial decay. This condition however is broken
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when X has an autocovariance which is not integrable and the full mixing coeffi-
cient inevitably decreases slowly, as this fact follows from the covariance inequality
for mixing processes.

On the other hand, clearly, e satisfies an ideal mixing condition under the
conditional probability given the whole process X. Under this conditioning, XT

is just a sum of independent random variables and it is easy to derive the condi-
tional asymptotic expansion: what we need to do is to integrate the conditional
expansion with respect to the variable X in order to obtain a usual expansion for
XT under the original probability measure. In this example, the resulting expansion
is a fractional expansion which consists of the familiar power 1/

√
T and another

fractional power 1/T a/2, a being an index related with the Hurst number; see [71].
As already suggested, the first aim of this article is to derive asymptotic expan-

sion for the partial mixing process. We will treat this problem within a more general
framework. It applies to conditional ε-Markov processes, and as a special case, to
a random-coefficient stochastic differential equation with jumps.

Secondly, we will present a precise estimate of the conditional characteristic
function under slower-than-exponential decays of the conditional mixing coeffi-
cients. Giving careful consideration to such slow decays is of importance even in
unconditional situations: see Veretennikov [66, 67]. While the possibility of weak-
ening the exponential decay was suggested or proved, e.g., in Jensen [24], Lahiri
[33], we will show it in the conditional situation. In order to obtain a conditional
estimate of the conditional characteristic function over a moderately large region,
we carried out a conditional version of estimate similar to that of the prominent work
by Götze and Hipp [18]. In contrast to the unconditional case, it is necessary to con-
struct a suitable truncation functional (localization), as seen in the proof. Roughly
speaking, the expansion finally obtained is to be a mixture of unconditional expan-
sions, but the real position we are in is not as simple as expected. If one would
apply directly the estimates from the unconditional cases, the resulting conditional
error bounds would be infinity in vain: consider the example at the beginning of
this introduction. We need, in our conditional situation, precise estimates of those
that were deterministic in the unconditional case and that could successfully be
estimated by Götze-Hipp’s subtle induction technique in the deterministic case.

As for the estimates of the conditional characteristic function over a large region,
a conditional type Cramér condition under suitable truncation is crucial. The use
of truncation functionals seems to be inevitable for our later applications, and it
turns out to be essential to look into to what extent those truncations retain positive
probability. In order to measure the nondegeneracy, certain counting processes
measurable with respect to the conditioning variables will play an important role.

Since we are aiming not only at discrete-time processes but also at continuous-
time processes like semimartingales, the estimate of the conditional characteristic
function over the large region requires an infinite-dimensional stochastic analysis.
Various formulations have been presented by many authors like Bismut, Stroock,
Bichteler-Gravereaux-Jacod, Norris, Nualart, Privault, Picard. See the references
of Bichteler et al. [9]. Also see Norris [40], Nualart and Vives[41], Privault [46–
48], Carlen and Pardoux [12], and Elliott and Tsoi [16]. In the present article, we
adopted the Malliavin calculus formulated by Bichteler, Gravereaux and Jacod [9]
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among other possibilities such as the essentially important work recently devel-
oped by Picard [44, 45]. One reason is that it is easy to handle in computations
showing non-degeneracy under path-dependent truncations. In an example in the
author’s previous paper [29], a result on regularity, which was rather standard in the
Malliavin calculus, was directly applied to the local estimate of the characteristic
functions. In that case, the used truncation functional essentially selected a good set
of the initial values, not a good path set. We will present another sufficient condi-
tion suitable for support theorems. An application of the support theorem to such a
distributional expansion is seen in martingale expansion of [70]. We will show that
the path-dependent truncation method with the aid of the support theorem enables
us to weaken considerably the non-degeneracy conditions. As the third aim, at the
final stage, the conditional expansion, the Malliavin calculus for jump processes,
and the support theorem with the help of the stability of stochastic integrations will
fuse to give a valid asymptotic expansion to a functional from a stochastic differ-
ential equation with jumps. This is a new result even in the unconditional case.

We conclude this section by mentioning related literature. Bhattacharya and Rao
[8] is a systematic exposition of Edgeworth expansions for independent random
variables, which treats also the lattice case.A mixture of lattice and non-lattice cases
was examined in Babu and Singh [4]. For Markov chains, see Nagaev [39], Statu-
levicius [58], and for an abstract framework for an envelope process of a Markov
chain, Götze and Hipp [18]. See also Jensen [25] for a particular Harris recurrent
Markov chain. Götze and Hipp [19] studied conditional type Cramér conditions for
more concrete Markov chains. Jensen [24] is, with an extension to random fields,
a nice instruction for Götze-Hipp theory. Lahiri [32] gave a refinement. Datta and
McCormick [14] obtained the first-order expansion under a conditional non-lat-
ticeness condition. Hipp [21] studied compound processes. Kusuoka and Yoshida
[29] considered an abstract ε-Markov mixing process and proved the validity of
the asymptotic expansion based on the Malliavin calculus. All those works treated
unconditional cases. For near-independent structures, the idea of conditioning was
used; e.g., Albers et al. [3], Hipp [21], Bickel et al. [10].

As for a random variable admitting a stochastic expansion, Bhattacharya and
Ghosh [7] proved the validity of the formal Edgeworth expansion for independent
variables, introducing the Bhattacharya-Ghosh map. Götze and Hipp [19] trans-
ferred the idea to their setting. Sakamoto andYoshida [52, 53] presented an explicit
expansion formula for ε-Markov processes with continuous time parameter, and
applied it to diffusion functionals. In the same setting, Sakamoto [51] presented
expansions for various test statistics with applications to diffusion processes. A
study of information criteria for statistical model selection of stochastic processes
was done by Uchida and Yoshida [65] in the light of the asymptotic expansions.

The mixing property is explicitly or implicitly a key condition in the above
works. Doukhan [15] is an excellent text book including extensive references. Diffu-
sion processes over non-compact area are of practical importance. Then the Doeblin
type condition does not hold and advanced methods are needed. See Bhattacharya
[6] for the derivation of exponential decay using spectral theory; also see Stroock
[59]. Veretennikov [66, 67] studied various mixing rates for nondegenerate diffu-
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sion processes. Recently, Kusuoka and Yoshida [29] proved an exponential rate
using operational calculus and perturbation theory.

In standard arguments based on the mixing property (mixing approach or
local approach), the component functionals of the stochastic expansion are
asymptotically normal. Consequently, this approach excludes expansions involv-
ing non-central limit theorems. For example, the least square estimator with a
strongly dependent explanatory variable has a non-central component in the sec-
ond-order, so that the usual mixing approach does not work. It is possible to obtain
a second-order expansion ([69]), however, we need another method which is called
the global approach (or martingale approach). The estimation of volatility over
finite time interval is another example. There, the martingale problem method is
necessary to obtain the limit distribution of the second-order term. A mixture of
Gaussian distributions, therefore non-Gaussian distribution, appears and it cannot
be a consequence of a mixing approach. Even if the central limit theorem cannot
apply, the global method still provides an approach to the asymptotic expansion.
See [70] for details, and also a series of Mykland’s works [36–38], which inspired
me.

Historically, the theory of asymptotic expansions has been oriented toward sta-
tistical applications. We refer the interested reader to Akahira and Takeuchi [2],
Pfanzagl [43], Taniguchi [62], Hall [20], Ghosh [17], Barndorff-Nielsen and Cox
[5], Pace and Salvan [42], Kutoyants [30], and Taniguchi and Kakizawa [63].

2. Conditional α-mixing and asymptotic expansion

Given a standard probability space (�,F, P ), suppose that there are increasing
sub σ -fields BI (I ⊂ R+) 1 with respect to the partial order of sets, i.e., that I ⊂ J

implies that BI ⊂ BJ , and there is a sub σ -field C of F . For s, t ∈ R+, s ≤ t , the
random number α(s, t |C) which satisfies

1 ≥ α(s, t |C) ≥ sup
B1∈B[0,s]∨C,B2∈B[t,∞)∨C

|PC [B1 ∩ B2]− PC [B1] PC [B2]|

is called the conditional α-mixing coefficient given C. Suppose that 1 ≥α(h|C)≥
suph′≥h,s∈R+ α(s, s + h′|C). Henceforth, we assume C-measurability of α(s, t |C)
and α(h|C). This is without essential loss of generality as we can replace them by
their measurable envelopes. We put α(h|C) = 1 for negative h.

We will consider a d-dimensional process (Zt )t∈R+ which satisfies the measur-
ability condition:

Z0 ∈ F(B[0] ∨ C) and Zs
t ≡ Zt − Zs ∈ F(B[s,t] ∨ C)

for every s, t ∈ R+ (s ≤ t). Here F(B) denotes the set of B-measurable functions.
The aim of the present article is to derive asymptotic expansion of the expectation
P [f (ZT /

√
T )] for measurable functions f .

1 R+ denotes the set of nonnegative real numbers. Similarly, N denotes the set of positive
integers, and Z+ the set of nonnegative integers.
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In order to obtain the error bounds for the asymptotic expansion, we need
to specify the rate of convergence to zero for the conditional mixing coefficient
α(h|C). We will consider three situations. The exponential decay is assumed in the
first case, and the polynomial decay in the third case together with an additional
condition. The second one is intermediate.

[A1′] (exponential) There exists a constant a ∈ (0,∞) such that ‖α(h|C)‖1 ≤
a−1e−ah for all h ∈ (0,∞).

Next, we will consider a case where the expected decay of α is faster than T −L but
it may be slower than the exponential order. In this case, we need a stronger integra-
bility condition. Fix two positive numbers δ and δ̄ as δ̄ ≥ 2δ. Denote by I the set of
partitions I = (tj )

∞
j=0 of R+ such that 0 = t0 < t1 < · · · and δ ≤ tj+1−tj ≤ δ̄. For

I ∈ I, let H(I) = {H : R+ → {0, 1} be the indicator function of a (partial) union
of the intervals among [0] and [tj , tj+1]’s for I }. Let H · ZT denote the primitive
stochastic integration of H ∈ H over [0, T ] with respect to Z. Finally, set

�T (I) = max
H∈H(I)

|VarC[T −1/2H · ZT ]|.

[A1′′] (hyper-polynomial) There exist constants a, b, c, C > 0 such that
ab > 1, ‖α (h|C)‖1 ≤ C exp

(−c (log h)1+a) (h ∈ R+), and lim supT→∞
supI∈I P

[
exp

(
�T (I)b

)]
<∞.

The final condition is an extreme case. It requires the boundedness of the
conditional variance but it works well for bounded energy additive functionals
as well as in unconditional (Markovian) cases.

[A1′′′] (polynomial) For any L > 0, ‖α(h|C)‖1 = O(h−L), and lim supT→∞
supI∈I ‖�T (I)‖∞ <∞.2

For some p ∈ N (p ≥ 3), we also assume:

[A2] There exists a positive number h0 such that for every L ∈ N,

supt,h:t∈R+,0≤h≤h0
P

[∣∣∣PC
[∣∣Zt

t+h
∣∣p+1

]∣∣∣
L
]

< ∞, and the same inequality

with Zt
t+h replaced by Z0 holds. Furthermore, PC[Zt ] = 0 for all t ∈ R+. 3

2 Obviously from the proof presented below, we only need to assume this condition for
a certain finite number L to prove our results. Lahiri [32] gave a proof under polynomial
rate in unconditional case, assuming an additional condition. In unconditional case, as seen
in the proof, it is not a so simple matter to write out an exact rate because it depends on the
conditioning field C.

3 It is possible to reduce “every L” to some sufficiently large L in the condition. The
interested reader would find a necessary number. When C is trivial, this condition will be a
usual condition of finite moments. Our interest is mainly in practically applied models such
as SDE’s, and for such models, the condition for the existence of solutions often ensures
the existence of moments of arbitrary order. For this reason, we did not pursue a minimal
moment condition here.
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In this paper, we shall devote our attention to a certain Markovian structure,
mainly, like Götze and Hipp [19] did, rather than the more general nearly Markov-
ian process treated in [18]. Thus we do not need conditions for approximation to
the original process by another process that yields the reduction.

Definition 1. A double sequence of intervals I (j) = [u(j), v(j)]⊂ [0, T ] (j =
1, ..., n′(T ); T > 0) is called h(T )-sparse reduction intervals with (Ĉ(j))n′(T )

j=1 if:

(i) Ĉ(j) are sub σ -fields of F with Ĉ(j) ⊃ C.
(ii) v(j)+h(T ) ≤ u(j + 1) for j = 1, ..., n′(T )− 1, δ ≤ v(j)−u(j) ≤ δ̄ <∞

for any j, T , and lim infT→∞ n′(T )(h(T )+ 1)/T > 0.
(iii) For any subsequence j1, ..., jn′′(T ) of 1, ..., n′(T ), any A ∈ b(B

[0,T ]\∪n′′(T )
l=1 I (jl )

∨ C) 4 and Ajl ∈ b
(BI (jl ) ∨ C) (l = 1, ..., n′′(T )),

PC
[
AAj1 · · ·Ajn′′(T )

]
= PC

[
APĈ(j1)

[
Aj1

] · · ·PĈ(jn′′(T ))

[
Ajn′′(T )

]]
.

In the above definition, I (j) and Ĉ(j) may depend on T . In general, h(T ) may
be bounded. 0-sparse reduction intervals are called dense reduction intervals.

Denote by ZJ the increment of Z over the interval J . The following is a con-
ditional type Cramér condition.

[A3] For every L > 0, there exist truncation functionals ψj : (�,F)→ ([0, 1],
B([0, 1])) and constants a′, a ∈ (0, 1) and B > 0 such that 4a′ < (a− 1)2 and

(i) P
[

1
n′(T )

∑
j PC

[
supu:|u|≥B

∣∣∣PĈ(j)

[
eiu·ZI(j)ψj

]∣∣∣
]
≥ a′

]
= o( 1

T L ).

(ii) P
[

1
n′(T )

∑
j PC

[
1− ψj

] ≥ a
]
= o( 1

T L ).

Condition [A3] may seem to be slightly stronger than the usual condition in inde-
pendent cases. It is possible to weaken this condition though it will become more
complicated; see Remark 15. In the above condition, ψj may depend on T .

The C-conditional cumulant functions χT,r,C(u) of ZT /
√

T are defined by

χT,r,C(u) =
(

d

dε

)r ∣∣
ε=0 log PC

[
exp

(
iεu · 1√

T
ZT

)]
.

With the formal expansion:

exp

( ∞∑
r=2

1

r!
εr−2χT,r,C(u)

)
= exp

(
1

2
χT,2,C(u)

)
+
∞∑
r=1

εrT −
r
2 P̃T ,r,C(u),

we define the function 
̂T ,p,C(u) by the partial sum:


̂T ,p,C(u) = exp

(
1

2
χT,2,C(u)

)
+

p−2∑
r=1

T −
r
2 P̃T ,r,C(u).

Let 
T,s,C = F−1[
̂T ,s,C], the Fourier inversion of 
̂T ,s,C .

4 b(B) is the set of bounded B-measurable functions.
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Let p0 = 2[p/2] and set E(M, γ ) = {f : Rd → R, measurable, |f (x)| ≤
M(1+ |x|γ ) (x ∈ Rd)}. We will in the sequel assume that

lim sup
T→∞

∥∥∣∣
T,p,C
∣∣ [1+ | · |p0 ]

∥∥
Lq <∞ (1)

for some constant q ∈ (1,∞). One will see that under [A1] in Section 6.1 and
[A2], Condition (1) is satisfied, e.g., if {det(CovC(ZT /

√
T ))−1} is LR-bounded

uniformly in large T for some large constant R. This is clear if one recalls the form
of 
T,p,C and the boundedness of moments of ZT /

√
T . We should note that such a

global nondegeneracy of ZT /
√

T is a problem completely different from the local
nondegeneracy of the increments of Z.

It is sometimes convenient to consider the following weaker condition rather
than (1):
lim supT→∞ supf∈E ′

∥∥|
T,p,C |[|f |]
∥∥
Lq <∞, where E ′ is a subclass of E(M, p0).

Under this condition, the coming results will be valid for E ′ in place of E(M, p0).
For measurable function f : Rd → R, ε > 0 and a Borel measure ν

on Rd , define ω(f ; ε, ν) by ω(f ; ε, ν) = ∫
ωf (x; ε)dν, where ωf (x; r) =

sup{|f (x + h)− f (x)|; |h| ≤ r}. For a signed measure ν, ν+ denotes the positive

part of ν. Put ω2(f ; ε, ν) =
√∫

Rd ωf (x; ε)2ν(dx). Denote �T (f ) :=∥∥∥PC
[
f
(

1√
T
ZT

)]
−
T,p,C [f ]

∥∥∥
1
.Here rT (f ) = ō(T −a)means that supf rT (f )

= o(T −a).
We will show the following inequalities:

�T (f ) ≤ M∗
[
P
[
VarC

[
ZT /
√

T
]
< sT Id

]θ + P
[
VarC

[
ZT /
√

T
]
> uT Id

]θ

+uγ (1)
T s

−γ (2)
T ω2

(
f ; T −K, φ(x; 0, uT Id)dx

)
+ ō(T −(p−2+δ∗)/2)

]
(2)

and

�T (f ) ≤ M∗
[
P
[
VarC

[
ZT /
√

T
]
< sT Id

]θ

+ u
γ (1)
T s

−γ (2)
T ω2

(
f ; T −K, φ(x; 0, uT Id)dx

)
+ō(T −(p−2+δ∗)/2)

]
, (3)

where γ (1) = [3(p − 2) + d]/2 and γ (2) = 3(p − 2)d + 2−1d. Let I� = {t ∈
R+; dist(t, I ) ≤ �} for I ⊂ R+ and � > 0. In the following theorem, c′ denotes a
sufficiently small positive constant which will be implicitly specified in the proof.

Theorem 1. Let I (j) be dense reduction intervals with (Ĉ(j))n′(T )
j=1 . Suppose that

there exists a positive constant � such that Ĉ(j) ⊂ BI (j)� ∨ C. Suppose that [A3]
and [A2] are satisfied. Let K,M > 0, θ ∈ (0, 1), and let sT , uT be any sequences
of positive numbers with lim infT→∞ uT > 0. Assume either of the following con-
ditions:

(a) [A1′] is satisfied and sT ≥ T −c′ for large T ;
(b) [A1′′] is satisfied and sT ≥ (log T )−c′ for large T ;
(c) [A1′′′] is satisfied and lim infT→∞ sT > 0.
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Then there exist positive constants M∗ and δ∗ for which the inequality (2) holds uni-
formly in f ∈ E(M, p0). Moreover, if lim infT→∞ uT /T c′′ > 0 for some positive
constant c′′, then (3) holds uniformly.

The proof will be presented in Section 6. The quantity ω2 can be replaced by the
usual ω (cf. [29]) in the error term in the unconditional setting.

It is also possible to obtain the same results for �′T (f ) := ‖PC[f (T −1/2ZT )]−

T,p,C[f ]1{VarC [T −1/2ZT ]≥sT Id }‖1 in place of �T (f ) if Condition (1) is replaced
by

lim sup
T→∞

∥∥∥|
T,p,C |[1+ | · |p0 ]1{VarC [T −1/2ZT ]≥sT Id }
∥∥∥
q
<∞. (4)

See Remark 13. This is also the case for E ′. Large deviation like techniques can be
used to verify Condition (4): it is easier than verifying the integrability of 
T,p,C
without truncation. It is sometimes helpful to take advantage of T −k/2-factors in
the representation of 
T,p,C to show the uniform boundedness of the norm. In
case (4), we can use P [
T,p,C[f ]1{VarC [T −1/2ZT ]≥sT Id }] to make approximation to

P [f (T −1/2ZT )].

3. General conditional ε-Markov process

3.1. ε-Markov property and mixing coefficients

In this section, we consider a conditional ε-Markov process and its functional.
Let X and Y be separable stochastic processes of d1 and d2 dimension, respec-
tively, defined on a given probability space (�,F, P ). Here d1, d2 ∈ N ∪ {∞}.
Assume that X0 = 0. Define sub σ -fields BdX

I and BY
I of F for I ⊂ R+ by

BdX
I = σ [Xt −Xs; s, t ∈ I ]∨N and BY

I = σ [Yt ; t ∈ I ]∨N , respectively, where
N is the σ -field generated by null sets in F . Moreover, let BI = BdX

I ∨ BY
I . As

before, C denotes a sub σ -field of F . We assume that X is a process with inde-
pendent increments, more precisely, B[0,r] ∨ C is independent of BdX

[r,∞) for all

r ∈ R+. In particular, C is independent of BdX
R+ . Furthermore, we assume that the

process Y is a C-conditional ε-Markov process driven by X in the sense that

Yt ∈ F
(
BY

[s−ε,s] ∨ BdX
[s,t] ∨ C

)
for any s, t ∈ R+ with ε ≤ s ≤ t .

Example 1. (Generalization of random coefficient models) Let ξj (j ∈ Z+) be a
sequence of independent random variables independent of C = σ [c], c being a
random element possibly infinite-dimensional. Let Xn =

∑n
j=1 ξj . We consider a

process Yn defined by

Yn+1 = Fn+1(c, Y[n−M(c),n], ξn+1)

for some measurable function Fn+1, where M(c) is a C-measurable N-valued ran-
dom variable, and Y[n−m,n] = (Yn−m, Yn−m+1, ..., Yn). In this case, the ε-Markov
property holds if M(c) is uniformly bounded: M(c) ≤ M . Processes X and Y are
naturally extended over R+ as Xν(t) and Yν(t), ν(t) being the maximum integer
which is not greater than t .
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Example 2. Assume that (X, Y ) is independent of C = σ [c], and that Y is a
Markov chain (i.e., ε = 0) driven by X in Example 1: Yn+1 = Fn+1(Yn, ξn+1).

For f (Y[n,∞), c) ∈ b(BY
[n,∞) ∨ C), there exists a measurable function Hn such that

Hn(Yn, c) = PBY
[n]∨C[f ], [n] = [n, n]. With Lemma 1, we obtain PBY

[m]∨C[f ] =
PB[0,m]∨C[f ] = PB[0,m]∨C[PBY

[n]∨C[f ]] = PBY
[m]∨C[PBY

[n]∨C[f ]] = PBY
[m]∨C

[Hn(Yn, c)] = (Pn−m[Hn(·, c)])(Ym) for m < n, where Pn is the semigroup of
process Y (independent of C). If Y is a stationary Markov chain with invariant
distribution ν (independent of C), PC[f ] = ν[Hn(·, c)] and

PC
[∣∣∣PBY

[m]∨C[f ]− PC[f ]
∣∣∣
]
= ‖Pn−m[Hn(·, c)]− ν[Hn(·, c)]‖L1(ν).

The right-hand side can often be estimated from above by Be−a(m−n)‖Hn‖∞ with
constants a and B independent of C.

A conditional α-mixing condition for Y will be expressed by the inequality

PC
[∣∣∣PBY

[s−ε,s]∨C [f ]− PC [f ]
∣∣∣
]
≤ α̃Y (s, t |C)‖f ‖∞ (5)

for s ≤ t and f ∈ b(BY
[t,∞) ∨ C). We have:

Lemma 1. Let Y be a C-conditional ε-Markov process driven by a process X with
independent increments. Then, for f ∈ b(B[t,∞) ∨ C), s ≤ t ,

PB[0,s]∨C[f ] = PB[s−ε,s]∨C[f ] = PBY
[s−ε,s]∨C[f ].

In particular,

|PC[ef ]− PC[e]PC[f ]| ≤ α̃Y (s, t − ε|C)‖e‖∞‖f ‖∞
for any e ∈ b(B[0,s] ∨ C) and f ∈ b(B[t,∞) ∨ C), s ≤ t − ε.

Proof. Denote YI = (Yt )t∈I . Suppose that C is generated by some random
element c. Since f ∈ b(B[t,∞) ∨ C), there exists a measurable function F such
that f = F(c, Y[s−ε,s], dX[s,∞)), where F depends on the at most countable data
in YI , dXI by separability, and we used the ε-Markov property of Y . The fact that
X has independent increments implies

PB[0,s]∨C[f ] =
∫

F(c, Y[s−ε,s], x)P
dX[s,∞) (dx) ∈ BY

[s−ε,s] ∨ C. (6)

Note that (6) is easily obtained, by monotone class argument, without using
random element c and separability. Taking conditional expectations PBY

[s−ε,s]∨C and

PB[s−ε,s]∨C for (6), we obtain the first assertion. For the second assertion, we see

|PC [ef ]− PC [e] PC [f ]| = ∣∣PC
[
ePB[0,s]∨C [f − PC [f ]]

]∣∣
≤ ‖e‖∞PC

[∣∣PB[0,s]∨C [f − PC [f ]]
∣∣] ,

and by using the first part twice,
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PB[0,s]∨C [f − PC [f ]] = PB[0,s]∨C
[
PB[0,t]∨C [f ]− PC [f ]

]

= PBY
[s−ε,s]∨C

[
PBY

[t−ε,t]∨C [f ]− PC [f ]
]
.

Take PBY
[t−ε,t]∨C [f ] as f in (5), and we obtain the result. ��

In view of Lemma 1 for indicator functions e and f , we will hereafter take
α(s, t |C) as

α(s, t |C) =



α̃Y (s, t − ε|C) ∧ 1 if s ≤ t − ε,

1 if s > t − ε.

3.2. Reduction formula

Let u, v ∈ R+, u ≤ v−ε. Let F = [0, u], G = [u, v], H = [v,∞), U = [u−ε, u]
and V = [v−ε, v].Assume that f ∈ b(BF ∨C), g ∈ b(BG∨C) and h ∈ b(BH ∨C).
Moreover assume that for some sub σ -field B′V of BV , PBV∨C[h] = PB′V∨C[h] for
all h ∈ b(BH ∨ C).

In particular, for any c∈bC, s∈bBU and t ∈bB′V ,P [csth] = P [cstPB[0,v]∨C[h]]
= P [cstPB′V∨C[h]], and hence, PBU∨B′V∨C[h] = PB′V∨C[h] since finite sums of the
terms taking the form of cst can approximate any bounded BU∨B′V ∨C -measurable
functions in L1-sense (if B′V and C are good). In the same way, due to the ε-Markov
property, P [cstf ] = P [csf PBU∨C[t]] = P [fPBU∨C[cst]] = P [cstPBU∨C[f ]];
thus, PBU∨B′V∨C[f ] = PBU∨C[f ].

The ε-Markov property implies that

PBU∨C[gh] = PBU∨C[gPB[0,v]∨C[h]] = PBU∨C[gPBV∨C[h]]

= PBU∨C[gPB′V∨C[h]] = PBU∨C[PBU∨B′V∨C[g]PB′V∨C[h]]. (7)

For any c ∈ bC, s ∈ bBU and t ∈ bB′V ,

P [cstPBU∨B′V∨C[f ]PBU∨B′V∨C[h]] = P [PBU∨B′V∨C[sf ]cth]

= P [PBU∨C[sf ]cth] = P [sf PBU∨C[cth]]

= P [sf PBF∨C[cth]] (ε-Markov property)

= P [cstf h].

Therefore, PBU∨B′V∨C[f h]=PBU∨B′V∨C[f ]PBU∨B′V∨C[h]=PBU∨C[f ]PB′V∨C[h].
Since PBU∨C[fgh] = PBU∨C[fPB[0,u]∨C[gh]] = PBU∨C[fPBU∨C[gh]] (ε-

Markov property)= PBU∨C[f ]PBU∨C[gh],

P [cfgh] = P [cPBU∨C[fgh]] = P [cPBU∨C[f ]PBU∨C[gh]]

= P [cPBU∨C[f ]PBU∨C[PBU∨B′V∨C[g]PB′V∨C[h]]] (by (7))

= P [cPBU∨C[f ]PB′V∨C[h]PBU∨B′V∨C[g]]

= P [cPBU∨B′V∨C[f h]PBU∨B′V∨C[g]]

= P [cf hPBU∨B′V∨C[g]] = P [cPC[f hPBU∨B′V∨C[g]]].



Partial mixing and Edgeworth expansion 569

Thus, if PB[v−ε,v]∨C = PB′[v−ε,v]∨C on b(B[v,∞) ∨ C), then

PC[fgh] = PC[fPB[u−ε,u]∨B′[v−ε,v]∨C[g]h] (8)

for any f ∈ b(B[0,u] ∨ C), g ∈ b(B[u,v] ∨ C), h ∈ b(B[v,∞) ∨ C).
Let (u(j), v(j))j∈N be a sequence of numbers satisfying that ε < u(j) ≤

u(j) + ε < v(j) ≤ v(j) + ε < u(j + 1). We assume that there exist good sub
σ -fields B′[v(j)−ε,v(j)] of B[v(j)−ε,v(j)] such that PB[v(j)−ε,v(j)]∨C = PB′[v(j)−ε,v(j)]∨C
on b(B[v(j),∞) ∨ C). Suppose that Kj ∈ b(B[v(j−1),u(j)] ∨ C), v(0) := 0, and
Lj ∈ b(B[u(j),v(j)] ∨ C). Then, by repeated use of (8), one obtains

PC[K1L1 · · ·KnLnKn+1] = PC[K1L1 · · ·Kn−1Ln−1Kn

×PB[u(n)−ε,u(n)]∨B′[v(n)−ε,v(n)]∨C[Ln]Kn+1]

= PC[K1L1 · · ·Kn−1PB[u(n−1)−ε,u(n−1)]∨B′[v(n−1)−ε,v(n−1)]∨C
[Ln−1]KnPB[u(n)−ε,u(n)]∨B′[v(n)−ε,v(n)]∨C[Ln]Kn+1]

= PC[(�n+1
j=1Kj)(�

n
j=1PB[u(j)−ε,u(j)]∨B′[v(j)−ε,v(j)]∨C

[Lj ])]. (9)

3.3. Asymptotic expansions

As before, Y denotes a C-conditional ε-Markov process driven by process X with
independent increments. We consider a process Z which is adapted to BI (gener-
ated by Y and dX), i.e., Zs

t = Zt −Zs ∈ F (B[s,t] ∨ C) for any s, t ∈ R+ (s ≤ t).
The C-conditional mixing coefficient α(s, t |C) and hence α(h|C) are now defined in
terms of α̃(s, t |C) for BY

I . If there exists an interval sequence I (j) = [u(j), v(j)]
(j = 1, .., n(T )) for which sub σ -fields B′[v(j)−ε,v(j)] of B[v(j)−ε,v(j)] have the
property mentioned in Section 3.2, and if lim infT→∞ n(T )/T > 0 and 0 < δ ≤
v(j) − u(j) ≤ δ̄ < ∞, then (I (j)) forms a set of dense reduction intervals with
Ĉ(j) = B[u(j)−ε,u(j)] ∨ B′[v(j)−ε,v(j)] ∨ C.

If α (for α̃Y (s, t |C)) satisfies Condition [A1′], [A1′′] or [A1′′′], and if those
reduction intervals have the properties in [A3], then under moment condition [A2],
we obtain asymptotic expansions (2) and (3) for ZT /

√
T as Theorem 1.

The truncation functional ψj may depend on the path. All what we have to do
is to show the existence of a subset in path space on which the variables ZI(j) and
the variables that determine Ĉ(j) have a locally nondegenerate, regular distribu-
tion. For this purpose, the Malliavin calculus will be applied later. However, we
should notice that there are many other possibilities of obtaining the conditional
type Cramér condition for specific simple models. For instance, if the model in ques-
tion has a discrete time parameter, we may not need such an infinite-dimensional
method unless an infinite-dimensional structure is hiding behind the randomness
of the model. In order to show the positivity of the remaining set after truncation,
the support theorem can apply as in [70].

We will return to conditional ε-Markov processes in Section 4.2 in the light of
the Malliavin calculus.
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4. Malliavin calculus and asymptotic expansion

4.1. A general model equipped with the Malliavin operator that does not shift the
conditioning variable

In order to verify the conditional type Cramér condition such as [A3], we will apply
the Malliavin calculus. We refer the reader to [69] or Kusuoka andYoshida [29] for
necessary notation in the jump type Malliavin calculus.

We first consider the general model described in Section 2 in terms of BI . Sup-
pose that I (j) = [u(j), v(j)] (j = 1, ..., n(T )) are dense reduction intervals with
(Ĉ(j))n(T )

j=1 . Assume that Ĉ(j) is generated by a random variable Cj taking values
in a measurable space S(j) with σ -field S(j), and that C is generated by a random
variable C taking values in a measurable space S′ with σ -field S ′. Moreover, we
assume that for every j , there exists a distributional equivalent (ψ̂j , Ẑj , Ĉj , Ĉ)

of (ψj , ZI (j), Cj , C), where ψj is a truncation functional given in [A3M ] below. In
other words, there exists a probability space (�̂(j), B̂(j), P̂ (j)) which has a ran-
dom variable (ψ̂j , Ẑj , Ĉj , Ĉ) taking values in ([0, 1]×Rd×S(j)×S′, B([0, 1])⊗
Bd ⊗ S(j)⊗ S ′), and L{(ψ̂j , Ẑj , Ĉj , Ĉ)|P̂ (j)} = L{(ψj , ZI (j), Cj , C)|P }.

Suppose that for every j , a Malliavin operator (Lj ,D(Lj )) in the sense of
Bichteler et al. [9] p.102 exists on �̂(j). The operator (Lj ,D(Lj )) has an exten-

sion to the Banach space D
Lj

2,p. We use the same letter Lj for this extension. In this
subsection, we assume that for any bounded measurable function F : S(j)→ R,

F(Ĉj ) ∈ D
Lj

2,p for any p≥ 2, and LjF(Ĉj ) = 0.

Let σkl

Ẑj
= �Lj

(Ẑj,k, Ẑj,l), where �Lj
is the bilinear form corresponding to Lj ,

and also let �
Ẑj
= det σ

Ẑj
for σ

Ẑj
= (σ kl

Ẑj
). Set S1,j = {�−1

Ẑj
ψ̂j , σ

kl

Ẑj
, Lj Ẑj,k,

�Lj
(σ kl

Ẑj
, Ẑj,m), �Lj

(�−1
Ẑj

ψ̂j , Ẑj,l)} for operator Lj . We have an integration-by-

parts formula:

P̂ (j)
[
∂if (Ẑ)ψ̂ |σ(Ĉj )

]
= P̂ (j)

[
f (Ẑ)
Ẑ

i (ψ̂)|σ(Ĉj )
]

for f ∈ C∞↑ (Rd), and Ẑ, ψ̂ ∈ D
Lj

2,∞−
5, under the nondegeneracy for Ẑ, i.e.,

S1[ψ̂; Ẑ] ⊂ D
Lj

2,∞−. We know that


Ẑ
i (ψ̂) = −

d∑
i′=1

{2γ ii′
Ẑ

ψ̂Lj Ẑi′ + �Lj
(γ ii′

Ẑ
ψ̂, Ẑi′)},

γ
Ẑ

being the inverse matrix of σ
Ẑ

. It is easy to verify the above integration-by-parts

formula with the fact that the shift of Lj has no effect on Ĉj . 6

The following condition is usually verified with boundedness of Lp-norms of
{S1,j } and a kind of ergodicity of the conditioning stochastic process generating C.

5 We omit (Rd) even for multi-dimensional functionals.
6 It is not the case with the Malliavin operator in Section 4.2.
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[A3M ] There exist truncation functionals ψj : (�,F)→ ([0, 1], B([0, 1])) satis-
fying the following conditions:

(i) For any L > 0, there exists A > 0 such that

P


 1

n(T )

n(T )∑
j=1

P̂ (j)
[∣∣∣
Ẑj (ψ̂j )

∣∣∣ |Ĉ = C
]
≥ A


 = o

(
1

T L

)
.

(ii) For any L > 0, there exists a ∈ (0, 1) such that

P


 1

n(T )

n(T )∑
j=1

PC
[
1− ψj

] ≥ a


 = o

(
1

T L

)
.

In the above conditions, “any L” can be replaced by “sufficiently large L”, as shown
in the proof.

We then easily obtain the following theorem.

Theorem 2. The same assertions as in Theorem 1 are valid under the same assump-
tions even if [A3] is replaced by [A3M ].

Remark 1. Here Condition [A3M ] tacitly implies that Ẑj , ψ̂j ∈ D
Lj

2,∞− and

S1[ψ̂j ; Ẑj ] ⊂ D
Lj

2,∞−. The Malliavin operator Lj does not shift Ĉ(j)-measurable
functionals, intuitively. This theorem applies to m-dependent sequences. Moreover
it could apply to ε-Markov processes (Section 4.2) though the raw Malliavin opera-
tor given there may shift Ĉ(j)-measurable functionals in general. As a matter of
fact, it is possible to construct another Malliavin operator Lj having the above
property from the raw Malliavin operator. This is what we will implicitly carry out
in Section 4.2.

4.2. Conditional ε-Markov process

Let us return to the càdlàg conditional ε-Markov process Y driven by a càdlàg
process X with independent increments (see Section 3). As before, we shall con-
sider a sequence of intervals I (j) = [u(j), v(j)] (j = 1, ..., n(T )) such that
u(j)+ε < v(j) ≤ u(j+1)−ε. Put Ij = [u(j)−ε, u(j)] andJj = [v(j)−ε, v(j)].
Let M ∈ N. Suppose that for each j , for some Mj ≤ M , there is an Mj -dimensional
random variable Yj which satisfies:

(1) B′Jj
:= σ [Yj ] ⊂ BJj

∨ C;

(2) PB[0,v(j)]∨C = PB′Jj ∨C on b
(B[v(j),∞) ∨ C).

Put Zj = (ZI (j),Yj ). Let Ĉ(j) := BIj ∨ B′Jj
∨ C. We assume that

lim infT→∞ n(T )/T > 0, and then find that I (j) = [u(j), v(j)] (j = 1, ..., n(T ))

form dense reduction intervals with Ĉ(j). Let Cj = ((Yt , Xt − Xu(j)−ε : t ∈
Ij ),Yj , C), where C is a measurable space (S′,S ′)-valued random variable such
that C = σ [C].
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Now, we further assume that a distributional equivalent (ψ̂j , Ẑj , Ĉj ) of
(ψj , ZI (j), Cj ) exists: there exists a probability space (�̂(j), B̂(j), P̂ (j))on which
there is a random variable (ψ̂j , Ẑj , Ĉj ) taking values in ([0, 1] × Rd × S(j),

B([0, 1])⊗Bd⊗S(j)), where S(j) is the value space of Cj and S(j) is its σ -field,
and

L{(ψ̂j , Ẑj , Ĉj )|P̂ (j)} = L{(ψj , ZI (j), Cj )|P }. (10)

Cj and Ĉj are random variables taking values in the product space S(j) =
D(Ij ;Rd1+d2)×RMj×S′ equipped with the productσ -fieldS(j)=D(Ij ;Rd1+d2)⊗
BMj
⊗ S ′.

Assume that (Lj ,D(Lj )) is a Malliavin operator over (�̂(j), B̂(j), P̂ (j)), and

that for any bounded measurable function F , F(πĈj ) ∈ D
Lj

2,∞− and LjF(πĈj )

= 0, where πĈj stands for any finite projection of ((Ŷt , X̂t − X̂u(j)−ε : t ∈ Ij ), Ĉ)

(a part of Ĉj without Ŷj , and not whole Ĉj , where Ŷj is a distributional equivalent
to Yj ). Here Ĉ denotes the distributional equivalent part in Ĉj corresponding to C.

Let Ẑj = (Ẑj , Ŷj ). Suppose that Ẑj ⊂ D
Lj

2,∞−. Put S∗1 [ψ̂j ; Ẑj ] = {σpq

Ẑj

, �−1
Ẑj

�
−(d−1)

Ŷj

ψ̂j }, where �Ẑj
= det σẐj

and �Ŷj
= det σŶj

. We assume that

S∗1 [ψ̂j ; Ẑj ] ⊂ D
Lj

2,∞−. (11)

The matrix (γ mn

Ŷj

)denotes the inverse matrix ofσŶj
.Assume thatφ ∈ D

Lj

2,∞−and

φ det σ−1
Ŷj

∈ D
Lj

2,∞−; then φγmn

Ŷj

makes sense. It follows from the chain rule for the

�-bilinear form that

Mj∑
m,n=1

φ�Lj
(Ẑj,l, Ŷj,m)γ mn

Ŷj

�Lj
(Ŷj,n, F )

=
Mj∑

m,n=1

∑
m′

φ�Lj
(Ẑj,l, Ŷj,m)γ mn

Ŷj

�Lj
(Ŷj,n, Ŷj,m′)∂m′g(Ŷj )H

=
Mj∑
m=1

φ�Lj
(Ẑj,l, Ŷj,m)∂mg(Ŷj )H

= φ�Lj
(Ẑj,l, g(Ŷj ))H = φ�Lj

(Ẑj,l, F ) (12)

for functionals F taking the form of F = g(Ŷj )H for g ∈ C∞B (RMj )7 and H =
h1(X̂uk

− X̂uk−1 , Ŷuk
: 1 ≤ k ≤ m1)h2(Ĉ), with h1 ∈ bB(d1+d2)m1 , h2 ∈ bS ′(j)

and u(j) − ε ≤ u0 ≤ u1 ≤ · · · ≤ um1 ≤ u(j). In order to distinguish the

7 C∞B denotes the space of all bounded smooth functions with bounded derivatives.
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probability measure for the distributional equivalents from the original probability
measure P , we shall here use the bold letter P for the equivalent probability mea-
sure P̂ (j) on the space on which the distributional equivalents are defined. The
integration-by-parts formula yields

∑
p

iupP[eiu·Ẑj σ
pq

Ẑj
φF ] = P[eiu·Ẑj {−2φFLj Ẑj,q − �Lj

(φF, Ẑj,q)}]. (13)

By using the formulas: �Lj
(A, BC) = �Lj

(A, B)C + �Lj
(A, C)B, P[ALjB]

= P[BLjA]( = −P[�Lj
(A, B)]/2) for A, B, C ∈ D

Lj

2,∞− and Lj1 = 0, we
see that

P[A�Lj
(B, C)] = P[�Lj

(AC, B)− �Lj
(A, B)C]

= P[Lj (ACB)− ACLjB− BLj (AC)− �Lj
(A, B)C]

= P[−ACLjB− ACLjB− �Lj
(A, B)C]

= P[{−�Lj
(A, B)− 2ALjB}C].

Applying this formula to A = γ kl

Ŷj

�Lj
(Ŷj,l , Ẑj,q)φF , B = Ŷj,k and C = eiu·Ẑj ,

we obtain
∑
p

iupP[eiu·Ẑj �Lj
(Ŷj,k, Ẑj,p)γ

kl

Ŷj

�Lj
(Ŷj,l , Ẑj,q)φF ]

= P[�Lj
(Ŷj,k, e

iu·Ẑj )γ kl

Ŷj

�Lj
(Ŷj,l , Ẑj,q)φF ]

= P[eiu·Ẑj {−�Lj
(Ŷj,k, γ

kl

Ŷj

�Lj
(Ŷj,l , Ẑj,q)φF )

−2γ kl

Ŷj

�Lj
(Ŷj,l , Ẑj,q)φFLj Ŷj,k}]. (14)

On the event {φ �= 0}, define σ̄
Ẑj

by

σ̄
pq

Ẑj
= σ

pq

Ẑj
−

∑
k,l

�Lj
(Ŷj,k, Ẑj,p)γ

kl

Ŷj

�Lj
(Ŷj,l , Ẑj,q).

The partial covariance matrix σ̄
Ẑj
= (σ̄

pq

Ẑj
) is nonnegative definite, and φ σ̄

pq

Ẑj
is

well defined, indeed, in D
Lj

2,∞−. It follows from (13), (14) and (12) that

∑
p

iupP[eiu·Ẑj σ̄
pq

Ẑj
φF ] = P[eiu·Ẑj 


q
j (φ)F ], (15)

where



q
j (φ) =

∑
k,l

�Lj
(Ŷj,k, γ

kl

Ŷj

�Lj
(Ŷj,l , Ẑj,q)φ)− �Lj

(φ, Ẑj,q)

−2φLj Ẑj,q + 2
∑
k,l

γ kl

Ŷj

�Lj
(Ŷj,l , Ẑj,q)φLj Ŷj,k.
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Put φ′ = (det σ̄
Ẑj

)−1σ̄j,[q,s]ψ̂j , where σ̄j,[q,s] is the (q, s)-cofactor of σ̄
Ẑj

.
Then

φ′ = (det σ̄
Ẑj

)−1(det σŶj
)−(d−1)ψ̂j�

for some functional � ∈ D
Lj

2,∞−. By Assumption (11), (det σŶj
)−1φ′ ∈ D

Lj

2,∞−
since det σ−1

Ŷj

· det σ̄−1
Ẑj
= det σ−1

Ẑj

. In particular, φ′ ∈ D
Lj

2,∞−.

Substituting φ′ into φ of (15), and summing up, we obtain

iupP[eiu·Ẑj ψ̂jF ] = P[eiu·Ẑj 

Ẑj
p (ψ̂j )F ], (16)

where



Ẑj
p (ψ̂j ) =

∑
q



q
j ((det σ̄

Ẑj
)−1σ̄j,[q,p]ψ̂j ).

We see that (16) holds for any F = 1B(Ĉj ) (B ∈ S(j)) by the monotone class
theorem. Consequently,

iupP[eiu·Ẑj ψ̂j |Ĉj = t] = P[eiu·Ẑj 

Ẑj
p (ψ̂j )|Ĉj = t] PĈj − a.s. t. (17)

The distributional equivalence yields that for any bounded measurable functions
ζ and η,

PĈ(j)
[ζ(ZI (j), ψj )] = P[ζ(Ẑj , ψ̂j )|Ĉj = Cj ]

and PC
[
η(Cj )

] = P
[
η(Ĉj )|Ĉ = C

]
. (18)

It follows from (17) and (18) that

PC

[
sup

u:|u|≥B

∣∣∣PĈ(j)
[eiu·ZI(j)ψj ]

∣∣∣
]
= P

σ [Ĉ]

[
sup

u:|u|≥B

∣∣∣Pσ [Ĉj ]

[
eiu·Ẑj ψ̂j

]∣∣∣
]
|
Ĉ=C

≤ P
σ [Ĉ]

[ d∑
p=1

sup
u:|up |≥B/d

∣∣∣∣(iup)
−1

×P
σ [Ĉj ]

[
eiu·Ẑj 


Ẑj
p (ψ̂j )

]∣∣∣∣
]
|
Ĉ=C

≤ d

B

d∑
p=1

P
σ [Ĉ]

[∣∣∣∣

Ẑj
p (ψ̂j )

∣∣∣∣
]
|
Ĉ=C.

Thus, from Theorem 1, we have obtained:

Theorem 3. Let Y be a C-conditional ε-Markov process driven by a process X with
independent increments. Assume that lim infT→∞ n(T )/T > 0. Then Inequalities
(2) and (3) hold under [A2] and [A3M ] in place of [A3].
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Here “Inequalities (2) and (3) hold” means that “Let K,M > 0, θ ∈ (0, 1), .... ,
then (3) holds uniformly” (in Theorem 1).

Remark 2. The above Malliavin operator Lj may shift Ĉ(j)-measurable random
variable, while the Malliavin operator for Theorem 2 does not. Condition [A3M ]

here is implicitly assuming that Ẑj ∈ D
Lj

2,∞− and S∗1 [ψ̂j ; Ẑj ] ⊂ D
Lj

2,∞−. The con-

dition [A3M ] in Theorem 3 is formally the same as that in Theorem 2. However,

note that the same notation 
Ẑj (ψ̂j ) is used in different senses in Theorem 2 and
in Theorem 3. In Theorem 3, we just assumed that (I (j)) is a sequence of inter-
vals mentioned above, and we did not assume that it is accompanied with certain
reduction σ -fields (Ĉ(j)). That is, the reduction property is automatically satisfied
by the ε-Markov property.

Let

S1,j = {(�Ẑj
)−1(�Ŷj

)−(d−1)ψ̂j , σ
kl

Ẑj

, Lj Ẑj,k, �Lj
(σ kl

Ẑj

, Ẑj,m),

�Lj
((�Ẑj

)−1(�Ŷj
)−(d−1)ψ̂j , Ẑj,l)}.

Similarly as in [29], Condition [A3M ](i) can be reduced to the Lp-boundedness of
{S1,j } and a property such as ergodicity of C if it is a stochastic process.

Remark 3. For the distributional equivalent (ψ̂j , Ẑj , Ĉj ), we may assume the
equivalenceL{(ψ̂j , 1{ψ̂j>0}Ẑj , Ĉj )|P̂ (j)} = L{(ψj , 1{ψj>0}ZI(j), Cj )|P } instead
of (10). Sometimes we meet a stochastic differential equation whose coefficient has
a singularity. In such a case, it is not possible to make a differentiable Ẑj the distribu-
tion of which equals to that of Zj . However, we can make Ẑj so that its distribution
on the event {ψ̂j > 0} coincides with that of Zj on {ψj > 0}. This truncation
enables us to avoid the singularity. Masuda and Yoshida [34] took this route to de-
rive an expansion for a stochastic volatility model having an Ornstein-Uhlenbeck
process driven by a Lévy process as a volatility process.

5. Stochastic differential equations

We will apply our results to stochastic differential equations. For simplicity, we
shall start with unconditional expansions.

5.1. Stochastic differential equation with jumps

For each γ (γ = 1, ..., m), let Eγ be an open set in Rbγ equipped with the Borel
σ -field, and let (E0, E0) be another measurable space. Let us consider a stochastic
process (Yt , Zt )t∈R+ which satisfies the following stochastic integral equations:

Yt = Y0 +
∫ t

0
A(Ys−)ds +

r∑
β=1

∫ t

0
Bβ(Ys−)dwβ

s

+
m∑

γ=0

∫

[0,t]×Eγ

Cγ (Ys−, vγ )µ̃γ (ds, dvγ ) (19)
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Zt = Z0 +
∫ t

0
A′(Ys−)ds +

r∑
β=1

∫ t

0
B ′β(Ys−)dwβ

s

+
m∑

γ=0

∫

[0,t]×Eγ

C′γ (Ys−, vγ )µ̃γ (ds, dvγ ), (20)

where Z0 is σ [Y0]-measurable, A ∈ F(Rd2;Rd2) (i.e., Rd2 -valued measurable
functions), Bβ ∈ F(Rd2;Rd2), Cγ ∈ F(Rd2 × Eγ ;Rd2), and similarly, A′ ∈
F(Rd2;Rd), B ′β ∈ F(Rd2;Rd), C′γ ∈ F(Rd2×Eγ ;Rd). Each wβ is a one-dimen-
sional Wiener process, and each µ̃γ is a compensated Poisson random measure on
R+ × Eγ : µ̃γ = µγ − νγ , where µγ is an integer-valued random measure on
R+ × Eγ which satisfies µγ ({t} × Eγ ) ≤ 1 for all t ∈ R+, with compensa-
tor νγ (dt, dvγ ) = dt ⊗ dvγ , dvγ being the Lebesgue measure on Eγ for γ ∈
{1, ..., m}, and ν0(dt, dv0) = dt ⊗ λ0(dv0) for a σ -finite measure λ0 on (E0, E0).
We assume that (wβ, µ̃γ ) are independent. Without loss of generality, we may
assume that the Lebesgue measure |Eγ | = ∞ for every γ ∈ {1, .., m}.

Denote by X̄(t, x̄) = (Y (t, y), Z(t, z)) the flow corresponding to the set of
stochastic integral equations (19)–(20) starting at x̄ = (y, z) instead of (Y0, Z0),
namely, d̄-dimensional stochastic integral equation, d̄ = d2 + d:

X̄(t, x̄) = x̄ +
∫ t

0
Ā(X̄(s−, x̄))ds +

r∑
β=1

∫ t

0
B̄β(X̄(s−, x̄))dwβ

s

+
m∑

γ=0

∫

[0,t]×Eγ

C̄γ (X̄(s−, x̄), vγ )µ̃γ (ds, dvγ ), (21)

where Ā = (A,A′), B̄β = (Bβ, B
′
β) and C̄γ = (Cγ , C

′
γ ).

We shall apply the result in Subsection 4.2 in the present situation. To this end,
let us prepare a sequence of Malliavin operators Lj over particular distributional
equivalents and consider several conditions from which the uniform nondegener-
acy of the Malliavin covariances of Ẑj follows. In this case, the key variables are

given by Yj = Yv(j) and Zj = (Z
u(j)

v(j) , Yv(j)).
Let I (j) = [u(j), v(j)] (j ∈ N) be a sequence of intervals in R+ such that

δ ≤ v(j)−u(j) ≤ δ̄ for some fixed positive numbers δ and δ̄. Define the canonical
space (�̂(j), B̂(j), P̂ (j)) as follows. Take (�̂(j), B̂(j)) as the product measurable
space of the spaces (Rd2 , Bd2) and (�̃(j), B̃(j)). Here (Rd2 , Bd2) is the Borel space
and (�̃(j), B̃(j)) is the canonical product Wiener-Poisson space over time-interval
[0, v(j) − u(j)]. Define a probability measure P̂ (j) so that under P̂ (j), the pro-
jection to the first space yields the same law as Yu(j), and the canonical projections
(wβ;β = 1, ..., r) form an r-dimensional Wiener process on [0, v(j)− u(j)], the
canonical projections (µγ ; γ = 0, 1, ..., m) are independent Poisson random mea-
sures on [0, v(j)−u(j)]×Eγ for each, and (wβ, µγ |β = 1, ..., r; γ = 0, 1, ..., m)

are independent. In the sequel, the distributional equivalent (ψ̂j , Ẑj , Ĉj ) is assumed
to be constructed on the canonical space (�̂(j), B̂(j), P̂ (j)), and we will often
neglect the “hat" convention of distributional equivalents for simplicity.
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Let E =∑m
γ=0 Eγ (direct sum) and µ =∑m

γ=0 µγ . The j -th Malliavin oper-
ator is defined as follows. The domain Rj = D(Lj ) is the set of functionals � of
the form

� = F(y,wt1 − wt0 , . . . , wtN − wtN−1 , µ(f1), . . . , µ(fn)), (22)

where 0 = t0 ≤ t1 ≤ · · · ≤ tN ≤ v(j) − u(j), fi ∈ C2
K,v([0, v(j) − u(j)] × E)

(bounded Borel measurable with compact support, of classC2 in thevγ ∈ Eγ -direc-
tion, γ = 0, 1, ..., m, admitting uniformly bounded derivatives) , and F is bounded
measurable and F(y, ·) ∈ C2

B(RNr+n) with derivatives uniformly bounded in y ∈
Rd2 . Clearly, Rj generates B̂(j). Define a function α as α = αγ on Eγ (γ =
1, ..., m) and α = 0 on E0, where αγ (γ = 1, ..., m) are auxiliary functions
which satisfy 10–1 of Bichteler et al. [9] (also see p.147 (11–2)). With the auxiliary
function α : E→ R+, we define Lj by Lj� = L

(1)
j �+ L

(2)
j �, where

L
(1)
j � = 1

2

N∑
i=1

trace
∂2F

∂x2
i

(ti − ti−1)− 1

2

N∑
i=1

∂F

∂xi

· (wti − wti−1)

and

L
(2)
j � = 1

2

n∑
i=1

∂F

∂xi

µ
(
α�vfi + (∂vα) · ∂vfi

)

+1

2

n∑
i,k=1

∂2F

∂xi∂xk

µ
(
α(∂vfi) · (∂vfk)

)

for� ∈ Rj having the form of (22). Here�v = �vγ onEγ . PutQt(x̄) = det Ut(x̄)

with Ukl
t (x̄) = �Lj

(X̄k(t, x̄), X̄l(t, x̄)). Under the condition that for a certain trun-

cation functional ψ̂j ∈ D
Lj

2,∞−, S∗1 [ψ̂j ; Ẑj ] ⊂ D
Lj

2,∞−, the integration-by-parts
formula holds (Section 4.2, also [69, 29]). Put �tj = v(j)−u(j). In the following
condition, we adopt a condition (Ã′ − r) which Bichteler et al. [9] were based
on. Roughly speaking, Condition (Ã′ − r) is the condition for differentiability and
integrability of the coefficients in the stochastic differential equation. For a detailed
description, see p.60 and p. 147 of [9].

Let ξ̂j ∈ D
Lj

2,∞−. Fix a function ϕ1 ∈ C∞(R) which satisfies that ϕ1(x) = 1
if |x| ≤ 1/2 and ϕ1(x) = 0 if |x| ≥ 1. Then by using Schwarz inequality for
�-bilinear form, it is easy to see that

|
Ẑj (ϕ1(ξ̂j ))| ≤ p(1{|ξ̂j |≤1}Q�tj ((y, 0))−1, |σẐj
|, |Lj Ẑj |, |σσẐj

|, |σ
ξ̂j
|) =: pj ,

with Ẑj = X̄(�tj , (y, 0)), where p is a polynomial independent of j , and y denotes
the canonical projection on the canonical space, corresponding to Yu(j).

[A3Q] (i) For each j , 1{|ξ̂j |≤1}Yu(j) ∈ ∩p>1L
p(P ), and (Ã′−4) is satisfied for the

coefficients (as functions of (y, vγ )) of the stochastic differential equation.
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(ii) lim supT→∞
∑n(T )

j=1 P̂ (j)
[
pj

]
/n(T ) <∞.

(iii) lim infT→∞
∑n(T )

j=1 P̂ (j)
[
|ξ̂j | ≤ 1

2

]
/n(T ) > 0.

We notice that 
Ẑj (ϕ1(ξ̂j )) makes sense thanks to the truncation functional
ϕ1(ξ̂j ) although we did not assume Lp-integrability of Y0. Applying Theorem 3 to
ψ̂j = ϕ1(ξ̂j ), we obtain:

Theorem 4. Let (Y, Z) be a solution of the stochastic differential equation (19)
and (20). Assume that lim infT→∞ n(T )/T > 0. Then Inequalities (2) and (3) hold
under [A2] and [A3Q] in place of [A3].

Note that in this unconditional case, [A1′′′] is sufficient to validate expansions.
Since C is trivial, [A2] becomes a familiar condition. In case Var[ZT /

√
T ] tends

to a positive definite matrix, we can take appropriate constants as sT and uT so
that the probability-terms in (2) and (3) vanish. Let us briefly discuss Condition

[A3Q]. The functionals 
Ẑj are well defined by Condition [A3Q](i). It follows
from Lemma 10–17 of Bichteler et al. [9] that (X̄,∇X̄, U, V ) (V = Lj X̄) satis-
fies a graded stochastic differential equation of (Ã′ − 2). Similarly, from the same
lemma, (X̄,∇X̄, U) satisfies a graded stochastic differential equation of (Ã′ − 3).
By applying the same lemma once again, we see that the process U† given by

U† = ((X̄,∇X̄, U),∇(X̄,∇X̄, U), �((X̄,∇X̄, U), (X̄,∇X̄, U)))

satisfies an equation of (Ã′ − 2), and hence we get Lp-estimates for U† under
truncation by ψ̂j (V0 = 0 etc. and apply 5–10 of the same book). In particular, we
obtain Lp-estimates for σσẐj

. Those estimates help to check [A3Q](ii).

While it is rather general, the condition (ii) of [A3Q] seems slightly abstract.
It is possible to rephrase it more simply if we restrict the objects of study. For
simplicity, we will focus our attention to a stationary case in Section 5.2.

5.2. Stationary case

We still consider the process (Y, Z) satisfying (19) and (20). Also, assume that Y
is stationary. The conditions (SB − (ζ, θ)) and (SC) in Bichteler et al. [9] will be
used in order to ensure the nondegeneracy.

Theorem 5. Suppose that (Ã′ − 4), (SB − (ζ, θ)) and (SC) are satisfied. More-
over, assume that Y0, Z0 ∈ ∩p>1L

p(P ) and that P [Zt ] = 0 for any t ∈ R+. Then
Inequalities (2) and (3) hold.

Proof. Take I (j) = [j δ̄, (j + 1)δ̄] with some large δ̄. Fix a bounded open set
B ∈ Bd2 satisfying that PY0 [B] > 0. Let ϕ̃ ∈ C∞K (Rd2; [0, 1]) be a smooth func-
tion such that ϕ̃ = 1 on B, and let ξ̂j = 1− ϕ̃(Yu(j)). Then it is possible to verify
Condition [A3Q] through a similar path as Bichteler et al. did. Note that the choice
of δ̄ depends on ζ, θ . ��
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Here we do not assume [A2] explicitly. This result was first given in [29] under
the stronger condition [A1′]; ω2 can be replaced by ω in the error term in the present
unconditional setting. In the above proof, good initial values Yu(j) were selected.
On the other hand, it is possible to select a good path set, and it is what we will
later consider with the help of the support theorem.

Differently than Bichteler et al. did, we do not need higher-order differentiabil-
ity because what is necessary in our situation is not integrability but convergence
of the conditional characteristic function to zero.

In diffusion case, though it is too strong, the Hörmander condition is a practical,
convenient one in our nondegeneracy problem ([29]).

5.3. Support theorem and asymptotic expansion

The conditions in the previous result are relatively strong and too sufficient for our
purpose. As suggested above, the existence of a good skeleton is sufficient to find
a good subset of path space with the aid of a support theorem.

We introduce the following notation:

B∗(x̄) = B̄(x̄)B̄(x̄)′

C∗γ (x̄, v
γ ) =




{
I + ∂x̄C̄γ (x̄, v

γ )
}−1

(∂vγ C̄γ )(∂vγ C̄γ )
′(x̄, vγ )

· {I + ∂x̄C̄γ (x̄, v
γ )′

}−1
(if I + ∂x̄C̄γ (x̄, v

γ ) is invertible)

0 (otherwise)

St (x̄) =
∫ t

0
(∇X̄(s−, x̄))+B∗(X̄(s−, x̄))(∇X̄(s−, x̄)′)+ds

+
m∑

γ=1

∫ t

0

∫

Eγ

(∇X̄(s−, x̄))+C∗γ (X̄(s−, x̄), vγ )(∇X̄(s−, x̄)′)+

·αγ (vγ )µγ (ds, dvγ ), (+ means the Moore-Penrose g-inverse)

Ut(x̄) = ∇X̄(t, x̄) St (x̄)∇X̄(t, x̄)′,
Qt (x̄) = det Ut(x̄)

Here M ′ denotes the transposed matrix of the matrix M . Ut(x̄) coincides with the
former one.

For D(R+;Rd)-valued stochastic process Y , denote by Supp(Y ) the support of
the probability distribution of Y and define it by

Supp(Y ) =
{
ϕ ∈ D(R+;Rd);P(d(Y, ϕ) < ε) > 0 for all ε > 0

}
.

Here d denotes a metric on D(R+;Rd) compatible with the Skorohod topology.
On the Wiener-Poisson space �̃ = {(wβ, µγ )} (β = 1, ..., r; γ = 0, 1, ..., m)

on [0, t0], t0 being a positive constant, we consider the ď(:= d̄ +∑m
γ=1 bγ + d̄2)-

dimensional flow �(ξ) = (�t (ξ))t∈[0,t0] defined by the stochastic integral equation
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enlarging (21):

�t(ξ) = ξ +
∫ t

0
Ǎ(�s−(ξ))ds +

r∑
β=1

∫ t

0
B̌β(�s−(ξ))dwβ

s

+
m∑

γ=0

∫

[0,t]×Eγ

Čγ (�s−(ξ), vγ )µ̃γ (ds, dvγ ). (23)

Here ξ ∈ Rď and the coefficients Ǎ, B̌β and Čγ are the liftings of Ā, B̄β and C̄γ

given by

Ǎ(ξ) =



Ā(π1ξ)

(Gγ [1Rγ (v
γ )vγ ])γ=1,...,m

∇Ā(π1ξ)π3ξ


 ,

Gγ being the Lebesgue measure on Eγ and πi being the projection to the i-th block,

B̌β(ξ) =



B̄β(π1ξ)

0
∇B̄β(π1ξ)π3ξ


 and Čγ (ξ, v

γ ) =



C̄γ (π1ξ, v
γ )

eγ ⊗ 1Rγ (v
γ )vγ

∇C̄γ (π1ξ, v
γ )π3ξ


 ,

where eγ is the γ -th unit vector of the standard basis of Rm for γ = 1, ..., m,
e0 = 0 ∈ Rm, and each Rγ is a bounded open set in Rbγ . The third argument of
(23) is the variational equation for X̄. We will in the sequel let π3ξ = Id̄ for the
initial value ξ of (23).

Let Sd+ be the set of d × d-nonnegative matrices, and S̄d+ = Sd+ ∪ {∞} a

one-point conpactification of Sd+. Define S̄ d̄+- valued mapping Q on D([0, t0];Rď )

by

Q(φ) =
∫ t0

0
(π3φs−)+B∗(π1φs−)(π3φ

′
s−)
+ds

+
∑
s:s≤t0

m∑
γ=1

(π3φs−)+C∗γ (π1φs−,�φ
γ
s )(π3φ

′
s−)
+(αγ 1Rγ )(�φ

γ
s )

for φ = (π1φ, π2φ, π3φ) ∈ D([0, t0];Rď ), π2φ = (φγ )γ=1,...,m. We put Q(φ) =
∞ if some element of the second terms on the right-hand side does not converge
absolutely. Assume that |det(I + ∂x̄C̄0)| > δ2 > 0.

Let R∗γ be a bounded open set in Rbγ such that Rγ ⊂ R∗γ . Moreover, set

ξ̌ (y) = ((y, 0), 0, Id̄ ).

[A3S] There exist positive constants δi (i = 1, 2) and a measurable set B ∈ Bd2

for which the following conditions are fulfilled:
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(i) PY0 [B] > 0.
(ii) For every y ∈ B, there exists a skeleton φ(ξ̌ (y)) ∈ Supp(�(ξ̌ (y))) with π2φ

admitting at most finite jumps such that �φ
γ
t

(
ξ̌ (y)

)
∈ Rγ for all t ∈ [0, t0],

Q
(
φ
(
ξ̌ (y)

))
≥ δ1I

and

inf
vγ ∈R∗γ
t∈[0,t0]

∣∣∣det
(
I + ∂x̄C̄γ

(
π1φt

(
ξ̌ (y)

)
, vγ

))∣∣∣ > δ2.

Remark 4. Condition [A3S] may still look abstract. However, it is in general easy
to verify this condition with the aid of a support theorem. Really, it is sufficient
to find a deterministic nice control variable satisfying the nondegeneracy. We will
return to this point after presenting our result and its proof.

Remark 5. It may seem in appearance that the skeleton φ(ξ̌ (y)) can be chosen
very freely. However, no jump times of elements of π2φ(ξ̌ (y)) should coincide
with each other. The condition that φ(ξ̌ (y)) is in the support inevitably imposes
such restrictions on the choice of φ(ξ̌ (y)). For later use, it is sufficient to find a
skeleton φ(ξ̌ (y)) defined on some adequately larger interval than [0, t0].

Remark 6. We do not exclude the case where X̄ has infinitely many jumps over
finite time intervals. For example, if the Lévy measure for small jumps diverges,
we can split that part of Lévy measure as E0, and it is usually possible in practical
situations that the resudual part of finite number of jumps assures the nondegener-
acy.

Remark 7. It is possible that the nondegeneracy condition is satisfied even when
the factors B∗ and C∗γ degenerate in part. If uniform ellipticity is assumed to a sum

of B∗(x̄) and C∗γ (x̄, vγ ) like 2–24 of Bichteler et al. [9], Condition (ii) of [A3S] is
obviously satisfied. It is different from their nondegeneracy because we need only
local nondegeneracy in the present situation.

Theorem 6. Suppose that (Y, Z) satisfy (19) and (20) and that Y is strongly sta-
tionary. Assume (Ã′ − 4) and [A3S]. Moreover, assume that Y0, Z0 ∈ ∩p>1L

p(P )

and that P [Zt ] = 0 for any t ∈ R+. Then Inequalities (2) and (3) hold.

Proof. Let ϕ1 ∈ C∞(R+; [0, 1]) be a truncation function satisfying ϕ1(x) = 1 if
x ≤ 1/2 and ϕ1(x) = 0 if x ≥ 1. Let R∗0 = E0. In the notation introduced above,
we define truncation functionals ψj by

ψj = ϕ1


5

[
1+

(
6Qt0((Y(j−1)�, 0))

δ

)2
]−1




for an adequately fixed positive constant � such that � ≥ t0. In particular, if
Qt0((Y(j−1)�, 0)) ≤ δ/3, then ψj = 0, and if Qt0((Y(j−1)�, 0)) ≥ δ/2, then
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ψj = 1. Clearly, ψj (or more rigorously, their distributinal equivalents) are differ-
entiable in Malliavin’s sense. Let us show that the truncation ψj retains positive
probability uniformly in j . Because of the stationarity, we may only consider ψ1.
We will show the existence of a positive event �0 ⊂ Y−1

0 (B) on which

(i) Q
(
�

(
ξ̌ (Y0)

))
≥ δ1I/2,

(ii) inf vγ ∈R∗γ
t∈[0,t0]

γ=0,1,...,m

∣∣∣det
(
I + ∂x̄C̄γ

(
π1�t

(
ξ̌ (Y0)

)
, vγ

))∣∣∣ ≥ δ2/2.

For y ∈ B, let

ε(y) = sup
{
ε;Q(φ) ≥ δ1I/2 and

inf
vγ ∈R∗γ
t∈[0,t0]

γ=0,1,...,m

∣∣det
(
I + ∂x̄C̄γ (π1φt , v

γ )
)∣∣ ≥ δ2/2

for all φ ∈ D([0, t0];Rď ) satisfying d(φ, φ(ξ̌ (y))) < ε
}

It follows from Lemma 2.1 of Kurz and Protter [27] and similar reasoning as the
note after it that the mappings φ �→ Q(φ) and φ �→ inf vγ ∈R∗γ

t∈[0,t0];γ=1,··· ,m
|det(I +

∂x̄C̄γ (π1φt , v
γ ))| are continuous at φ(ξ̌ (y)) with respect to the Skorohod topol-

ogy; if t0 is a jump point of the skeleton π2φ(ξ̌ (y)), then we can change t0 to a bigger
number at the beginning without changing our nondegeneracy conditions. For the
continuity of the ds-integral term, the right-continuous simple function approxima-
tion to càdlàg functions would help us. Therefore, the two inequalities of [A3S](ii)
imply that ε(y) > 0 for each y. By the assumption that φ(ξ̌ (y)) ∈ Supp(�(ξ̌ (y)))

in [A3S](ii), we see that

PWP
[
Q

(
�

(
ξ̌ (y)

))
≥ δ1I/2 and

inf
vγ ∈R∗γ
t∈[0,t0]

γ=0,1,...,m

∣∣∣det
(
I + ∂x̄C̄γ

(
π1�t

(
ξ̌ (y)

)
, vγ

))∣∣∣ ≥ δ2/2
]
> 0

for every y ∈ B. Here PWP stands for the Wiener-Poisson measure. By using
the Markovian property, integrating the LHS of the above inequality, for X̄t =
X̄(t, (Y0, 0)), we obtain

P
[
Q

(
�(ξ̌(Y0))

)
≥ δ1I/2 and

inf
vγ ∈R∗γ
t∈[0,t0]

γ=0,1,...,m

∣∣det
(
I + ∂x̄C̄γ (X̄t , v

γ )
)∣∣ ≥ δ2/2

]
> 0. (24)

On the event

{ inf
vγ ∈R∗γ
t∈[0,t0]

γ=0,1,...,m

∣∣det
(
I + ∂x̄C̄γ (X̄t , v

γ )
)∣∣ ≥ δ2/2},
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the Lp-norm of supt∈[0,t0] |(∇X̄t )
−1| is finite, and there exists a constant M such

that the probability of the event

{ sup
t∈[0,t0]

|(∇X̄t )
−1| + sup

t∈[0,t0]
|∇X̄t | > M}

becomes arbitrarily small, especially, smaller than the probability of (24). Con-
sequently, taking the intersection of those events, we see that on this event, the
minimum eigenvalue of Ut0(X̄0) admits the following estimate:

λ1
(
Ut0(X̄0)

) = inf
z∈Rd̄ :|z|=1

z′∇X̄(t0, X̄0)St0(X̄0)∇X̄(t0, X̄0)
′z

≥ inf
z∈Rd̄ :|z|=1

z′St0(X̄0)z · inf
z1∈Rd̄ :|z1|=1

∣∣∇X̄(t0, X̄0)
′z1

∣∣2 .

For the second factor on the RHS, we have the estimate:

∣∣∇X̄(t0, X̄0)
′z1

∣∣ ≥
∥∥∥(∇X̄(t0, X̄0)

)−1
∥∥∥
−1

op
≥ c1

∣∣∣(∇X̄(t0, X̄0)
)−1

∣∣∣
−1 ≥ c1

M
,

where c1 is a universal positive constant. For the first factor,

inf
z∈Rd̄ :|z|=1

z′St0(X̄0)z ≥ inf
z∈Rd̄ :|z|=1

z′Q
(
�(ξ̌(Y0))

)
z ≥ δ1/2.

Therefore, λ1
(
Ut0(X̄0)

)
is bounded from below on the good event, and we see that

for a sufficiently small δ > 0, P [ψ1] > 0. This implies Condition [A3M ] and hence
the desired result follows from Theorem 4. We note that on the nice event we took,
the Malliavin covariance matrix Ut0(x̄) admits the representation with St (x̄) given
above. ��

Let us discuss briefly the use of support theorems. Let U be a space of control
processes for the stochastic integral equation (23). Denote by φu the deterministic
solution corresponding to the control variable u ∈ U and the initial state ξ̌ (y). Then
the support theorem asserts that

Supp
(
�(ξ̌(y))

)
= {φu; u ∈ U}, (25)

where the bar means the closure with respect to the Skorohod topology. In this way,
once such a support theorem is established, in order to check Condition [A3S], it
suffices to find a control variable u ∈ U for which φ(ξ̌ (y)) = φu satisfies (ii) of
[A3S].

For illustration, we shall consider the case where Bβ ≡ 0, m = 1 and C0 ≡ 0.
In this situation, the set U is the set of sequences {(tn, vn)}, where {tn} is a strictly
increasing sequence of positive numbers tending to the infinity and {vn} is a se-
quence in the support of the spatial intensity measure G1. For this U , Simon [55]
obtained a support theorem (25). Our nondegeneracy problem is after all turned to
the problem of selecting a finite sequence {(tn, vn)} with tn ∈ R+ (but essentially
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over [0, t0]) such that the resulting path φu satisfies the nondegeneracy (ii) of
[A3S].8

For other support theorems, we refer the reader to Stroock and Varadhan [60],
Aida, Kusuoka and Stroock [1], Kunita [26], Millet and Nualart [35], and Ishikawa
[22, 23].

5.4. Stochastic differential equation with random coefficients

We shall consider a stochastic integral equation with random coefficients:

Yt = Y0 +
∫ t

0
A(cs , Ys−)ds +

r∑
β=1

∫ t

0
Bβ(cs , Ys−)dwβ

s

+
m∑

γ=0

∫ t

0

∫

Eγ

Cγ (cs , Ys−, vγ )µ̃(ds, dvγ ) (26)

Zt = Z0 +
∫ t

0
A′(cs , Ys−)ds +

r∑
β=1

∫ t

0
B ′β(cs , Ys−)dwβ

s

+
m∑

γ=0

∫ t

0

∫

Eγ

C′γ (cs , Ys−, vγ )µ̃(ds, dvγ ) (27)

and will validate the asymptotic expansion for ZT /
√

T . Here c = (ct ) denotes a
conditioning stochastic process independent of (wβ, µγ ).

If we want to check the nondegeneracy in the same way as before using the Mal-
liavin calculus, we will need the Malliavin calculus for time-dependent equations.
It is a routine job by approximation methods to compute the Malliavin covariances
if the coefficients are smooth in c-component and ct has nice continuity, or not
bad discontinuity over I (j). For example, it is the case in each of the following
situations: (i) A measurable space valued process ct is random but constant on
I (j). (ii) An Rd3 -valued process ct is also defined by another stochastic differen-
tial equation driven by independent noises, with jumps, in general. (iii) A process ct
is Lipschitz (in t on every compact a.s.) and it appears in coefficients as a product
form as f (ct )g(Yt ) through differentiable function f (e.g., Taniguchi [64]). On
the other hand, without such a regularity condition, we could not expect anything
general. Because Equations (26) and (27) include a too wide diversity of models,
and because here we do not want to go into those models distinctively, it would be
a feasible way for us to assume the possible final form of the Malliavin covariance.

In order to include periodic stationary models, which include continuous-time
representation of time series models, we keep a sequence of intervals I (j) =
[u(j), v(j)]. For simplicity, let us assume thatv(j) = u(j)+τ and ((ct )t∈I (j), Yu(j))

have the same distribution for all j and T . Consequently, we may only consider

8 Null-control is also a possible control. It often works. Deterministic simulation by com-
puter is another practical solution.
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the interval I (1) and its distributional equivalent. As a convention, we keep the
same notation even for the equivalent. Let u(1) = 0 for notational simplicity. We
will assume that the process c = (ct )t∈I (1) takes its values in a topological space
S and that paths are càdlàg . In the present case, the coefficients A,Bβ,Cγ have
S-component and they are assumed to be continuous. According to this change, we
define Ā, B̄β, C̄γ , B

∗, C∗γ , St , Ut ,Qt , Ǎ, B̌β, Čγ ,Q in a natural way.

In stead of [A3S], we now consider

[A3SC] There exist positive constants δi (i = 1, 2) and subsets A ∈ D(I (1);S),
B ∈ Bd2 for which the following conditions are satisfied:

(i) P (c,Y0)[A× B] > 0.
(ii) For every (c, y)∈A×B, there exists a skeletonφ(c, ξ̌ (y))∈Supp(�(c, ξ̌ (y)))

with π2φ admitting at most finite jumps such that �φ
γ
t

(
c, ξ̌ (y)

)
∈ Rγ for

all t ∈ I (1),

Q
(
c, φ

(
c, ξ̌ (y)

))
≥ δ1I

and

inf
vγ ∈R∗γ
t∈I (1)

∣∣∣det
(
I + ∂x̄C̄γ

(
ct , π1φt

(
c, ξ̌ (y)

)
, vγ

))∣∣∣ ≥ δ2.

As mentioned above, a basic assumption here is that the Malliavin covariance
matrix Ut(c, (Y0, 0)) has the same expression as Section 5.3 with π1�(c, ξ̌ (Y0))

for X̄ and π3�(c, ξ̌ (Y0)) for∇X̄. Moreover, if (ct )t∈I (j)-dependent processes U†9

for the initial value Yu(j) admit Lp(P )-estimates, P [
∣∣∣
Ẑj (ψ̂j )

∣∣∣ | ct ; t ∈ I (j)] can

be represented as g(ct ; t ∈ I (j)), where g : D([0, τ ];S)→ R is measurable, and
g(ct ; t ∈ I (j)) have the same distribution and are in Lτ (P ) for some τ ≥ 1. Thus,
Theorem 3 leads to the asymptotic expansion if (ct ) satisfies the ergodic property:

P



∣∣∣∣∣∣

1

n(T )

n(T )∑
j=1

g̃(ct ; t ∈ I (j))

∣∣∣∣∣∣
> ε


 = O

(
1

T L

)

for any Lτ -function g̃(ct ; t ∈ I (j)) with mean zero, and any positive ε and L.

6. Proof of Theorem 1

6.1. Unifying three mixing conditions

In order to carry out a similar procedure as Götze and Hipp [18] even for our con-
ditional mixing case, we reform the original Zs

t as follows. Let ϕ : Rd → [0, 1]
be a measurable function satisfying that ϕ(x) = 1 if |x| ≤ 1/2 and ϕ(x) = 0 if
|x| ≥ 1. Put ϕT (x) = xϕ(x/(2T β)). Then ϕT (x) = x if |x| ≤ T β and ϕT (x) = 0

9 See Section 5.1.
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if |x| ≥ 2T β . Here β ∈ (0, 1/2) is a constant and it will later be taken sufficiently
close to 1/2. Next, fix some constants δ, δ̄ such that 0 < δ < δ̄. For each T > 0,
consider a sequence (tT ,j )

NT

j=1 such that 0 = tT ,0 < tT,1 < . . . < tT ,NT
= T and

δ < tT ,j − tT ,j−1 < δ̄ (j = 1, ..., NT − 1) and tT ,NT
− tT ,NT−1 < δ̄. Write Ĩj =

[tT ,j−1, tT ,j ], and set Z
Ĩj
= ZtT,j

− ZtT,j−1 . Let Z̃T ,j = ϕT (Z
Ĩj
) − PC[ϕT (Z

Ĩj
)]

for j ≥ 1, and similarly Z̃T ,0 = ϕT (Z0) − PC[ϕT (Z0)]. Furthermore, let Z̃T =∑NT

j=0 Z̃T ,j , and S∗T = Z̃T /
√

T . The C-conditional characteristic function of S∗T
is given by HT (u, C) = PC[eiu·S∗T ] for u ∈ Rd . In order to derive asymptotic
expansion for ZT /

√
T , we will deal an expansion of HT (u, C).

For I = (i1, ..., ir ), i1, ..., ir ∈ {0, 1, ..., NT }, denote Z̃I = Z̃T ,i1 ⊗ · · · ⊗
Z̃T ,ir . Let k(T ),m(T ), l(T ) be increasing sequences of positive integers. For x1 (0
< x1 < 1), let

�1(T ) = {α(δm(T )|C)1/k(T ) ≤ x1

4
}.

Take ε1 (0 < ε1 < 1/2). For I ∈ {0, 1, ..., NT }r , let

�2(T , I ) =

 max

k:1≤k≤k(T )
PC



∣∣∣∣∣∣

∑
j :m(T )(k−1)≤d(j,I )<m(T )k

Z̃T ,j

T
1
2−ε1

∣∣∣∣∣∣


 ≤ x2

1

2


 ,

where d(j, I ) = min{|j − iα|;α = 1, ..., r}. Further, let

�2(T ) =




max
Î :#Î≤C0m(T ),

Î⊂{0,1,...,NT }

PC



∣∣∣∣∣∣
∑

j∈Î

Z̃T ,j

T
1
2−ε1

∣∣∣∣∣∣


 ≤ x2

1

2




,

where C0 is a constant greater than 2(l̄+p+1) for some constant l̄ we specify later
on. Fix an positive integer p ≥ 3. For ε2 > 0, let �3(T ) = {

T −ε2MT (ω) ≤ 1
}
,

where MT (ω) = maxj :0≤j≤NT
PC

[∣∣∣ZĨj

∣∣∣
(p+1)

]
+ 1. Moreover, for x2 (0 < x2 <

1), let

�4(T ) =

 max

Î⊂{0,1,...,NT }

∣∣∣∣∣∣
VarC


T −

1
2
∑

j∈Î
Z̃T ,j



∣∣∣∣∣∣
≤ −2(log x2)

k(T )

l(T )2




and put �0(T ) = ∩4
i=1�i(T ).

Under each one of the three conditions [A1′]–[A1′′′], we will obtain a condi-
tional expansion of the characteristic function by estimating the events �i(T ). In
order to treat those cases in a unified way, we will consider the following Condition
[A1], which looks slightly involved. Let l̄ be an integer not less than d+2[p/2]+1
such that l̄ + p+ 1 is even, and let p′ = l̄ + (p+ 1)2. (More precisely, l̄ is a large
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number which is specified by [A1] (iv) below.) We adopt a particular partition (Ĩj ),
which will be specified. Let K ≥ 1/2, q > 1 and q ′ = q/(q − 1). Set 10

L̂1 = max{1
2
(l̄ + p + 1), (l̄ + p + 1) (1+ β)

(
log

x2

x1

)(
log

4x2
2

x1

)−1

,

(p + 1)(p − 1− (p − 1)ε + β)

(
log

x2

x1

)(
log

4

x1

)−1

,

[
p − 2

2
+

(
3

2
− β

)
l̄ +Kd

](
log

x2

x1

)(
log

4

x1

)−1

}.

[A1] There exist positive constants L1, L2 > 0, x1, x2 (0 < x1 < x2
2 < 1/4),

ε1, ε2, ε, ε
∗, β (0 < ε1, ε2, ε, ε

∗, β < 1/2), l̄ ∈ N, and increasing sequences
m(T ), k(T ) and l(T ) satisfying the following conditions:
(i) k(T )/ log T ≥ L1/ log(x2/x1) for large T , and L1 > L̂1.

(ii) k(T ) ≤ m(T ) = o(T ε) as T →∞.
(iii) l(T ) = o(T ε∗).
(iv) ε2 + 5

2ε + ε∗ < 1
2 − β, ε∗ ≤ ε1, (p′ + d)ε∗ + 2(l̄ + p)ε + ε2 < 1

4p ,

(l̄ + 1+ p)ε2 < 1 and

β > max

{
p + 2ε2

2(p + 1)
[1+ p0

(
l̄ + 1+ p − p0

)−1
],

1

2

[
1− 2p − 1

2p(p + 1)

]}
.

(v) T L2P
[
�0(T )c

] = O(1) (T →∞), and L2 > q ′(p − 2)/2.

The following three lemmas show that we may start with [A1] instead of [A1′],
[A1′′] or [A1′′′].
Lemma 2. Assume [A1′] and [A2]. Let p ∈ N (p ≥ 3), K ≥ 1/2, q > 1, and
x1, x2 > 0 (x1 < x2

2 < 1/4). Take sufficiently small positive ε1, ε2, ε, ε
∗; ε∗ < ε1;

sufficiently large β < 1/2; k(T ) = [T ε3 ], l(T ) = [T ε4 ] and m(T ) = [T ε5 ] with
0 < 2ε4 < ε3 < ε5 < ε and ε4 < ε∗. Then for any L1, L2 > 0 satisfying the last
inequalities in [A1](i) and (v), all the conditions in [A1] are satisfied.

Lemma 3. Assume [A1′′] and [A2]. Fix a′ > 0 satisfying a′b > 1 and a >

a′. Let K ≥ 1/2, q > 1, x1, x2 > 0 (x1 < x2
2 < 1/4). Take sufficiently

small positive ε1, ε2, ε, ε
∗; ε∗ < ε1; sufficiently large β < 1/2. Take L1, L2,

L3 > 0 so that L1, L2 satisfy the last inequalities in [A1](i) and (v). Take
sufficiently large M1 (depending on x2 and L3); k(T ) = [M1(log T )1+a′ ], l(T ) =
[(2L3 log T )(1+a′−1/b)/2], and m(T ) = [T ε5 ] with 0 < ε5 < ε. Then all the condi-
tions in [A1] are satisfied.

Lemma 4. Assume [A1′′′] and [A2]. Let K ≥ 1/2, q > 1, L1, L2, L3 > 0, L1, L2
satisfying the last inequalities in [A1](i) and (v) independently of β and ε. Let
x1 < x2

2 < 1/4 and suppose that x2 is small so that

(− log x2)L1

2 (log 2) L3
> lim sup

T→∞
sup
I∈I
‖�T (I)‖∞ + 2.

10 “ε” is distinct from the one of ε-Markov process.
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Moreover, let

k(T ) =
[
L1 log T

log 2

]
, l(T ) = [√

2L3 log T
]
, m(T ) = [T ε5 ],

where we take a sufficiently small ε5 ∈ (0, 1/2 − β). Then there exist positive
ε1, ε2, ε, ε

∗ such that ε5 < ε and all the conditions in [A1] are fulfilled.

Proof of Lemma 2. It suffices to show [A1](v). Let α(h|C) = 1 if h < 0 for con-
venience. Define a random variable G by

G =
NT∑

g=−1

α(δg|C)1/3 · max
j :0≤j≤NT

(
PC

[∣∣∣Z̃T ,j

∣∣∣
3
])2/3

.

Then

max
I :I⊂{0,1,...,NT }

#I≤n
PC




 1√

T

∑
j∈I

Z̃
(a)
T ,j




2

 = max

I :I⊂{0,1,...,NT }
#I≤n

T −1
∑
i,j∈I

CovC
[
Z̃

(a)
T ,i , Z̃

(a)
T ,j

]

<∼ max
I :I⊂{0,1,...,NT }

#I≤n
T −1

NT∑
g=−1

|I |α(δg|C)1/3

· max
j :0≤j≤NT

(
PC

[
|Z̃T ,j |3

])2/3 ≤ n

T
G. (28)

Let us estimate P [�0(T )c]. First,

P [�1(T )c] ≤ a−1(
4

x1
)k(T )e−aδm(T )<∼e−

a
2 δT ε5

.

With (28), we have

P


 max

I :I⊂{0,1,...,NT }
#I≤n

PC




 1√

T

∑
j∈I

Z̃
(a)
T ,j




2

 ≥ A


 ≤ P

[ n

T
G ≥ A

]

≤
( n

TA

)L

P
[
GL

]
.

For any L ∈ N (L ≥ 2) and any ε′′′ > 0,

P
[
GL

]
≤



P






NT∑
g=−1

α(δg|C) 1
3




2L






1
2

·
{
P

[
max

j :0≤j≤NT

(
PC

[∣∣∣Z̃T ,j

∣∣∣
3
]) 4L

3
]} 1

2

<∼



P






NT∑
g=−1

α(δg|C) 1
3




2L






1
2

· T ε′′′
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from [A2]. Furthermore, for ε′ (0 < ε′ < 1),

P






NT∑
g=−1

α(δg|C) 1
3




2L

 ≤ 22L−1



P






[T ε′ ]∑
g=−1

α(δg|C) 1
3




2L


+ P






NT∑

g=[T ε′ ]+1

α(δg|C) 1
3




2L







<∼ T 2Lε′ + T 2LP


T −1

NT∑

g=[T ε′ ]+1

α(δg|C) 2L
3




≤ T 2Lε′ + T 2L−1

∥∥∥∥∥∥
NT∑

g=[T ε′ ]+1

α(δg|C)
∥∥∥∥∥∥

1

.

It then follows from [A1′] that

∥∥∥∥∥∥
NT∑

g=[T ε′ ]+1

α(δg|C)
∥∥∥∥∥∥

1

<∼
NT∑

g=[T ε′ ]+1

e−aδg<∼e−aδT
ε′/2.

After all, for any L and any ε′′ > 0, if ε′ and ε′′′ are taken sufficiently small, we
obtain

P


 max

I :I⊂{0,1,...,NT }
#I≤n

PC




 1√

T

∑
j∈I

Z̃
(a)
T ,j




2

 ≥ A


 <∼

( n

TA

)L

T ε′′ .

Therefore, we have P [�2(T )c] = O(T −L2) when n = CT ε5 and A = x4
1T
−2ε1/4,

and P [�4(T )c] = O(T −L2) when n = NT and A = −(log x2)T
ε3−2ε4 . Showing

P [�3(T )c] = O(T −L2) from [A2] is a simple matter. ��

Proof of Lemma 3. We will show T L2P [�i(T )c] = O(1) (i = 1, 2, 3, 4). For
�2(T ) and �3(T ), the proof is the same as that of Lemma 2. We see that

P
[
�1(T )c

] ≤
(

4

x1

)k(T )

‖α(δm(T )|C)‖1 <∼ exp
(
−c′ (log T )1+a

)

for large T , with a certain positive constant c′. By using [A2], one has

max
I :I⊂{0,1,...,NT }

PC




 1√

T

∑
j∈I

Z̃
(a)

Ĩj
− 1√

T

∑
j∈I

Z
(a)

Ĩj




2

 <∼ 1
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uniformly on �3(T )∩�1(T ) for large T . [ This estimate can be obtained if one
splits this quadratic form into two parts according to the maximal gap and uses the
covariance inequalities. ] Therefore, with [A1′′],

P
[
�4(T )c ∩�3(T )∩�1(T )

]
<∼ exp

(
− (−2 log x2)

b Mb
1

(4L3)b(1+a′−1/b)
log T

)

× sup
T>T0

P
[
exp

(
�b

T ((Ĩj ))+ 1
)]

.

It completes the proof. ��
Proof of Lemma 4. By the choice of x2, �4(T )c ∩ �3(T ) = φ for large T , and it
suffices to estimate P [�i(T )c], i = 1, 3.

P
[
�1(T )c

]
<∼

(
4

x1

)k(T ) 1

T L
≤ T L1(log 2)−1 log(4/x1)−L<∼T −r

as T → ∞, if one chooses large L for every r > 0. The same estimate as before
applies to P [�3(T )c]. ��

6.2. Expansion of the conditional characteristic function

For real random variables X and V , define complex-valued conjugate conditional
expectation (CVCCE) PC[X](V ) by

PC[X](V ) = P 0
C [X](V )/P 0

C [1](V )

if PC[1](V ) �= 0, where

P 0
C [X](V ) = PC[XeiV ].

Suppose thatµ is aC-valued probability measure on (�,F), i.e.,µ = µ1+iµ2,
µ1, µ2 being real-valued finite signed measures, and µ[�] = 1. For real random
variables X1, ..., Xr , the complex cumulants κµ[X1, ..., Xr ] are defined by

κµ[X1, ..., Xr ] = (−i)r (∂ε1)0 · · · (∂εr )0 log µ
[
exp (iε1X1 + · · · + iεrXr)

]
.

Complex cumulant κµ[X1, ..., Xr ] is symmetric in X1, ..., Xr and multi-linear, and
it satisfies the usual cumulant-moment relations and the cumulant-covariance rela-
tions. For real random variables X1, .., Xr and V , κC[X1, ..., Xr ](V ) is defined
as the complex cumulant for the complex C-conditional probability measure µ =
PC[·](V ).

Let I ∈ {0, 1, ..., NT }r . For u ∈ Rd , define S
[α]
I by

S
[α]
I = iT −

1
2

∑
j :d(j,I )≥α

u · Z̃T ,j .

Let ψT be a truncation functional ([0, 1]-valued random variable) which satisfies
ψT ≤ 1�0(T ). The following lemmas will be proved in Section 6.5.
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Lemma 5. Suppose that [A1] and [A2] hold. Then for any r ∈ N (r ≤ l̄ + p+ 1)
and a1, ..., ar ∈ {1, ..., d}, there exist δ1 ∈ (0, 1/(4p)) and c1 > 0 such that

1{ψT >0}1ŨT
(u)|u|j

∣∣∣κC
[
S
∗(a1)
T , ..., S

∗(ar )
T

]
(ηu · S∗T )

∣∣∣

<∼
{

T −(r−2)/2+δ1 if r ≤ p

T −(p−2)/2−( 1
2−δ1) if p + 1 ≤ r ≤ l̄ + p + 1

uniformly for η ∈ [0, 1] and j (0 ≤ j ≤ p′), where ŨT = {u ∈ Rd; |u| ≤
min{c1T

1
2−β−2ε, l(T )}}.

Set ST = ZT /
√

T .

Lemma 6. Let r ≤ p. Then
∣∣∣κC

[
S
∗(a1)
T , ..., S

∗(ar )
T

]
(0)− κC

[
S
(a1)
T , ..., S

(ar )
T

]
(0)

∣∣∣
<∼MT (ω)

{
T −

r
2+1−(p+1−r)βm(T )r−1 + T

r
2 {α(δm(T )|C)}1/(p+1)

}

<∼MT (ω)
{
T −

r
2+1+(r−1)ε−(p+1−r)β + T

r
2 {α(δm(T )|C)}1/(p+1)

}
under [A1].

Lemma 7. There exists δ2 > 0 such that

1{ψT >0}1ŨT
(u)

∣∣∣(∂u)l
{
HT (u, C)− 
̂T ,p,C(u)

}∣∣∣ <∼ T −
p−2

2 −δ2−dε∗

for l ≤ l̄.

Remark 8. The estimate in Lemma 7 holds uniformly in all partitions (Ĩj ) each
subinterval of which is greater than δ and less than δ̄ in length.

6.3. Conditional type Cramér conditions and the proof of Theorem 1

We will prove Theorem 1 with Lemma 8, Proposition 1 and Lemma 9 below. We
will give proof of Lemmas 8 and 9 in Section 6.4.

[A3�] There exist positive constants η1, η2, η3, B (η1 + η2 < 1, η3 < 1), and
truncation functionals ψj : (�,F)→ ([0, 1], B([0, 1])) 11 such that,

(i) supu:|u|≥B
∣∣∣PĈ(j)

[
ψje

iu·ZI(j)
]∣∣∣ ≤ η1 a.s. for every j .

(ii) For functionals

pj (Ĉ(j)) : = PĈ(j)

[(
1− ψj

)+ 2
(
1− ϕ(T −βZI (j))

)]
,

P
[
#
{
j ;pj (Ĉ(j)) ≥ η2

}
≥ η3n

′(T )
]
= o(T −M1).

11 ψj are distinct from ‘ψT ’.



592 N. Yoshida

Remark 9. It is possible to state [A3�] with a truncation ψT . However, we can make
C-conditional ψj have that truncation factor from the beginning. Consequently, our
set of conditions includes such truncated version of conditions.

[A1#] For any L3 > 0, there exist increasing sequences m(T ), k(T ), l(T ), and
positive constants L1, L2, x1, x2, ε1, ε2, ε, ε

∗ for which [A1] is satisfied and
(#) l(T )2(log T )−1 ≥ L3 for large T .

Lemma 8. Let p ∈ N (p ≥ 3), K ≥ 1
2 , M > 0, q > 1. Let q ′ = q/(q − 1) and

k0 = (p−2)(3d−2). Let I (j) = [u(j), v(j)] (j = 1, ..., n′(T ); T > 0) be dense

reduction intervals with (Ĉ(j))n′(T )
j=1 . Suppose that [A1], and [A3�] are satisfied

for some M1 > l̄ + p−2
2 + Kd and some β. Moreover, assume the compatibility

condition that (I (j)) ⊂ (Ĩj ).

(i) Suppose that l(T ) ∼ T ε4 for some ε4 > 0. If there exists a positive con-
stant a such that ‖α(h|C)‖1 ≤ a−1e−ah for all h > 0, and if [A2] with
L > k0qp(p + 1)−1 holds, then for a sequence of positive numbers sT such
that sT > T −c′ for sufficiently small c′ > 0, and for any sequence of positive
numbers uT with lim infT→∞ uT > 0, Inequality (2) with θ = 1/q ′ holds for
any f ∈ E(M, p0), for some positive constants M∗ and δ∗.

(ii) Suppose that l(T )2 ∼ (log T )1+c1 for some c1 > 0. If there exist positive
constants a, c, C such that ‖α(h|C)‖1 ≤ C exp

(−c (log h)1+a) for all h >

0, and if [A2] with L > k0qp(p + 1)−1 is satisfied, then Inequality (2)
with θ = 1/q ′ holds for a sequence sT satisfying sT ≥ (log T )−c′ for suf-
ficiently small positive c′, and any sequence uT of positive numbers with
lim infT→∞ uT > 0.

(iii) Assume [A1#]. If for some ξ ≥ k0q(p + 1), ‖α(h|C)‖1 = O(h−L′) for
some constant L′ ≥ ξp(p − 1)/(p − 2), and [A2] is satisfied for some
L ≥ p[(p + 1)((k0q)

−1 − ξ−1)]−1, then Inequality (2) with θ = 1/q ′ holds
for a sequence sT satisfying lim infT sT > 0 and any sequence uT of positive
numbers with lim infT→∞ uT > 0.

Remark 10. In the above lemma, besides [A1], we specified the rate of convergence
of ‖α(h|C)‖1. It is not redundant since [A1] does not regulate the contribution of
the truncated events to the moments.

We provided a precise relation between the speed at which the random mixing
coefficient tends to zero, the degree of nondegeneracy of the conditional variance
of ZT /

√
T , and the order of necessary moments, however Condition [A1#] is still

cumbersome. We will present more simple statements in cases [A1′], [A1′′] and
[A1′′′].

Corresponding to [A1′], [A1′′] and [A1′′′], under [A3�], we obtain the follow-
ing results as corollaries to Lemma 8. As it is essentially much more general than
Theorem 1 (it is the case when the maximum length of the reduction intervals tends
to infinity as T →∞, for example), we will state the results as a proposition. Proof
is easy and omitted, however we only note that a partition (Ĩj ) compatible with
(I (j)) can be constructed and we fix one in the following proposition.



Partial mixing and Edgeworth expansion 593

Proposition 1. Let I (j) be dense reduction intervals with (Ĉ(j))n′(T )
j=1 . Suppose

that Conditions [A1′] [resp. [A1′′], [A1′′′]], [A2] (for any L > 0) and [A3�] (for
every M1 > 0 and for β ∈ (0, 1/2) chosen in Lemma 2 [resp. Lemma 3, Lemma
4]) are satisfied. Then for any K,M > 0, θ ∈ (0, 1) and any sequences sT satis-
fying that sT ≥ T −c′ for sufficiently small positive c′ [resp. sT ≥ (log T )−c′ for
sufficiently small positive c′, lim infT→∞ sT > 0], and any sequence uT of positive
numbers with lim infT→∞ uT > 0, there exist positive constants M∗ and δ∗ for
which (2) holds. Moreover, if lim infT→∞ uT /T c′′ > 0 for some constant c′′ > 0,
then (3) holds.

Condition [A3�] is stated in terms of a∨j Ĉ(j)-measurable counting process. On
the other hand, it is possible to replace it with a condition in terms of a C-measurable
process under a weak additional condition.

Lemma 9. Assume [A2] (for any L > 0) and assume [A1′] [ resp. [A1′′], [A1′′′]
]. Let I (j) be dense reduction intervals with (Ĉ(j))n′(T )

j=1 . Suppose that there exists

a positive constant � such that Ĉ(j) ⊂ BI (j)� ∨ C, where I� = {t; dist(t, I ) ≤ �}.
Then Condition [A3] implies that there exists a compatible partition (Ĩj ) with
(I (j)) for which Condition [A3�] is satisfied for any M1 > 0 and β ∈ (0, 1/2)
chosen in Lemma 2 [ resp. Lemma 3, Lemma 4 ].

Proof of Theorem 1. Theorem 1 follows from Proposition 1 and Lemma 9. ��
Remark 11. With an additional moment condition, [A3�] can be replaced by:
[A3+] There exist positive constants η1, η2, η3, B (η1 + η2 < 1, η3 < 1),
and truncation functionals ψj : (�,F) → ([0, 1], B([0, 1])) such that, (i)

supu:|u|≥B
∣∣∣PĈ(j)

[
ψje

iu·ZI(j)
]∣∣∣ ≤ η1 a.s. for every j . (ii) For functionals pj (Ĉ(j))

:= PĈ(j)

[
1− ψj

]
, P

[
#
{
j ;pj (Ĉ(j)) ≥ η2

}
≥ η3n

′(T )
]
= o(T −M1) for every

M1 > 0. We then see that it is possible to prove the same assertion as in Theorem
1 under [A1′] [ resp. [A1′′], [A1′′′] ], [A3+] and the moment condition [A2∗]: For

every L > 0, sup t,h,T :0≤t≤t+h≤T
0≤h≤δ̄,T ∈R+

P
[∣∣Zt

t+h
∣∣L] < ∞, and the same inequality with

Zt
t+h replaced by Z0 holds. Furthermore, PC[Zt

t+h] = 0 and PC[Z0] = 0.

Remark 12. Proof of theorems will be presented in the next Section 6.4. We treated
conditional ε-Markov processes in Section 3, showing the reduction property, and
as an example, discussed a random-coefficient stochastic differential equation with
jumps in Section 5. Hidden Markov models, and more generally, latent-variable
models with strongly dependent components are also examples to those later sec-
tions. The results in this section are more general: to say nothing of the conditional
ε-Markov process, it also applies to non-Markovian processes like m-dependent
sequences. We do not give the details but let us briefly discuss a cluster model for
rainfalls. The centers T c

j (j ∈ Z) of storms are dispersed on the time-axis R accord-
ing to a Poisson random measure with rate λ. The subsidiary points T s

jk (k ∈ N)

and the rainfall intensity processes Xjk(t) are attached to each T c
j . Assume that

those processes are independent, and that the occurrence of the subsidiaries and
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the influence of the intensity are limited within a bounded length. The rainfall Y (t)

at time t is modeled by Y (t) = ∑
j,k Xjk(t − T c

j − T s
jk). The real data Yh

n are

given by aggregating Y (t): Yh
n =

∫ (n+1)h
nh

Y (t)dt. Then it is not difficult to find a
reduction sequence. Moreover, the conditioning enables us to deal with a doubly
stochastic Poisson process (T c

j ) with strongly dependent intensity λ(c, t), which
would be natural to explain real data. See Cox and Isham [13] for the cluster models
(Neyman-Scott model and Bartlett-Lewis model), and see Sakamoto and Yoshida
[54] for asymptotic expansion of the Yule-Walker estimator.

6.4. Proof of Lemmas 8 and 9

Let p1 ∈ (1,∞).

Lemma 10. Suppose that [A1#] 12 and [A3�] are satisfied for some M1 > p1[
l̄ + p−2

2 +Kd
]

and some β. Assume the compatibility condition (I (j)) ⊂ (Ĩj ).

Let a1, ..., al ∈ {a ∈ Rd; |a| ≤ 1}. Then there exists a positive constant δ′′′ such
that

∥∥∥(∂u)lHT (u, C)[a1, ..., al]
∥∥∥
p1

<∼ T −(
p−2

2 +δ′′′+Kd)

for u (|u| ≥ l(T )) and l ≤ l̄.

Proof. (a) Put v(0) = 0 and u(n′(T ) + 1) = T . Let C = {j ; Ĩj = I (kj ) for
some kj (1 ≤ kj ≤ n′(T )) }. For i1, ..., il ∈ {0, 1, ..., NT }, let C(i1, ..., il) =
C \ {i1, ..., il}. Moreover, let (ck) (c1 < c2 < · · · < c#C(i1,...,il )) denote all the
elements of C(i1, ..., il), and let c0 := −1 and c#C(i1,...,il )+1 := NT + 1. Define
jn ∈ {1, ..., n′(T )} so that I (jn) = Ĩcn for cn ∈ C(i1, ..., il), and let C∗(i1, ..., il) =
{jn; n = 1, ..., #C(i1, ..., il)} ⊂ {1, ..., n′(T )}. Take Kn and Ln as

Kn =
∏

m:cn−1<m<cn

{(
Z̃

(a1)
T ,m

)1{i1}(m)· · ·
(
Z̃

(al)
T ,m

)1{il }(m)

exp
(
iT −

1
2 u · Z̃T ,m

)}
,

a1, ..., al ∈ {1, 2, ..., d}, and

Ln = exp
(
iT −

1
2 u · Z̃T ,cn

)
= ẽjn(T

− 1
2 u),

where

ẽj (u) = exp
{
iu · (ϕT

(
ZI(j)

)− PC[ϕT

(
ZI(j)

)
]
)}

with ZI(j) = Zv(j) − Zu(j).

12 We only need (#) for some sufficiently large L3.
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(b) Put Z̃�
I (j) = ϕT (ZI (j)) = Z̃I (j) + PC[ϕT (ZI (j))]. Since Z̃�

I (j) = ZI(j) when

|ZI(j)| ≤ T β ,

∣∣∣PĈ(j)

[
ẽj (u)

]∣∣∣ =
∣∣∣PĈ(j)

[
e
iu·Z̃�

I (j)

]∣∣∣
≤

∣∣∣PĈ(j)

[
ψje

iu·ZI(j)

]∣∣∣+
∣∣∣PĈ(j)

[
(1− ψj )e

iu·ZI(j)

]∣∣∣
+
∣∣∣PĈ(j)

[{
1− ϕ

(
T −βZI (j)

)} (
e
iu·Z̃�

I (j) − eiu·ZI(j)

)]∣∣∣
≤ η1 + PĈ(j)

[
1− ψj

]+ 2PĈ(j)

[
1− ϕ

(
T −βZI (j)

)]

for |u| ≥ B. Then, if pj (Ĉ(j)) < η2, then
∣∣∣PĈ(j)

[
ẽj (u)

]∣∣∣ ≤ η4 for |u| ≥ B, where

η4 = η1 + η2 < 1. Petrov’s lemma yields |PĈ(j)

[
ẽj (u)

] | ≤ e−η5|u|2 for |u| ≤ B

on the same events. Note that η5 is a universal constant independent of ω. [We are
in a slightly different situation than Lemma (3.2) of Götze and Hipp [18] while it
can be proved in a similar way: let p(ω, dx) be a regular conditional distribution

of Z̃I (j) given Ĉj . Then g(u) := PC
[∣∣∣PĈj

[
eiu·Z̃I (j)

]∣∣∣
2
]

admits a representation

g(u) = PC
[∫

Rd

∫

Rd

p(ω, dx)p(ω, dy) cos (u · (x − y))

]
,

and hence an iterating inequality 1− g(2mu) ≤ 4m(1− g(u)). The rest is the same
as in Götze and Hipp [18].]
(c) On the other hand, we obtain the following estimate by using a property of the
dense reduction sequence : for a1, ..., al ∈ {1, ..., d},

∣∣∣∂ua1
· · · ∂ual

HT (u, C)
∣∣∣ ≤ T −

l
2

NT∑
i1,...,il=0

∣∣∣PC
[
eiu·S

∗
T Z̃

(a1)
T ,i1
· · · Z̃(al)

T ,il

]∣∣∣

= T −
l
2

NT∑
i1,...,il=0

∣∣∣PC
[
(�

#C(i1,...,il )+1
j=1 Kj)

× (�j∈C∗(i1,...,il )PĈ(j)
[ẽj (T

− 1
2 u)])

]∣∣∣

<∼ T −
l
2+lβ

NT∑
i1,...,il=0

PC
[
�j∈C∗(i1,...,il )

×
∣∣∣PĈ(j)

[ẽj (T
− 1

2 u)]
∣∣∣
]
.
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(d) Let �∗(T ) =
{

#{j ;pj (Ĉ(j)) ≥ η2} < η3n
′(T )

}
. Then

∥∥∥∥∥∥
NT∑

i1,...,il=0

PC
[
�j∈C∗(i1,...,il )

∣∣∣PĈ(j)

[
ẽj (T

− 1
2 u)

]∣∣∣
]
∥∥∥∥∥∥
p1

≤
NT∑

i1,...,il=0

{∥∥∥PC
[
1�∗(T )�j∈C∗(i1,...,il )

∣∣∣PĈ(j)

[
ẽj (T

− 1
2 u)

]∣∣∣
∥∥∥
p1

+ ∥∥PC
[
1�∗(T )c

]∥∥
p1

}

<∼T l̄
(
e−η5l(T )2/T ∨ η4

)η6n
′(T ) + o(T l̄−M1/p1)

<∼T −(
p−2

2 +δ′′′+Kd)

for u (|u| ≥ l(T )), where [A1#] was used. We may use the inequality in Step (c)
to complete the proof. ��
Proof of Lemma 8. The desired result will be obtained by showing a series of
inequalities. Set

eT = 1√
T


PC [ϕT (Z0)]+

NT∑
j=1

PC
[
ϕT

(
Z

Ĩj

)]

 .

(a) Estimate of eT .
∣∣∣PC

[
ϕT

(
Z

Ĩj

)]∣∣∣ =
∣∣∣PC

[
ϕT

(
Z

Ĩj

)
− Z

Ĩj

]∣∣∣ ≤ PC
[∣∣∣ϕT

(
Z

Ĩj

)
− Z

Ĩj

∣∣∣
]

≤ PC



∣∣∣ZĨj

∣∣∣ 1
{
∣∣∣∣ZĨj

∣∣∣∣≥T β }




≤ T −pβMT (ω)<∼T −pβ+ε2 ≤ T −
p−2

2 − 1
2−ε8

on {ψT > 0}, for some ε8 > 0. Here we used [A1](iv) and the inequality: −pβ +
ε2 < −pβ + 1/2 − β = −(p + 1)β + 1/2 < −p/2 + 1/2 − ε8. Thus, though it
is too strong an estimate for our use, we obtain

1{ψT >0} |eT | <∼ T −
p−2

2 −ε8 = o(1). (29)

(b) Estimate for PC
[
f
(
T −

1
2 ZT

)]
. We will first estimate the cumulants of ZT /

√
T

without truncation.
Suppose that either of the following conditions holds true:

(i) (exponential)+([A2] with L > qp(p + 1)−1 for some q > 1),
(ii) (hyper-polynomial)+([A2] with L > qp(p + 1)−1 for some q > 1),

(iii) ((polynomial) with L′ ≥ ξp(p − 1)/(p − 2)) +([A2] with L ≥
p[(p + 1)(q−1 − ξ−1)]−1 for some q > 1 and ξ ≥ q(p + 1)).
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Let ZT,j = Z
Ĩj

. Let r = (p + 1)/(p − 1) and r ′ = (p + 1)/2. By using the

covariance inequality, for ξ > q, ξ ≥ (p+ 1)(p− 1)−1, and ζ ≥ 2[(p+ 1)(q−1−
ξ−1)]−1, we have

∥∥∥∥PC
[∣∣∣T − 1

2 Z
(a)
T

∣∣∣
2
]∥∥∥∥

q

≤ T −1
NT∑

j,k=0

∥∥∥PC
[
Z

(a)
T ,jZ

(a)
T ,k

]∥∥∥
q

<∼ T −1
NT∑

j,k=0

∥∥∥α(δ(|k − j | − 1)|C) 1
r

(
PC

[∣∣∣Z(a)
T ,j

∣∣∣
2r ′

]) 1
2r′

×
(
PC

[∣∣∣Z(a)
T ,k

∣∣∣
2r ′

]) 1
2r′ ∥∥∥

q

<∼ T −1NT

( ∞∑
k=0

‖α(δk|C)‖
1
ξ

1 + 1

)

× sup
j

∥∥∥∥PC
[∣∣∣Z(a)

T ,j

∣∣∣
p+1

]∥∥∥∥
2(p+1)−1

ζ

.

We then use the conditions to obtain
∥∥∥∥PC

[∣∣∣T − 1
2 Z

(a)
T

∣∣∣
2
]∥∥∥∥

q

= O(1);

Make ξ sufficiently large and ζ sufficiently small in (i) and (ii).
Next, we will estimate higher-order cumulants of ZT /

√
T without truncation.

A modified proof of Lemma 6 can apply. Let er = r−2
2(r−1) ∈ [ 1

4 ,
1
2 ) for r = 3, ..., p.

Put

�1 = T −
r
2

∑
j1,...,jr :0≤j1,...,jr≤NT
maxgap(j1,...,jr )≤T er

∣∣∣κC
[
Z

(a1)
T ,j1

, ..., Z
(ar )
T ,jr

]
(0)

∣∣∣

and

�2 = T −
r
2

∑
j1,...,jr :0≤j1,...,jr≤NT
maxgap(j1,...,jr )>T er

∣∣∣κC
[
Z

(a1)
T ,j1

, ..., Z
(ar )
T ,jr

]
(0)

∣∣∣ .

For j1, ..., jr ∈ {0, 1, ..., NT } and a decomposition I1 + · · · + Il = {1, ..., r},
3 ≤ r ≤ p,

∣∣∣�l
m=1PC[Z(jα;α∈Im)]

∣∣∣ <∼ �r
i=1PC

[∣∣∣Z(ai)
T ,ji

∣∣∣
p+1

]1/(p+1)

.

In view of (40), we see that

‖�1‖q <∼ T −
r
2+1T er (r−1) sup

ji

∥∥∥∥∥�
r
i=1PC

[∣∣∣Z(ai)
T ,ji

∣∣∣
p+1

]1/(p+1)
∥∥∥∥∥
q

,
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hence it follows from [A1] and [A2] for L ≥ qr/(p + 1) that

‖�1‖q <∼ sup
ji ,i,T

∥∥∥∥PC
[∣∣∣Z(ai)

T ,ji

∣∣∣
p+1

]∥∥∥∥
r/(p+1)

qr/(p+1)
= O(1).

Let ξ ≥ q, ξ ≥ (p + 1)(p + 1− r)−1 and ζ ≥ r[(p + 1)(q−1 − ξ−1)]−1. As
for �2, from a similar formula to (41) and the covariance inequality, it holds that

∣∣∣κC
[
Z

(a1)
T ,j1

, ..., Z
(ar )
T ,jr

]
(0)

∣∣∣ <∼
(
�r

i=1PC
[∣∣∣Z(ai)

T ,ji

∣∣∣
p+1

]1/(p+1)
)

× {
α(δT er |C)}(p+1−r)/(p+1)

,

and hence,

‖�2‖q <∼ T
r
2
∥∥α(δT er |C)∥∥1/ξ

1

(
sup
i,j

∥∥∥∥PC
[∣∣∣Z(ai)

T ,ji

∣∣∣
p+1

]∥∥∥∥
ζ

)r/(p+1)

≤ T
r
2−L′er

ξ = O(1)

if L′ ≥ r(r−1)
r−2 ξ in (polynomial) and L ≥ r[(p+1)(q−1− ξ−1)]−1 in [A2]. In case

(i) or (ii), we may take ξ →∞.
After all, we have proved the boundedness of the Lq -norm of f (ZT /

√
T ) for

f ∈ E(M, p0) since the possible maximum number of the cumulant factors in the
expression of the moments up to p0-th order is p0/2 ≤ k0. We here notice that if
3 ≤ r ≤ p, then r(r − 1)/(r − 2) ≤ p(p − 1)/(p − 2).

(c) Each term in the conditional density of 
T,p,C(dz)/dz is written out in terms
of the cumulants of ZT /

√
T of degree at most p, (detVarC[ZT /

√
T ])−k (k =

0, 1, ..., 3(p−2)) and the Gaussian kernel φ(z; 0,VarC[ZT /
√

T ]). In order to esti-
mate the Lq -norm of each term except for the determinant-factor, considering the
integration of a polynomial with respect to a Gaussian kernel, we deduce that it is
sufficient to estimate

∥∥∥|κC[(ZT /
√

T )⊗p1 ]| · · · |κC[(ZT /
√

T )⊗pk ]||VarC[ZT /
√

T ]|j
∥∥∥
q

for p1 + · · · + pk ≤ p̄ := 3(p − 2) and j ≤ j̄ := 3(p − 2)(d − 1). Let
k0 = (p − 2) + j̄ = (p − 2)(3d − 2). From Step (b), we see that each term in

T,p,C[f ] is O(1) in Lq -norm under any one of the following conditions:

(i) (exponential)+([A2] with L > k0qp(p + 1)−1 for some q > 1),
(ii) (hyper-polynomial)+([A2] with L > k0qp(p + 1)−1 for some q > 1),

(iii) ((polynomial) with L′ ≥ ξp(p − 1)/(p − 2)) +([A2] with L ≥ p[(p +
1)((k0q)

−1 − ξ−1)]−1 for some q > 1 and ξ ≥ k0q(p + 1)).
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(d) Let us complete the proof. It follows from Lemmas 11 (below, and Remark

14), 7, 10 and Steps (a) and (b) that �T (f ) ≡
∥∥∥PC

[
f
(

1√
T
ZT

)]
−
T,p,C [f ]

∥∥∥
1

satisfies

�T (f ) ≤ 2C ‖1− ψT ‖q ′ + CdM
∑

α:|α|≤d+1+p0

∫

|u|≥l(T )

∥∥∥∥ψT ∂α
u

[

̂T ,p,C(u)K̂(T −K1u)eiu·eT

] ∥∥∥∥
1

du

+C′
∥∥∥ψT ω

(
f ; T −K,
+

T ,p,C
)∥∥∥

1
+ ō(T −(p−2+δ′′)/2),

where K1(> K) is a constant sufficiently close to K , q ′ = q/(q − 1) and δ′′ is
some positive constant.

Since 
̂T ,p,C(u) takes the form:


̂T ,p,C(u) = exp

(
−1

2
VarC

[
ZT /
√

T
]

[u, u]

) ∑
|n|≤3(p−2)

cn(C)un

( cn(C) depend on T ), the derivatives ∂l
u
̂T ,p,C(u) (l ≤ l̄) are dominated by

C exp

(
−1

2
VarC

[
ZT /
√

T
]

[u, u]

)∑
n

|cn(C)|
(∣∣∣VarC

[
ZT /
√

T
]∣∣∣+ 1

)l̄

(|u|p′′ + 1),

p′′ = 3(p−2)+l̄.Therefore, for a sequence sT > 0, on the event {VarC
[
ZT /
√

T
]
≥

sT Id}, the integration of ∂l
u
̂T ,p,C(u) over the region {|u| ≥ l(T )} is dominated by

C
∑

n

|cn(C)|
(∣∣∣VarC

[
ZT /
√

T
]∣∣∣+ 1

)l̄
∫

|u|≥l(T )

e−
1
2 sT |u|2(|u|p′′ + 1)du

≤ C′
∑

n

|cn(C)|
(∣∣∣VarC

[
ZT /
√

T
]∣∣∣+ 1

)l̄
(

1√
sT
+ 1

)p′′+d

· exp

(
−1

4
sT l(T )2

)
.

For Lemma 8 (i), sT = T −c′ for some c′ > 0. For Lemma 8 (ii), we take l(T )2 ∼
(log T )1+c1 and sT = (log T )−c′ for some c1 > c′ > 0. For Lemma 8 (iii),
l(T )2 ≥ L3 log T and lim infT sT > 0 by assumption: see [A1#]. In any case, the
right-hand side of the above inequality turns out to be asymptotically smaller than
T −N for every N > 0: the Covariance factors are dominated by T ε on {ψT > 0},
and we also know the Lq -boundedness of cn(C). If the truncation functional ψT is
chosen to be the indicator function of the set

�0(T ) ∩ {sT Id ≤ VarC
[
ZT /
√

T
]
≤ uT Id},

then we have an estimate:
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∑
α:|α|≤d+1+p0

∫

|u|≥l(T )

∥∥∥ψT ∂α
u

[

̂T ,p,C(u)K̂(T −K1u)eiu·eT

]∥∥∥
1
du <∼ T −N

as T →∞, where N is a constant satisfying N > (p − 2)/2.
It follows from [A1] that

‖1− ψT ‖q ′ ≤ P
[
�0(T )c

]1/q ′ + P
[
VarC

[
ZT /
√

T
]
< sT Id

]1/q ′

+P
[
VarC

[
ZT /
√

T
]
> uT Id

]1/q ′
.

In a similar manner as 
̂T ,p,C , the measure 
+
T ,p,C is expressed by the density

φ(x; 0,VarC
[
ZT /
√

T
]
)


 ∑
|n|≤3(p−2)

dn(C)xn



+

.

With this,
∥∥∥ψT ω

(
f ; T −K,
+

T ,p,C
)∥∥∥

1

≤
∑

|n|≤3(p−2)

∥∥∥∥ψT |dn(C)|
∫

Rd

ωf (x; T −K)|x||n|φ(x; 0,VarC
[
ZT /
√

T
]
)dx

∥∥∥∥
1

≤ u
d/2
T s

−d/2
T

∑
|n|≤3(p−2)

‖ψT dn(C)‖1
∫

Rd

ωf (x; T −K)|x||n|φ(x; 0, uT Id)dx.

≤ C′uγ (1)
T s

−γ (2)
T ω2

(
f ; T −K, φ(x; 0, uT Id)dx

)
.

Notice that the L1-norms of dn(C) were evaluated in Step (c).
By using estimates thus far, we obtain:

�T (f ) <∼ P
[
VarC

[
ZT /
√

T
]
< sT Id

]1/q ′ + P
[
VarC

[
ZT /
√

T
]
> uT Id

]1/q ′

+uγ (1)
T s

−γ (2)
T ω2

(
f ; T −K, φ(x; 0, uT Id)dx

)
+ ō(T −(p−2+δ′′)/2)

for some positive constant δ′′. ��
Remark 13. Under Condition (4), the above proof is modified as follows. Denote
vT,C = VarC[T −1/2ZT ]. Then

�′T (f ) ≤
∥∥∥PC[f (T −1/2ZT )]1{vT,C<sT Id }

∥∥∥
1

+
∥∥∥
(
PC[f (T −1/2ZT )]−
T,p,C[f ]

)
ψT

∥∥∥
1

+
∥∥∥PC[|f (T −1/2ZT )|](1�0(T )c + 1{vT,C>uT Id })

∥∥∥
1

+ ∥∥|
T,p,C |[|f |]1{vT,C≥sT Id }(1�0(T )c + 1{vT,C>uT Id })
∥∥

1

<∼ ‖1− ψT ‖q ′ +
∥∥∥
(
PC[f (T −1/2ZT )]−
T,p,C[f ]

)
ψT

∥∥∥
1
.



Partial mixing and Edgeworth expansion 601

Thus, for �′T (f ), we obtain the same inequality (up to a constant factor) as the first
inequality in Step (d) of the above proof.

With a smooth probability kernel K on Rd whose Fourier transform K̂ has a
compact support, we obtain a conditional smoothing lemma as follows.

Lemma 11. For K1 > K > 0, there exist positive constants Cd and δ′′ such that

∥∥∥∥ψT

(
PC

[
f

(
1√
T

ZT

)]
−
T,p,C [f ]

)∥∥∥∥
1

≤ CdM
∑

α:|α|≤d+1+p0

∫ ∥∥∥ψT ∂α
u

[(
HT (u, C)eiu·eT − 
̂T ,p,C(u)

)
K̂(T −K1u)

]∥∥∥
1
du

+Cd

∥∥∥ψT ω
(
f ; T −K,
+

T ,p,C
)∥∥∥

1
+ ō(T −(p−2+δ′′)/2)

for any f ∈ E(M, p0), where ψT is a truncation functional and 
T,p,C is the
C-conditional Edgeworth expansion of the conditional law LC{ZT /

√
T }. Here K

is chosen as suggested in the proof.

Proof. The proof of the above lemma is a conditional version of that of Lemma
(3.3) of Götze and Hipp [18], under truncation. For a positive number η, let A =
{|ZT /

√
T | ≤ T η} and B = {|Z′T /

√
T | ≤ T η}, where Z′T =

∑NT

j=0 ϕT (Z
Ĩj
). Let

D(f, T ) =
∣∣∣f (ZT /

√
T )− f (Z′T /

√
T )

∣∣∣=
∣∣∣f (ZT /

√
T )−f (Z′T /

√
T )

∣∣∣ 1{ZT �=Z′T }.

We observe

PC [D(f, T )1A∩B ] ≤ 2M(1+ T ηp0)PC
[
ZT �= Z′T

]
,

PC [D(f, T )1A∩Bc ] ≤ M(1+ T ηp0)PC
[
ZT �= Z′T

]

+PC
[
M(1+ |Z′T /

√
T |p0)1Bc1{ZT �=Z′T }

]
,

PC [D(f, T )1Ac∩B ] ≤ PC
[
M(1+ |ZT /

√
T |p0)1Ac1{ZT �=Z′T }

]

+M(1+ T ηp0)PC
[
ZT �= Z′T

]
,

PC [D(f, T )1Ac∩Bc ] ≤ PC
[
M(1+ |ZT /

√
T |p0)1{ZT �=Z′T }1Ac

]

+PC
[
M(1+ |Z′T /

√
T |p0)1{ZT �=Z′T }1Bc

]
.

Thus one obtains an estimate uniform in E(M, p0):

1{ψT >0}PC [D(f, T )] <∼ 1{ψT >0}
{
T ηp0PC

[
ZT �= Z′T

]+ PC
[∣∣∣∣

ZT√
T

∣∣∣∣
p0

1Ac

]

+PC
[∣∣∣∣

Z′T√
T

∣∣∣∣
p0

1Bc

]}
. (30)
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Noticing that p0 is even and applying Lemma 6, we see that the second term on the
right-hand side of (30) is less than or equal to:

1{ψT >0}
{∣∣∣∣PC

[∣∣∣∣
Z′T√
T

∣∣∣∣
p0]
− PC

[∣∣∣∣
ZT√
T

∣∣∣∣
p0
]∣∣∣∣+ PC

[∣∣∣∣
Z′T√
T

∣∣∣∣
p0

1Bc

]

+
∣∣∣∣PC

[∣∣∣∣
Z′T√
T

∣∣∣∣
p0

1B

]
− PC

[∣∣∣∣
ZT√
T

∣∣∣∣
p0

1A

]∣∣∣∣
}

<∼ 1{ψT >0}MT

{
T −R + T (1+ε)p0/2α(δm(T )|C)1/(p+1)

}
+ 1{ψT >0}|eT |T p0ε/2

+1{ψT >0}PC
[∣∣∣∣

Z′T√
T

∣∣∣∣
p0

1Bc

]
+ 1{ψT >0}

{
PC

[∣∣∣∣
Z′T√
T

∣∣∣∣
p0

1B∩Ac

]

+PC
[∣∣∣∣

ZT√
T

∣∣∣∣
p0

1A∩Bc

]
+ 2T ηp0PC

[
ZT �= Z′T

] }
, (31)

where R = −{1+2−1p0ε− (p+1)β}. [ We obtain the first term on the right-hand
side as follows. Lemma 6 together with [A1] implies that |VarC[S∗T ]−VarC[ST ]| is
bounded on {ψT > 0} uniformly in (ω, T ). Since |VarC[S∗T ]|<∼k(T )<∼T ε by [A1]
and the definition of �4(T ), |VarC[ST ]|<∼T ε on {ψT > 0}. On the other hand,
it follows from Lemmas 5 and 6 that for r (3 ≤ r ≤ p0), the r-th conditional
cumulants of S∗T and ST are bounded on {ψT > 0} uniformly in (ω, T ): one can
show this fact by using estimates appearing below in this proof. Since the possible
maximum order of VarC in the expression of p0-th moments is p/2, we obtain the
bound in question. ]

Since on the event B ∩ Ac, |Z′T /
√

T | ≤ T η and ZT �= Z′T , and similarly,
on the event A ∩ Bc, |ZT /

√
T | ≤ T η and ZT �= Z′T , the first two terms in the

second braces {· · · } at the end of (31) are evaluated by T ηp0PC[ZT �= Z′T ]. Thus
we obtained

1{ψT >0}PC [D(f, T )] <∼ 1{ψT >0}
{
T ηp0PC

[
ZT �= Z′T

]+ PC
[∣∣∣∣

Z′T√
T

∣∣∣∣
p0

1Bc

]}

+|eT |T p0ε/2 + 1{ψT >0}MT

×
{
T −R + T (1+ε)p0/2α(δm(T )|C)1/(p+1)

}
. (32)

First, |eT |T p0ε/2<∼T −pβ+
1
2+ε2+ 1

2 p0ε , and−pβ + 1
2 + ε2+ 1

2p0ε < −(p− 2)/2+
( 1

2 −β)(p+1)− 1
2 + (4p)−1 < −(p−2)/2. On the other hand, since by [A1](iv),

we can choose η so as

p + 2ε2

2(l̄ + 1+ p − p0)
< η < [β(p + 1)− 1− ε2 − 1

2
(p − 2)]/p0.
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Therefore,

1{ψT >0}PC
[
ZT �= Z′T

] ≤ 1{ψT >0}
NT∑
j=0

PC
[
|Z

Ĩj
| ≥ T β

]

<∼ 1{ψT >0}T −β(p+1)+1MT (ω)

≤ 1{ψT >0}T −β(p+1)+1+ε2 ≤ T −
1
2 (p−2)−ε9−ηp0

for some ε9 > 0. Lemma 14 for u = 0 (in this case, |θT (0, ω)| ≤ 2) together with
(29) yields

1{ψT >0}PC
[∣∣∣∣

Z′T√
T

∣∣∣∣
p0

1Bc

]

<∼1{ψT >0}
{
PC

[∣∣S∗T
∣∣p0 1{|S∗T |≥T η/2}

]
+ |eT |p0

}

<∼1{ψT >0}T −η(l̄+1+p−p0)

×
∑

r:2≤r≤l̄+1+p

(
1+ T −

r
2+β(r−p−1)++1+2(r−1)ε+ε2

)(l̄+1+p)/2

<∼1{ψT >0}T −η(l̄+1+p−p0)T (2ε+ε2)(l̄+1+p)/2

<∼T −
p−2

2 −ε10

for some positive constant ε10. [ Here we used the inequalities −r/2 + 1 + 2
(r−1)ε+ε2 ≤ 2ε+ε2 for r ≤ p+1 and−r/2+β(r−p−1)+1+2(r−1)ε+ε2 ≤ ε2
for r > p + 1. [A1] (iv) was used at the last line. ]

Using the inequalities in [A1], we have the inequality:

1+ 2−1p0ε − (p + 1)β + ε2

< 1+ 2−1p0ε + ε2 − (p + 1)[1− (2p − 1)/(2p(p + 1))]/2

= −(p − 2)/2+ 2−1p0ε + ε2 − 1/(4p)

< −p − 2

2
− ε11

for some positive constant ε11, which is easily shown for even and odd p’s, and
hence,

1{ψT >0}MT (ω)T −R <∼ T −
p−2

2 −ε11 .

Furthermore, it is easily seen that on the event {ψT > 0},

T ε2+ 1
2 p0(1+ε)α(δm(T )|C)1/(p+1) <∼ T (ε2+ 1

2 p0(1+ε))−(p−1−(p−1)ε+β)

<∼ T
1

4p+ 1
2 p−(p−1)− p

2(p+1)

<∼ T −
1
2 (p−2)−ε12

for some ε12 > 0.
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After all, in particular we saw from those estimates and (32) that it suffices to
show the same bound for

∥∥∥ψT

(
PC

[
f
(

Z′T√
T

)]
−
T,p,C[f ]

)∥∥∥
1

to prove the lemma.
Let K be a probability measure on Rd whose Fourier transform has a compact

support, and choose a constant a such that

α := K({x : |x| < a}) >
1

2
.

The scaled measure Kε is defined by Kε(A) = K(ε−1A) for A ∈ Bd and ε > 0.
For a finite measure P , a finite singed measure Q on Rd , and f ∈ FBd , define
γf (ε), ζf (r) and τ(t) by

γf (ε) = ‖f �‖∞
∫

Rd

h(|x|)|Kε ∗ (P −Q)|(dx),

ζf (r) = ‖f �‖∞
∫

x:|x|≥ar
h(|x|)K(dx),

τ (t) = sup
x:|x|≤taε′

∫
ωf (x + y, 2aε)Q+(dy),

where f �(x) = f (x)/h(|x|), h(x) = 1 + xp0 (x ∈ R), and Q+ is the positive
part of the Jordan decomposition of Q. The following is well known Sweeting’s
smoothing inequality (Sweeting [61], Bhattacharya and Rao [8], Yoshida [72]):

|(P −Q)[f ]| ≤ 1

2α − 1
[A0γf (ε)+ A1ζf (ε

′/ε)

+τ(t)]+
(

1− α

α

)t

A2‖f �‖∞, (33)

for ε, ε′, t satisfying 0 < ε < ε′ < a−1 and t ∈ N (aε′t ≤ 1), where the constant
A0 = a0(p, d) depends only on p and d , and Ai (i = 1, 2) take the form of:

Ai = ai(p, d)(P + |Q|)[h(| · |)], (i = 1, 2)

with some constants ai(p, d) depending only on p and d.
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For given K1 > K > 0, let ζ = (K1 − K)/2, ε = T −K1 , ε′ = T −(K+ζ ),
t = [(2a)−1T ζ ]. Applying (33) to P = P

Z′T /
√

T

C and Q = 
T,p,C , we obtain:
∥∥∥∥ψT

(
PC

[
f

(
1√
T

Z′T

)]
−
T,p,C [f ]

)∥∥∥∥
1

≤ CM
[∥∥∥ψT

∫

Rd

h(|x|)|KT −K1 ∗ (PZ′T /
√

T

C −
T,p,C)|(dx)
∥∥∥

1

+
∥∥∥∥(P

Z′T /
√

T

C + |
T,p,C |)[h(| · |)]
∥∥∥∥

1

∫

x:|x|≥aT ζ

h(|x|)K(dx)

+
∥∥∥∥(P

Z′T /
√

T

C + |
T,p,C |)[h(| · |)]
∥∥∥∥

1
δ(α)[a−1/2T ζ ]

]

+C′
∥∥∥∥∥ψT

∫
sup

x:|x|≤aT −(K+ζ )[(2a)−1T ζ ]
ωf (x + y, 2aT −K1)
+

T ,p,C(dy)

∥∥∥∥∥
1

, (34)

where δ(α) = α/(1 − α) ∈ (0, 1), C is a constant depending on p, d, α, and
C′ = (2α − 1)−1.

We will estimate four terms appearing on the right-hand side of (34). It is easy
to show that if we choose K appropriately, the second and the third terms are of
o(T −(p−2)/2−ε13) for some positive constant ε13 under our assumptions for 
T,p,C .
If we took the kernel K appropriately, a can be small, and the last term is evaluated
by

∥∥∥ψT

∫
ωf (z, T

−K)
+
T ,p,C(dz)

∥∥∥
1
.

Moreover, the first term can be estimated by integration of the derivatives of Fourier
transform HT (u, C)eiu·eT −
̂T ,p,C if we use Lemma 11.6 of Bhattacharya and Rao
[8]. ��
Remark 14. With the estimate of 
̂T ,p,C(·) and eT , it is possible to replace the first
term on the right-hand side of the inequality in the above lemma by

CM
∑

α:|α|≤d+1+p0

∫ ∥∥∥ψT ∂α
u

[(
HT (u, C)− 
̂T ,p,C(u)

)
K̂(T −K1u)eiu·eT

]∥∥∥
1
du

for ψT given in Lemma 8. In fact, it can be proved in a similar way as in Step (d)
of the proof of Lemma 8, with the help of an estimate of |eT |.
Proof of Lemma 9. (a) Let η1, η2 > 0. For ψj given in [A3], define 
j by


j = ψj1{
sup|u|≥B

∣∣∣PĈ(j)

[
ψj e

iu·ZI (j)
]∣∣∣<η1

}.

Since the indicator in the above equation is Ĉ(j)-measurable, [A3�](i) clearly holds
for 
j replacing ψj .

We will verify [A3�](ii) for 
j . In our case, pj (Ĉ(j)) in [A3�] is defined by

pj (Ĉ(j)) = PĈ(j)

[
(1−
j)+ 2

(
1− ϕ(T −βZI (j))

)]
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for some fixed β ∈ (0, 1/2). Put ζj = 1{pj (Ĉ(j))≥η2}. Let η3 ∈ (0, 1); we will later

make η3 sufficiently large. Then

P
[
#
{
j ;pj (Ĉ(j)) ≥ η2

}
≥ η3n

′(T )
]
= P


∑

j

ζj ≥ η3n
′(T )




= P


 1√

n′(T )

∑
j

{
ζj − PC

[
ζj
]}

≥ 1√
n′(T )

∑
j

{
η3 − PC

[
ζj
]}

 .

Since P
[
�0(T )c

] = o(T −M1) from assumption, in order to show

P
[
#
{
j ;pj (Ĉ(j)) ≥ η2

}
≥ η3n

′(T )
]
= o(T −M1),

it suffices to show that

P1 := P


�0(T ) ∩




1√
n′(T )

∑
j

{
ζj − PC

[
ζj
]}

≥ 1√
n′(T )

∑
j

{
η3 − PC

[
ζj
]}




 = o(T −M1).

If we apply the same argument as Step (b) in the proof of Lemma 8 to bounded
ζj −PC

[
ζj
]
, which is measurable to Ĉ(j) ⊂ BI (j)� ∨C (therefore, we can use the

mixing property to ζj ), we obtain the boundedness of the moments:

sup
T

∥∥∥∥∥∥
κr
C




n′(T )∑
j=1

ζj − PC
[
ζj
]

√
n′(T )



∥∥∥∥∥∥
q

<∞ (q > 1, r ≥ 1).

Let W1 = n′(T )−
1
2
∑

j

{
ζj − PC[ζj ]

}
and W2 = n′(T )−

1
2
∑

j

{
η3 − PC[ζj ]

}
.

Using the fact that W2 and �0(T ) are C-measurable, we see that for ε > 0,

P1 ≤ P [�0(T ) ∩ {W2 ≤ ε}]+ P
[
1�0(T )1{W2>ε} · PC [W1 ≥ W2]

]

≤ P [�0(T ) ∩ {W2 ≤ ε}]+ P
[
1�0(T )1{W2>ε} ·W2

−LPC
[
|W1|L

]]

<∼ P [�0(T ) ∩ {W2 ≤ ε}]+
(
P

[
1�0(T ) min

{(
1

ε

)2L

, (W2)+−2L

}]) 1
2

.

(We can use Lemma 5 on �0(T ) for r-th cumulants if r ≥ 3, however it is not
sufficient for r = 2 in the present case.)
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(b) Let us show that PC[ζj ] are small. For any η′2 ∈ (0, η2),

PC[ζj ] ≤ PC
[
PĈ(j)

[
1−
j

] ≥ η′2
]

+PC
[
2PĈ(j)

[
1− ϕ(T −βZI (j))

] ≥ η2 − η′2
]

=: �1(j)+�2(j) (say).

By using the inequality 1− ab ≤ (1− a)+ (1− b) for a, b ∈ [0, 1], we have

�1(j) ≤ PC
[
PĈ(j)

[
1− ψj

]+ 1{
sup|u|≥B

∣∣∣PĈ(j)

[
ψj e

iu·ZI (j)
]∣∣∣≥η1

} ≥ η′2

]

≤ 1

η′2

{
PC

[
1− ψj

]+ PC

[
sup
|u|≥B

∣∣∣PĈ(j)

[
ψje

iu·ZI(j)

]∣∣∣ ≥ η1

]}

≤ 1

η′2

{
PC

[
1− ψj

]+ 1

η1
PC

[
sup
|u|≥B

∣∣∣PĈ(j)

[
ψje

iu·ZI(j)

]∣∣∣
]}

.

On the other hand,

�2(j) ≤ PC
[
PĈ(j)

[
ZI(j) ≥ 1

2
T β

]
≥ η2 − η′2

2

]

≤
(
η2 − η′2

2

)−1

PC
[
ZI(j) ≥ 1

2
T β

]

≤
(
η2 − η′2

2

)−1 ( 2

T β

)p+1

PC
[∣∣ZI(j)

∣∣p+1
]

≤
(
η2 − η′2

2

)−1 2p+1

T β(p+1)−ε2
.

The last inequality holds on �0(T ). Choose c = c(η1, η2) sufficiently large, and
c′ = β(p + 1)− ε2 − 1. Fix a′′ ∈ (0, 1) such that

a′′ >
1

η′2

(
a + a′

η1

)
.

In fact, by assumption for a and a′, it is possible to choose such η1, η′2 and η2 such
that

η1 > 0, η1 + η2 < 1,
1

η′2

(
a + a′

η1

)
< 1, 0 < η′2 < η2 < 1.

Roughly speaking, one may choose

η′2 ≈ η2 ≈ 1

2

(
a + 1−

√
(a + 1)2 − 4(a + a′)

)
∈ (0, 1)

η1 ≈ 1− η2 ≈ 1

2

(
2− (a + 1)+

√
(a + 1)2 − 4(a + a′)

)
∈ (0, 1).
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We then have

P


�0(T ),

∑
j

PC[ζj ] > a′′n′(T )+ cT −c
′




≤ P


�0(T ),

∑
j

1

η′2

{
PC

[
1− ψj

]+ 1

η1
PC

[
sup
|u|≥B

∣∣∣PĈ(j)

[
ψje

iu·ZI(j)

]∣∣∣
]}

>
1

η′2

(
a + a′

η1

)
n′(T )

]

≤ P


∑

j

PC
[
1− ψj

]
> an′(T )


+ P

[∑
j

PC

[
sup
|u|≥B

∣∣∣PĈ(j)

[
ψje

iu·ZI(j)

]∣∣∣
]

> a′n′(T )

]
= o(

1

T L
)

by assumption.
(c) Take η′3 and η3 so that a′′ < η′3 < η3 < 1. Obviously, from Step (b),

P


�0(T ),

∑
j

PC[ζj ] > η′3n
′(T )


 = o(

1

T L
).

Hence,

P

[
1�0(T ) min

{(
1

ε

)2L

, (W2)+−2L

}]

= P

[
1�0(T ) min

{(
1

ε

)2L

, (W2)+−2L

}
1{∑

j PC [ζj ]≤η′3n′(T )
}
]

+ε−2Lo

(
1

T L

)

≤
(√

n′(T )(η3 − η′3)
)−2L + ε−2Lo

(
1

T L

)

= o

(
1

T L

)
.

Finally,

P [�0(T ) ∩ {W2 ≤ ε}] =P


�0(T ), W2 ≤ ε,

∑
j

PC[ζj ] ≤ η′3n
′(T )


+ o

(
1

T L

)

= o

(
1

T L

)

since η′3 < η3. After all, we arrived at the desired result through Step (a). ��
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Remark 15. The assertions in Theorem 1 hold true even if [A3] is replaced by:
[A3 ] For every L > 0, there exist truncation functionals ψj : (�,F)→ ([0, 1],

B([0, 1])), and there exist positive constants η
 
1, η

 
2, η

 
3, B (η

 
1 + η

 
2 < 1, η 

3 < 1)

such that P [
∑

j PC
[
�̄(j) ≤ 1− η

 
2

]
> η

 
3n
′(T )] = o(T −L), where �̄(j) =

PĈ(j)
[ψj ] · 1{supu:|u|≥B |PĈ(j)

[ψj e
iu·ZI (j) ]|<η

 
1}

.

6.5. Proof of Lemmas 5, 6 and 7

We will give a proof which is a conditional version of the proof in Götze and Hipp
[18] and, differently, (C-measurable) truncations play an essential role to make
conditional estimates.

First, we give a conditional moment estimate for CVCCE PC[Z̃I ](u · S∗T ):

Lemma 12. Assume [A1](i). For any ε1 (0 < ε1 < 1/2) and any r ∈ N (r ≤
l̄ + p + 1), there exist constants C2, C

′
2, T1 > 0 such that

1{|u|≤T ε1 }1�1(T )∩�2(T ,I )

∣∣∣HT (u, C)PC
[
Z̃I

]
(u · S∗T )

∣∣∣

≤ C2PC
[∣∣∣Z̃I

∣∣∣
] {

max
k:1≤k≤k(T )

∣∣∣PC
[
exp

(
S

[m(T )k]
I

)]∣∣∣+ x
k(T )
1

}
+ T |I |/2x

k(T )
1

≤ C′2
(
PC

[∣∣∣Z̃I

∣∣∣
]
+ 1

){
max

k:1≤k≤k(T )

∣∣∣PC
[
exp

(
S

[m(T )k]
I

)]∣∣∣+ x
k(T )
2

}

for any T ≥ T1 and any I ∈ {0, 1, ..., NT }n, n ≤ r .

Proof. Suppose that bounded random variables Ai(i = 1, ..., r) are measurable
with respect to B[a′i ,a

′′
i ], bounded random variables Bi(i = 1, ..., r) are measurable

with respect to B[b′i ,b
′′
i ], respectively, and a′i < a′′i < a′′i +h ≤ b′i < b′′i < b′′i +h ≤

a′i+1. Then

|PC[A1B1...ArBr ]− PC[A1...Ar ]PC[B1...Br ]| ≤ Crα(h|C),

where the coefficientCr is proportional to�r
i=1‖Ai‖∞·�r

i=1‖Bi‖∞. In fact, the dif-
ference between |PC[A1B1...ArBr ] and�r

i=1PC[Ai]·�r
i=1PC[Bi] can be estimated

with α, and the difference between PC[A1...Ar ]PC[B1...Br ] and �r
i=1PC[Ai] ·

�r
i=1PC[Bi] can also be estimated with α.

Set �(n1, n2; I ) = exp
(
S

[n1]
I − S

[n2]
I

)
− 1 for n1, n2 ∈ Z+, n1 ≤ n2. Then

exp(S[0]
I ) =

K∑
k=1

(
�k−1

j=1�((j − 1)m, jm; I )
)

exp(S[km]
I )

+
(
�K

j=1�((j − 1)m, jm; I )
)

exp(S[Km]
I ), (35)

where �0
j=1... = 1.
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Using the covariance inequality successively, we have
∣∣∣PC

[
Z̃I

(
�k−1

j=1�((j − 1)m, jm; I )
)]∣∣∣

≤ 21+k/2PC
[∣∣∣Z̃I

∣∣∣
]
·� j :even,

4≤j≤k−1
PC [|�((j − 1)m, jm; I )|]+ Ck2kT |I |βα(δm|C).

On the C-measurable event �2(T , I ),

PC [|�((j − 1)m(T ), jm(T ); I )|] ≤ PC
[∣∣∣S[(j−1)m(T )]

I − S
[jm(T )]
I

∣∣∣
]
≤ x2

1

2

|u|
T ε1

for j (1 ≤ j ≤ k(T )). Thus we have

1{|u|≤T ε1 }1�2(T ,I )

∣∣∣PC
[
Z̃I�

k−1
j=1�((j − 1)m(T ), jm(T ); I )

]∣∣∣
≤ CPC

[∣∣∣Z̃I

∣∣∣
]
xk

1 + Ck2kT |I |βα(δm(T )|C). (36)

Moreover, in the same fashion, we see

1{|u|≤T ε1 }1�2(T ,I )

∣∣∣PC
[
Z̃I

(
�k−1

j=1�((j − 1)m(T ), jm(T ); I )
)

exp
(
S

[m(T )k]
I

)]∣∣∣
≤ C

{
PC

[∣∣∣Z̃I

∣∣∣
]
xk

1 + k2kT |I |βα(δm(T )|C)
} ∣∣∣PC

[
exp

(
S

[m(T )k]
I

)]∣∣∣
+CT |I |β2kα(δm(T )|C). (37)

On the other hand, in a similar way as (36), we obtain

1{|u|≤T ε1 }1�2(T ,I )

∣∣∣PC
[
Z̃I

(
�

k(T )
j=1 �((j − 1)m(T ), jm(T ); I )

)
exp

(
S

[m(T )k(T )]
I

)]∣∣∣
≤ CPC

[∣∣∣Z̃I

∣∣∣
]
x
k(T )
1 + Ck(T )2k(T )T |I |βα(δm(T )|C). (38)

It follows from (35), (37) and (38) that

1{|u|≤T ε1 }1�2(T ,I )

∣∣∣HT (u, C)PC
[
Z̃I

]
(u · S∗T )

∣∣∣

≤ C′PC
[∣∣∣Z̃I

∣∣∣
] {(

max
k:1≤k≤k(T )

∣∣∣PC
[
exp

(
S

[m(T )k]
I

)]∣∣∣
)
+ x

k(T )
1

}

+C(2k(T )+ 1)2k(T )+1T |I |βα(δm(T )|C).
For every C > 0, there exists T1 > 0 such that for T ≥ T1, on �1(T ),

ρ1 ≤ x1

2
{C(k(T )+ 1)}1/k(T ) ≤ x1 < 1, (39)

where ρ1 = ρ1(T |C) := {
C(k(T )+ 1)2k(T )α(δm(T )|C)}1/k(T )

.
Finally, from (39), we see that on �1(T ), the last term on the right-hand side

of the above inequality is less than c′′T |I |βxk(T )
1 if T ≥ T1. Thus we obtained the

desired result. ��
The following lemma provides a covariance inequality for CVCCE.
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Lemma 13. Let n0 ∈ N. There exist constants C1, c1 and x3 (0 < x3 < 1) such
that

1{|u|≤c1T
1
2−βm−1} |HT (u, C)|2

∣∣∣CovC
[
Z̃I1 , Z̃I2

]
(u · S∗T )

∣∣∣

≤ C1T
β(|I1|+|I2|)

{
α(δ
√

m|C)+ x
√

m

3 /[
√

m]!
}

for any m ∈ N, I1, I2 ∈ ∪n≤n0{0, 1, ..., NT }n satisfying min Ī2 −max Ī1 ≥ m, bar
making sets, where

CovC
[
Z̃I1 , Z̃I2

]
(u · S∗T ) = PC

[
Z̃I1Z̃

′
I2

]
(u · S∗T )

−PC
[
Z̃I1

]
(u · S∗T )PC

[
Z̃′I2

]
(u · S∗T ).

For sufficiently small c1 > 0, it is possible to take x3 as x3 < x2.

Proof. For each T > 0, let ZT = Rd(NT+1) regarded as a measurable space with
Borel σ -field. Denote by p(ω, ·) the regular conditional distribution of (Z̃T ,j )

NT

j=0

given C. Over �̄ = � × ZT × ZT , we define a probability measure P̄ on C ⊗
B[ZT ] ⊗ B[ZT ] by P̄ (dω, dω′, dω′′) = P(dω)p(ω, dω′)p(ω, dω′′). Then the
canonical projections Z′ = (Z′j )

NT

j=0 : (ω, ω′, ω′′) → ω′ and Z′′ = (Z′′j )
NT

j=0 :
(ω, ω′, ω′′)→ ω′′ are (extended) C-conditionally independent, and have the same
C-conditional distribution as Z̃ = (Z̃T ,j )

NT

j=0.
Since the rest of the proof is quite the same as Götze and Hipp [18], we

will give a sketch. Put ζj = iT −1/2u · (Z′j + Z′′j ), T1 =
∑max I1

j=0 ζj , T2 =∑NT

j=max I1+m ζj , T3 =
∑max I1+m−1

j=max I1+1 ζj , and Ui = (Z′Ii − Z′′Ii )e
Ti (i = 1, 2).

Then the complex-valued conjugate conditional covariance has the representation:
2HT (u, C)2CovC[ZI1 , ZI2 ](u · S∗T ) = PC[U1e

T3U ′2]. Suppose that max I1 + 1 ≤
j1, ..., jr ≤ max I1+m−1.With the covariance inequality for a biggest gap between
max I1, j1, ..., jr , max I1+m, and the fact that PC[U1ζj1 · · · ζjq ] = 0 (0 ≤ q ≤ r)

due to symmetry, we see that for |u| ≤ c1T
1/2−β/m, |PC[U1ζj1 · · · ζjrU2]| ≤

Cm−rT β(|I1|+|I2|)α(δm/(r + 1) − 3δ). Taylor’s formula yields that for some C′1,

exp(T3) =
∑m′−1

r=0 T r
3 /r! + θ(C′1|u|T β−1/2m)m

′
/m′!, where |θ | ≤ 1. Choose

c1 > 0 sufficiently small so that x3 := c1C
′
1 < 1. We may consider m ≥ 2.

Thus, |PC[U1e
T3U2]| ≤ CT β(|I1|+|I2|)α(δm/m′ − 3δ) + T β(|I1|+|I2|)xm′

3 /m′! ≤
CT β(|I1|+|I2|){α(δ√m|C)+ x

√
m

3 /[
√

m]!} if m′ is chosen as m′ = [
√

m]/2. ��
Define a random set UT by UT = {u;HT (u, C) �= 0} and set

BT =
{
u; |u| ≤ c1T

1
2−βm(T )−2

}
∩ UT ∩

{
u; |u| ≤ T ε1

}
.

Lemma 14. Assume [A1](i), (ii). Let r ∈ N (r ≤ l̄ + p + 1) and a1, ..., ar ∈
{1, ..., d}. Then

1{u∈BT }
∣∣∣κC

[
S
∗(a1)
T , ..., S

∗(ar )
T

] (
u · S∗T

)∣∣∣ <∼ T −
r
2+β(r−p−1)++1m(T )2(r−1)MT (ω)

· (θT (u, ω)+ 1)r 1�1(T )
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on �1(T ) ∩�I :|I |≤r,I∈IT
�2(T , I ), where IT = ∪n∈N{0, 1, ..., NT }n and

θT (u, ω) =




 max

k,I :1≤k≤k(T ),
|I |≤r,I∈IT

∣∣∣PC
[
exp

(
S

[m(T )k]
I

)]∣∣∣

+ x

k(T )
2



 |HT (u, C)|− .

Here – denotes the g-inverse.

Proof. For a1, ..., ar ∈ {1, .., d} and a subsequence I ′ of I = (j1, .., jr ) ∈ IT ,
denote Z̃I ′ = �r

k=1(Z̃
(ak)
T ,jk

)δk , where δk = 1 if the k-th number jk appears in the

subsequence I ′ of I and zero otherwise with convention that x0 = 1 for x ∈ R.

The conditional cumulant κC
[
Z̃

(a1)
T ,j1

, ..., Z̃
(ar )
T ,jr

] (
u · S∗T

)
has two representations:

κC
[
Z̃

(a1)
T ,j1

, ..., Z̃
(ar )
T ,jr

]
(u · S∗T ) =

r∑
l=1

∑
I1,...,Il :

I1+···+Il={1,...,r}

(−1)l−1

l
�l

m=1

PC
[
Z̃(jα;α∈Il )

]
(u · S∗T ), (40)

[where I1+· · ·+Il = {1, ..., r}means that I1, ..., Im form a partition of {1, ..., r}; we
make a distinction between two partitions {1}+{2, 3} = {1, 2, 3} and {2, 3}+{1} =
{1, 2, 3}, for example], and another one is

κC
[
Z̃

(a1)
T ,j1

, ..., Z̃
(ar )
T ,jr

]
(u · S∗T ) =

r∑
l=1

∑
I1,...,Il :

I1+···+Il={1,...,r}

(−1)l−1

l

l∑
m=1

{(
�m−1

m′=1

PC
[
Z̃(jα;α∈Im′ )

]
(u · S∗T )

)

×
(
PC

[
Z̃(jα;α∈Im)

]
(u · S∗T )

−PC
[
Z̃(jα;α∈Im∩J1)

]
(u · S∗T )

× PC
[
Z̃(jα;α∈Im∩J2)

]
(u · S∗T )

)

×
(
�l

m′=m+1

{
PC

[
Z̃(jα;α∈Im′∩J1)

]
(u · S∗T )

× PC
[
Z̃(jα;α∈Im′∩J2)

]
(u · S∗T )

})}
, (41)

where J1, J2 form a partition of {1, ..., r}: J1 + J2 = {1, ..., r}, #J1, #J2 ≥ 1.
Denote by maxgapI (I = (j1, ..., jr )) the maximal gap between consecutive

pairs in j(1) ≤ · · · ≤ j(r). Put

�1 = 1{u∈BT }T
− r

2
∑

j1,...,jr :0≤j1,...,jr≤NT

maxgap(j1,...,jr )≤m(T )2

∣∣∣κC
[
Z̃

(a1)
T ,j1

, ..., Z̃
(ar )
T ,jr

]
(u · S∗T )

∣∣∣
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and

�2 = 1{u∈BT }T
− r

2
∑

j1,...,jr :0≤j1,...,jr≤NT

maxgap(j1,...,jr )>m(T )2

∣∣∣κC
[
Z̃

(a1)
T ,j1

, ..., Z̃
(ar )
T ,jr

]
(u · S∗T )

∣∣∣ .

We write I ∈ part (j1, ..., jr ) if I = (i1, ..., ik) is a subsequence of (j1, ..., jr ).
From (40) and Lemma 12 for the summation on the event �1(T )∩�I∈part (j1,...,jr )

�2(T , I ), we obtain an estimate:

�1 ≤ CT −
r
2

∑
j1,...,jr :0≤j1,...,jr≤NT

maxgap(j1,...,jr )≤m(T )2

(
max

j :0≤j≤NT

PC
[∣∣∣Z̃T ,j

∣∣∣
(p+1)∧r]+ 1

)
T β(r−p−1)+

·








 max

k,I :
1≤k≤k(T ),

I∈part (j1,...,jr )

∣∣∣PC
[
exp

(
S

[m(T )k]
I

)]∣∣∣


+ x

k(T )
2



|HT (u, C)|− + 1




r

<∼ T −
r
2+β(r−p−1)++1m(T )2(r−1)MT (ω) (θT (u, ω)+ 1)r 1�1(T ). (42)

On the other hand, an estimate for �2 follows from (41) and Lemma 13 (the
case r = 1 is already included in the above part for �1): by [A1](i),(ii), m(T ) ≥
k(T ) ≥ (L1/ log(x2/x1)) log T , and hence, T r(1+β)/[m(T )]! ≤ 1 for large T ;
moreover, by using k(T )/ log T ≥ L1/ log(x2/x1), we obtain

�2
<∼ T −

r
2

∑
j1,...,jr :

maxgap(j1,...,jr )>m(T )2

1�1(T )∩�I∈part (j1,...,jr )�2(T ,I )

·
∣∣∣κC

[
Z̃

(a1)
T ,j1

, ..., Z̃
(ar )
T ,jr

]
(u · S∗T )

∣∣∣ 1{u∈BT }
<∼ T −

r
2

∑
j1,...,jr :

maxgap(j1,...,jr )>m(T )2

1�1(T )

∑
r ′≤r−2

(product of P [|Z̃T ,j· | · · · ]+ 1)

×(θT (u, ω)+ 1)r
′
T (r−r ′)β

{
α (δm(T )|C)+ x

m(T )
3

[m(T )]!

} (|HT (u, C)|−)2

<∼ 1�1(T )MT (ω)T −r/2 (θT (u, ω)+1)r , (43)

since |HT (u, C)| ≤ 1. Here we took x3 < x2
2 and also used the fact that on �1(T ),

T r(1+β)α(δm(T )|C) ≤ T r(1+β)
(x1

4

)k(T ) ≤ x
2k(T )
2

if L1 ≥ (l̄+p+1) (1+ β)
(

log x2
x1

) (
log 4x2

x1

)−1
. We then obtain the desired result

from (42) and (43). ��
Lemma 15. Assume [A1](i), (ii), (iii), (iv). Then there exists T2 > 0 such that
supη∈(0,1) θT (ηu, ω) < 3 for u satisfying |u| ≤ min{c1T

1
2−β−2ε, l(T )} on {ψT >

0} for T > T2.
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Proof. For n (n = 0, ..., NT ), f = (f0, f1, ..., fn) denotes an arbitrary sequence
of integers satisfying 0 ≤ f0 < f1 < · · · < fn ≤ NT . Denote F(n, T ) the set
of such sequences f ; in particular, F(NT , T ) = {(0, 1, ..., NT )}. Let S∗T (f ) =
T −1/2 ∑n

j=0 Z̃T ,fj
for f ∈ F(n, T ), and let Ŝ[α]

In
(f ) = T −1/2 ∑

j :d(j,Īn)≥α Z̃T ,fj

for In ∈ {0, 1, ..., n}r . Put HT (u, C, f ) = PC
[
exp

(
iu · S∗T (f )

)]
for f ∈ F(n, T ).

Moreover, let

θT (u, ω, f ) =




 max

k,In:1≤k≤k(T ),
|In|≤r,In∈{0,1,...,n}r

∣∣∣PC
[
exp

(
iu · Ŝ[m(T )k]

In
(f )

)]∣∣∣

+ x

k(T )
2




× |HT (u, C, f )|− .

Since the sequence {Z̃T ,fj
} satisfies the same mixing condition as the original

sequence {Z̃T ,j } (in fact, the former has more rapid decay than the latter) and

the truncation functional ψT is sufficient for {Z̃(aj )

T ,fj
}, we can apply the estimate

obtained thus far. Namely, for δ′ := 4ε + ε2, which is less than 1/2 from [A1](iv),
there exist some constants C > 0 such that

1{u∈BT (f )}HT (u, C, f ) = 1{u∈BT (f )} exp

{
− 1

2
κC

[
u · S∗T (f ), u · S∗T (f )

]

+R3(u, C, f )

}
(44)

for any f ∈ F(n, T ) on {ψT > 0}, where

|R3(u, C, f )| ≤ C(1+ |u|3)T − 1
2+δ′ sup

η∈[0,1]
(θ(ηu, ω, f )+ 1)3 (45)

andBT (f )=
{
u; |u| ≤ c1T

1
2−βm(T )−2

}
∩ {u;HT (ηu, C, f ) �= 0 (∀η ∈ [0, 1])}∩

{u; |u| ≤ T ε1}. In fact, under [A1](ii), it follows that m(T )4MT (ω) ≤ T 4ε+ε2 on
�3(T ), and Lemma 14 yields the estimate (45). It should be noted that θ -term may
be infinity at this stage, while we will show the boundedness under truncation in
the next step.

As Götze and Hipp [18], we will show the lemma by induction. Suppose that

θ̄T (ω, n′) := 1{ψT >0} sup
{
θT (ηu, ω, f ) : η ∈ [0, 1], f ∈ F(n′, T ),

|u| ≤ min
{
c1T

1
2−β−2ε, l(T )

}}
< 3 (46)

for n′ ≤ n− 1 on {ψT > 0} when T > T2. Under [A1](iii),(ii), it follows that

{
u; |u|≤min{c1T

1
2−β−2ε, l(T )}

}
⊂

{
u; |u| ≤ c1T

1
2−βm(T )−2

}
∩{u; |u| ≤ T ε1

}
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for large T since ε∗ ≤ ε1 by [A1](iv). If θ̄T (ω, n) ≥ 3 for some ω ∈ {ψT >

0}, then by continuity, there exist u ∈ BT (f )13 and f ∈ F(n, T ) such that
1{ψT >0}θT (u, ω, f ) = 3 and that 1{ψT >0}θT (u′, ω, f ) < 3 if 0 ≤ |u′| < |u|.

By definition, for some k (1 ≤ k ≤ k(T )) and some In ∈ {0, 1, ..., n}r ,

3 = θT (u, ω, f ) =
{∣∣∣PC

[
exp

(
iu · Ŝ[m(T )k]

In
(f )

)]∣∣∣+ x
k(T )
2

}
|HT (u, C, f )|−

≤ exp
{1

2
κC

[
u · S∗T (f ), u · S∗T (f )

]+ C
(

1+ l(T )3
)
T −

1
2+δ′

· sup
η∈[0,1]

(θT (ηu, ω, f )+ 1)3
}

·
[

exp

{
−1

2
κC

[
u · Ŝ[m(T )k]

In
(f ), u · Ŝ[m(T )k]

In
(f )

]

+64C
(

1+ l(T )3
)
T −

1
2+δ′

}
+ x

k(T )
2

]

≤ exp

{
l(T )2

2

∣∣CovC
[
S∗T (f ), S∗T (f )

]

−CovC
[
Ŝ

[m(T )k]
In

(f ), Ŝ
[m(T )k]
In

(f )
]∣∣∣

+128C
(

1+ l(T )3
)
T −

1
2+δ′

}

+xk(T )
2 exp

{
l(T )2

2

∣∣CovC
[
S∗T (f ), S∗T (f )

]∣∣

+64C
(

1+ l(T )3
)
T −

1
2+δ′

}
. (47)

Here we used the assumption of induction for S
[m(T )k]
In

, and the definition of u.

Since clearly
∣∣∣S∗T (f )− Ŝ

[m(T )k]
In

(f )

∣∣∣<∼T −
1
2+βm(T )k(T ), it follows from [A1]

(iv) that

1�4(T )l(T )2
∣∣∣CovC

[
S∗T (f ), S∗T (f )

]− CovC
[
Ŝ

[m(T )k]
In

(f ), Ŝ
[m(T )k]
In

(f )
]∣∣∣

≤ 1�4(T )l(T )2
{
PC

[∣∣S∗T (f )
∣∣2 +

∣∣∣Ŝ[m(T )k]
In

(f )

∣∣∣
2
]

·PC
[∣∣∣S∗T (f )− Ŝ

[m(T )k]
In

(f )

∣∣∣
2
]} 1

2

13 In fact, one may assume that at that u, HT (ηu, C, f ) �= 0 (η ∈ [0, 1]). For, if u0 is a point

at which |u| is minimum in
{
u; |u| ≤ c1T

1
2−βm(T )−2

}
∩{u; |u| ≤ T ε1 }∩{u;HT (u, C, f ) =

0}, then it turns out to be in contradiction to (44) and (45).
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<∼l(T )2 ·
√

k(T )

l(T )2 · T −
1
2+βm(T )k(T )

= T −
1
2+βk(T )

3
2 l(T )m(T )<∼T −

1
2+β+ 5

2 ε+ε∗ → 0

as T →∞. Thus, [A1](iv), (47) and the definition of �4(T ) yield

3 ≤ A1 + A2x
k(T )
2 exp

{ l(T )2

2

∣∣CovC
[
S∗T (f ), S∗T (f )

]∣∣} < 3

for universally large T , where A1 and A2 are certain positive constants less than
3/2. It is a contradiction, and thus the proof is completed. ��
Proof of Lemma 5. Let δ1 := p′ε∗ + 2(l̄ + p)ε + ε2 < 1/(4p), where ε∗, ε, ε2
are determined by [A1]. Then on the event {ψT > 0} it follows from [A1] that for
u ∈ ŨT ,

|u|jm(T )2(r−1)MT (ω) <∼ (1+ l(T )p
′
)m(T )2(r−1)MT (ω)

<∼ T p′ε∗+2(l̄+p)ε+ε2=T δ1 .

Consequently, one has the desired estimate from Lemmas 14 and 15. Note the
inequality − r

2 + β(r − p − 1) + 1 ≤ −p−2
2 − 1

2 for r ≥ p + 1, applied to the
second case in Lemma 14. ��
Proof of Lemma 6. The proof is straightforward. Take C2 > 0 sufficiently large.
Denote ZT,j = Z

Ĩj
. Put

�∗1 = T −
r
2

∑
j1,...,jr :0≤j1,...,jr≤NT

maxgap(j1,...,jr )≤C2m(T )

∣∣∣κC
[
Z̃

(a1)
T ,j1

, ..., Z̃
(ar )
T ,jr

]
(0)

−κC
[
Z

(a1)
T ,j1

, ..., Z
(ar )
T ,jr

]
(0)

∣∣∣
and

�∗2 = T −
r
2

∑
j1,...,jr :0≤j1,...,jr≤NT

maxgap(j1,...,jr )>C2m(T )

{∣∣∣κC
[
Z̃

(a1)
T ,j1

, ..., Z̃
(ar )
T ,jr

]
(0)

∣∣∣

+
∣∣∣κC

[
Z

(a1)
T ,j1

, ..., Z
(ar )
T ,jr

]
(0)

∣∣∣
}
.

For j1, ..., jr ∈ {0, 1, ..., NT } and a decomposition I1 + · · · + Il = {1, ..., r},
∣∣∣�l

m=1PC[Z̃(jα;α∈Il )]−�l
m=1PC[Z(jα;α∈Il )]

∣∣∣ ≤
l∑

m=1

�m−1
m′=1|PC[Z̃(jα;α∈Im′ )]|

·|PC[Z̃(jα;α∈Im) − Z(jα;α∈Im)]|
·�l

m′=m+1|PC[Z(jα;α∈Im′ )]|
<∼ MT (ω)T −(p+1−r)β .
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Here we used the following estimate: for nonnegative random variables z1, ..., zr ′−1,

zr ′ , r ′ ≤ r ≤ p,

PC[z1 · · · zr ′−1zr ′1{zr′≥a}] ≤ PC[z1 · · · zr ′−1zr ′1{zr′≥a}(zr ′a
−1)p+1−r ]

≤
{
�r ′−1

i=1 PC[zp+1
i ] · (PC[zp+1

r ′ ])p+2−r
}1/(p+1)

× a−(p+1−r).

In view of (40), we see that �∗1<∼T −
r
2+1−(p+1−r)βm(T )r−1MT (ω).

On the other hand, it follows from a similar formula as (41) and the so-called
covariance inequality for mixing processes that

∣∣∣κC
[
Z

(a1)
T ,j1

, ..., Z
(ar )
T ,jr

]
(0)

∣∣∣ <∼ MT (ω)r/(p+1) {α(δC′2m(T )|C)}1/(p+1)

for some constant C′2, and a similar estimate for Z̃T ,j . Consequently, �∗2<∼T
r
2

α(δm(T )|C)1/(p+1)MT (ω)r/(p+1). This completes the proof. ��

Proof of Lemma 7. Let ψT (ω) > 0. Then, for large T , HT (u′, C) �= 0 if |u′| ≤ |u|
for u ∈ ŨT . Denote κ∗rC [u⊗r ](V ) = κC[u · S∗T , ..., u · S∗T ](V ) (r times). For

f (s) = log PC[eisu·S∗T ], s ∈ [0, 1],

(∂s)
rf (s) = (∂s1)0 · · · (∂sr )0f (s + s1 + · · · + sr ) = irκ∗rC [u⊗r ](su · S∗T ).

Expanding f (1) around zero with Taylor’s formula, we have

HT (u, C) = exp

(
1

2
χT,2,C(u)+

p∑
r=3

ir

r!
κ∗rC [u⊗r ](0)+ Rp+1(u)

)
,

where

Rp+1(u) = ip+1

p!

∫ 1

0
(1− s)pκ

∗(p+1)
C [u⊗(p+1)](su · S∗T )ds

−1

2

(
κ∗2C [u⊗2](0)+ χT,2,C(u)

)
.

Obviously, HT (u, C) = 
̂∗
T ,p,C(u)+ R∗p+1(u), where


̂∗T ,p,C(u) = exp

(
1

2
χT,2,C(u)

)
+ exp

(
1

2
χT,2,C(u)

)

·
p∑

j=1

p−2∑
r1,...,rj=1

1{r1+···+rj≤p−2}

×(−1)j ir1+···+rj κ
∗(r1+2)
C [u⊗r1+2](0) · · · κ∗(rj+2)

C [u⊗rj+2](0)

j !(r1 + 2)! · · · (rj + 2)!
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and

R∗p+1(u) = exp

(
1

2
χT,2,C(u)

)

·
p∑

j=1

p−2∑
r1,...,rj=1

1{r1+···+rj≥p−1}

×(−1)j ir1+···+rj κ
∗(r1+2)
C [u⊗r1+2](0) · · · κ∗(rj+2)

C [u⊗rj+2](0)

j !(r1 + 2)! · · · (rj + 2)!

+ exp

(
1

2
χT,2,C(u)

)
·
(

p∑
r=3

ir

r!
κ∗rC [u⊗r ](0)+ Rp+1(u)

)p+1

·(p!)−1
∫ 1

0
(1− t)p exp

(
t

p∑
r=3

ir

r!
κ∗rC [u⊗r ](0)+ tRp+1(u)

)
dt

+ exp

(
1

2
χT,2,C(u)

)


p∑
j=1

j−1∑
j ′=0

(j !)−1
(

j

j ′
)

×
(

p∑
r=3

ir

r!
κ∗rC [u⊗r ](0)

)j ′ (
Rp+1(u)

)j−j ′

 .

From the inequality in [A1](i): L1 ≥ (p+ 1)(p− 1− (p− 1)ε + β)
(

log x2
x1

)
(

log 4
x1

)−1
and −1+ ε + β < 0, it holds that

T
r
2

(x1

4

)L1(p+1)−1(log x2
x1

)−1 log T
<∼ T −

r
2+1+(r−1)ε−(p+1−r)β

for any r ≤ p; hence, T
r
2 {α(δm(T )|C)}1/(p+1) <∼T −

r
2+1+(r−1)ε−(p+1−r)β on

�1(T ) for any r ≤ p since k(T )/ log T ≥ L1/ log(x2/x1) by [A1](i). Therefore,
from Lemma 6, it follows that

1�1(T )

∣∣∣κC
[
S
∗(a1)
T , ..., S

∗(ar )
T

]
(0)− κC

[
S
(a1)
T , ..., S

(ar )
T

]
(0)

∣∣∣
<∼MT (ω)T −

r
2+1+(r−1)ε−(p+1−r)β

for r ≤ p under [A1]. It follows from [A1](iv) that

lε + (r − 1)ε + dε∗ + (l + 3p − 2)ε∗ + ε2 < (l̄ + p)ε + (p′ + d)ε∗ + ε2 <
1

4p
,

therefore, that

− r

2
+ 1+ (r − 1)ε − (p + 1− r)β + lε + (l + 3p − 2)ε∗ + ε2

< − r

2
+ 1− (p + 1− r)β + 1

4p
− dε∗

< −p − 2

2
− dε∗. (48)
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Since |VarC
[
ZT /
√

T
]
|<∼k(T ) <∼ T ε on �4(T ) from [A1](ii), we see from (48)

that there exists a constant δ0 ∈ (0, 1
2 ) such that

1{ψT >0}1ŨT
(u)

∣∣∣∂l
u

{

̂∗T ,p,C(u)− 
̂T ,p,C(u)

}∣∣∣<∼ exp

(
1

2
χT,2,C(u)

)

·
(

1+ |VarC
[
ZT /
√

T
]
|
)l

l(T )l+(3p−2)

·MT (ω) max
r:3≤r≤p

T −
r
2+1+(r−1)ε−(p+1−r)β

<∼T −(p−2)/2−δ0−dε∗

for u (|u| ≤ l(T )) and l ≤ l̄; note that χT,2,C(u) ≤ 0 and we here used [A1](iii).
On the other hand, applying Lemma 5 to the case η = 0, we obtain

1{ψT >0}1ŨT
(u)

∣∣∣∣∂l
u

{
exp

(
1

2
χT,2,C(u)

)
·

p∑
j=1

p−2∑
r1,...,rj=1

1{r1+···+rj≥p−1}(−1)j ir1+···+rj

·κ
∗(r1+2)
C [u⊗r1+2](0) · · · κ∗(rj+2)

C [u⊗rj+2](0)

j !(r1 + 2)! · · · (rj + 2)!

}∣∣∣∣
<∼ T −(p−1)/2+δ′1

for some δ′1 < 1/2− dε∗. In fact, since p2ε∗ + l̄ε∗ + l̄ε < p′ε∗ + l̄ε < −dε∗ +
2p′ε∗ + l̄ε < −dε∗ + 1

2p < −dε∗ + 1
4 from [A1](iv), T −(p−1)/2+pδ1 l(T )p

2+l̄
(

1+ |VarC
[
ZT /
√

T
]
|
)l

<∼T −(p−1)/2+δ′1 for δ′1 = pδ1+ (p2+ l̄)ε∗ + l̄ε < 1/2−
dε∗.

Let a1, ..., al ∈ Rd . For Rd -valued random variables X1, ..., Xj and V satisfy-
ing suitable integrability,

(∂u)
l
{
κC[u ·X1, ..., u ·Xj ](ηu · V )

}
[a1, ..., al]

= (∂ε1)0 · · · (∂εl )0

{
κC[u ·X1, ..., u ·Xj ](ηu · V )

∣∣∣
u←u+∑l

i=1 εiai

}

=
l∑

i1,...,ij=0

l∑
s=0

l∑

i′1,...,i′s=1

c(i1, ..., ij ; s; i′1, ..., i′s)

×κC[ai1 ·X1, ..., aij ·Xj , ηai′1 · V, ..., ηai′s · V ](ηu · V ),

where a0 = u. With this representation and Lemma 5, we have

1{ψT >0}1ŨT (u)

∣∣∣(∂u)lRp+1(u)

∣∣∣ <∼ T −
p−2

2 −( 1
2−δ1)l(T )(p+1)−p′ +MT l(T )2T a(2),

where a(r) = − r
2 + 1+ (r− 1)ε− (p+ 1− r)β. In view of Lemma 5, we see that

1{ψT >0}1ŨT
(u)

∣∣∣∣∣∂
l
u

{
p∑

r=3

ir

r!
κ∗C[u⊗r ](0)+ Rp+1(u)

}∣∣∣∣∣
<∼ l(T )p+1T −

1
2+δ1
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for any l ≤ l̄. Since (p + 1)ε∗ − 1
2 + δ1 < 0 and hence the derivatives of

exp

(
t

p∑
r=3

ir

r!
κ∗rC [u⊗r ](0)+ tRp+1(u)

)

with respect to u are bounded under truncation, we obtain the estimate:

1{ψT >0}1ŨT
(u)

∣∣∣(∂u)l
{

exp

(
1

2
χT,2,C(u)

)
·
(

p∑
r=3

ir

r!
κ∗rC [u⊗r ](0)+ Rp+1(u)

)p+1

·(p!)−1
∫ 1

0
(1− t)p exp

(
t

p∑
r=3

ir

r!
κ∗rC [u⊗r ](0)+ tRp+1(u)

)
dt
}∣∣∣

<∼l(T )l̄+(p+1)2
T l̄εT (− 1

2+δ1)(p+1)<∼T −p/2−dε∗

with the inequality 1/(2p)− (p + 1)/2+ (p + 1)/(4p) ≤ −p/2.
Finally,

1{ψT >0}1ŨT
(u)

∣∣∣(∂u)l
{

exp

(
1

2
χT,2,C(u)

)
·

p∑
j=1

j−1∑
j ′=0

(j !)−1

×
(

j

j ′
)( p∑

r=3

ir

r!
κ∗rC [u⊗r ](0)

)j ′(
Rp+1(u)

)j−j ′}∣∣∣

<∼l(T )l̄T l̄ε · l(T )(p+1)(p−1) · {T − p−2
2 −( 1

2−δ1)l(T )(p+1)−p′ +MT l(T )2T a(2)}
<∼T −

p−2
2 −δ2−dε∗

for some positive δ2. In the last part, the following inequalities were used:

l̄ε∗ + l̄ε + (p + 1)(p − 1)ε∗ − p − 2

2
− (

1

2
− δ1)+ ((p + 1)− p′)ε∗

< (l̄ + (p + 1)2 − p′)ε∗ + l̄ε − (
1

2
− δ1)− p − 2

2

< l̄ε − 1

2
− p − 2

2
+δ1 < −p − 2

2
− 1

4
< −p − 2

2
− 1

8
− dε∗,

and

l̄ε∗ + l̄ε + (p + 1)(p − 1)ε∗ + ε2 + 2ε∗ + (ε − (p − 1)β)

< (l̄ + (p + 1)(p − 1)+ 2)ε∗ + (l̄ + 1)ε + ε2−p − 1

2
[1− 2p − 1

2p(p + 1)
]

< −p − 2

2
+
[
−1

2
+ 1

4p
+ (p − 1)(2p − 1)

4p(p + 1)

]

< −p − 2

2
− dε∗.

since dε∗ < 1
4p .
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After all, we obtained 1{ψT >0}1ŨT
(u)

∣∣∣(∂u)lR∗p+1(u)

∣∣∣<∼T −
p−2

2 −δ3−dε∗ , l ≤ l̄,

for some δ3 > 0. ��
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509–548 (1996)

[45] Picard, J.: On the existence of smooth densities for jump processes. Probab. Theory
Relat. Fields 105, 481–511 (1996)

[46] Privault, N.: Chaotic and variational calculus in discrete and continuous time for the
Poisson process. Stochastics, 51, 83–109 (1994)

[47] Privault, N.:A transfer principle fromWiener to Poisson space and applications. Journal
of Functional Analysis, 132, 335–360 (1995)

[48] Privault, N.: A different quantum stochastic calculus for the poisson process. Proba-
bility Theory and Related Fields, 105, 255–278 (1996)

[49] Roberts, G.O., Tweedie, R.L.: Exponential convergence of Langevin distributions and
their discrete approximations. Bernoulli 2 (4), 341–363 (1996)

[50] Robinson, P.M., Hidalgo, F.J.: Time series regression with long-range dependence.
Annals Statistics 25, 77–104 (1997)

[51] Sakamoto, Y.: Asymptotic expansions of test statistics for mixing processes. Preprint
(2000)

[52] Sakamoto, Y., Yoshida, N.: Third order asymptotic expansions for diffusion processes.
Cooperative Research Report 107, 53–60, The Institute of Statistical Mathematics,
Tokyo 1998

[53] Sakamoto, Y., Yoshida, N.: Higher order asymptotic expansions for a functional of a
mixing process and applications to diffusion functionals. Submitted 1999

[54] Sakamoto, Y., Yoshida, N.: Asymptotic expansion for cluster processes. 2001
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