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Let T:={z€ C: |zl =1} and D := {z € C : |z| < 1} be the unit circle and
the closed unit disk, in C, respectively. Let d € N. In this talk, a d-variate ARMA
(autoregressive moving-average) process { Xy : k € Z} is a C-valued, centered, weakly
stationary process with spectral density w of the form

w(e?) = ne)h(e?)", 0 € [-m7) (1)
with h : T — C%¥? satisfying the following condition:
the entries of h(z) are rational functions in z that have

(C)

no poles in D, and det h(z) has no zeros in D.

It is known that there exists hy : T — C%? that satisfies (C) and

w(e”) = h(e”)h(e”)" = hy(e”) hy(e”), 0 € [-m ), (2)

and hy is unique up to a constant unitary factor. We may take hy = h for the univariate
case d = 1 but not so for d > 2, and this is one of the main difficulties when we deal
with multivariate processes. Let D := {z € C : |z| < 1} be the open unit disk in C.
We can write h(z)™! in the form

K my mo
h(z)~ :—PO—ZZ Puj—zszo,j, (3)
=1 j=1 j=1
where
K e NuU{0},
pp €D\{0} (p=1,....K), p.#p (n#v),
m, €N (p=1,...,K), myeNU{0}, (4)

puj ECHT (u=0,1,...,K, j=1,...,m,), py€ C™
{ Py, # 0 (b=0,1,..., K).
Here the convention $°)_, = 0 is adopted in the sums on the right-hand side of (3).

The next theorem shows that hy L of a vector ARMA process has the same mg and
the same poles with the same multiplicities as h~1.

Theorem 1. For mgy, K and (p1,m1),...,(pr,mr) in (3) with (4), hﬁ_l has the form

K my mo
hy(2)™ = —pf — ZZ p,” > b (5)
p=1 j=1 J=1

where

{pi’jECdXd (p=0,1,....K, y=1,...,m,), pgeCdXd, (6)

pfhmu#o (b=0,1,..., K).



We are concerned with the finite predictor coefficients ¢, ; € C*? (j =1,...,n) of
a d-variate ARMA process { X}, defined by

P[*n,fl}XO = ¢n,1X71 +oeee ¢n,ann> (7)

where, for n € N, P_, _1j X stands for the best linear predictor of the future value Xy
based on the finite past {X_,,..., X _1}.
The next theorem gives a closed-form expression for ¢, ;.

Theorem 2. Suppose that m, =1 (un=1,...,K) and mg = 0. Then, forn > 1 and
7=1,...,n, we have

Pn,j = Coaj + COpOT(]dM - GnGn)_l(Hn@)*{ATHn@EjP + En—j—f—lﬁ}a (8)

where a; = fo:l ﬁf;p,hl forj>1,pf =y,...,1;) € C*EK
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p~ = <p§,17 Pg,p s 7pﬂ[(,1> € CdKXd

and G,, = I1,0A, G,, = (I,0)*AT € CIK*IK,

The assumptions in Theorem 2 are just for simplicity of presentation. For the general
result, see [1].
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