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#### Abstract

We prove the existence of spectral gaps of Ornstein-Uhlenbeck operators on loop spaces over a class of Riemannian manifolds which include hyperbolic spaces. This is an alternative proof and an extension of a result in Chen-Li-Wu in J. Funct. Anal. 259 (2010), 1421-1442. Further, we study the asymptotic behavior of the spectral gap.
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## 1 Introduction

Let $E$ be a smooth non-negative function on a Riemannian manifold $X$. Let $\lambda$ be a positive number and consider a weighted probability measure $d \nu^{\lambda}(x)=Z_{\lambda}^{-1} e^{-\lambda E(x)} d x$ on $X$, where $Z_{\lambda}$ denotes the normalized constant and $d x$ denotes the Riemannian volume. We consider a Dirichlet form on $L^{2}\left(X, d \nu^{\lambda}\right)$ such that

$$
\mathcal{E}^{\lambda}(F, F)=\int_{X}|\nabla F(x)|^{2} d \nu^{\lambda}(x),
$$

where $\nabla$ denotes the Levi-Civita covariant derivative. Under mild assumptions on $E$ and the Riemannian metric, $1 \in \mathrm{D}\left(\mathcal{E}^{\lambda}\right)$ and the corresponding lowest eigenvalue $e_{1}^{\lambda}$ of the generator of the Dirichlet form is 0 . The spectral gap $e_{2}^{\lambda}$ of $\mathcal{E}^{\lambda}$ is defined by

$$
\begin{equation*}
e_{2}^{\lambda}=\inf \left\{\mathcal{E}^{\lambda}(F, F) \mid\|F\|_{L^{2}\left(\nu^{\lambda}\right)}=1, \int_{X} F(x) d \nu^{\lambda}(x)=0\right\} . \tag{1.1}
\end{equation*}
$$

The study on the estimate and the asymptotic behavior of $e_{2}^{\lambda}$ as $\lambda \rightarrow \infty$ is an interesting and important subject. In this problem, one of the simplest cases is the following:
(i) $E$ has a unique minimum point $c_{0}$ and there are no critical points other than $c_{0}$,
(ii) the Hessian of $E$ at $c_{0}$ is non-degenerate.

[^0]In this case, under some additional technical assumptions, it holds that $\lim _{\lambda \rightarrow \infty} \frac{e_{2}^{\lambda}}{\lambda}=\sigma_{1}$, where $\sigma_{1}$ is the lowest eigenvalue of the Hessian of $E$ at $c_{0}$. When $X=\mathbb{R}^{N}$ and $E(x)=\frac{|x|^{2}}{2}$, the generator of the Dirichlet form is called the Ornstein-Uhlenbeck operator ( $=\mathrm{OU}$ operator ) and the spectral set is completely known.

We are interested in the case where $X$ is an "infinite dimensional Riemannian manifold" and $\nu^{\lambda}$ is a probability measure on it. Let us explain our model. Let $(M, g)$ be an $n$-dimensional complete Riemannian manifold. Let $x_{0}, y_{0} \in M$ and consider a space of continuous paths $P_{x_{0}}(M)=C\left([0,1] \rightarrow M \mid \gamma(0)=x_{0}\right)$ and its subset $P_{x_{0}, y_{0}}(M)=\left\{\gamma \in P_{x_{0}}(M) \mid \gamma(1)=\right.$ $\left.y_{0}\right\}$. Our $X$ is $P_{x_{0}}(M)$ or $P_{x_{0}, y_{0}}(M)$ and $\nu^{\lambda}$ is the (pinned) Brownian motion measure. The transition probability of the Brownian motion is given by $p(t / \lambda, x, y)$, where $p(t, x, y)$ denotes the heat kernel of the diffusion semigroup $e^{t \Delta / 2}$ and $\Delta$ is the Laplace-Bertlami operator. In many problems, we use the following heuristically appealing path integral expression,

$$
d \nu^{\lambda}(\gamma)=\frac{1}{Z_{\lambda}} \exp (-\lambda E(\gamma)) d \gamma
$$

where $E(\gamma)$ is the energy of path $\gamma$ and $d \gamma$ is the "infinite dimensional Riemannian measure". Needless to say, the energy function cannot be defined on the continuous path spaces on which the (pinned) Brownian motion measures exist and there do not exist the "Riemannian measures" on the infinite dimensional spaces. We refer the reader to $[9,45,41]$ for some rigorous study of the path integral. On the other hand, by using an $H$-derivative $D$ on $X$ (see the definition in Section 3), we can define a Dirichlet form $\mathcal{E}^{\lambda}$ on $L^{2}\left(X, d \nu^{\lambda}\right)$. Our interest is in the study of the spectral gap of $\mathcal{E}^{\lambda}$. Since the triple $\left(X, \nu^{\lambda}, \mathcal{E}^{\lambda}\right)$ is formally an infinite dimensional analogue of the finite dimensional one, we may conjecture some results on the asymptotics of the spectral gap.

In the case where $X=P_{x_{0}}(M)$, the critical point of $E$ on the subset of $H^{1}$ paths is just a constant path and this problem corresponds to the simplest case which we explained. Fang [27] proved the existence of the spectral gap by establishing the $\mathrm{COH}(=$ Clark-Ocone-Haussmann) formula for functions on $X=P_{x_{0}}(M)$. Also it is not difficult to prove that $\lim _{\lambda \rightarrow \infty} \frac{e_{2}^{\lambda}}{\lambda}=1$ by using the COH formula. We prove this in Section 3. Here note that the Hessian of $E$ at the constant path is identity. On the other hand, if $X$ is the pinned space $P_{x_{0}, y_{0}}(M)$, the set of critical points of the functional $E$ on the set of $H^{1}$ paths of $P_{x_{0}, y_{0}}$ is the set of geodesics. Therefore, by an analogy of finite dimensional cases, one may expect that the asymptotic behavior of the low-lying spectrum of the generator of $\mathcal{E}_{\lambda}$ is related to the set of the geodesics in this case. However, it is not even easy to find examples of Riemannian manifolds on which loop spaces the spectral gaps exist. In fact, Eberle [21] gave an example of a Riemannian manifold which is diffeomorphic to a sphere over which there is no spectral gap on the loop space. At the moment, there are no examples of loop spaces over simply connected compact Riemannian manifold for which the spectral gap exists.

If $M$ is a Riemannian manifold with a pole $y_{0}$, the situation is simpler. In this case, the function $E$ defined on the $H^{1}$ subset of $P_{x_{0}, y_{0}}(M)$ satisfies the above mentioned assumptions (i) and (ii). The author proved the existence of spectral gap in that case under additional strong assumptions on the Riemannian metric in [5]. Unfortunately, the assumption is not valid for hyperbolic spaces. The existence of the spectral gap on loop spaces over hyperbolic spaces was proved by Chen-Li-Wu [13] for the first time (see [14] also). They used results in [3, 12]. We give an alternative proof of their result and prove that $\lim _{\lambda \rightarrow \infty} \frac{e_{2}^{\lambda}}{\lambda}=\sigma_{1}$, where $\sigma_{1}$ is the spectrum bottom of the Hessian of $E$ at the unique geodesic for a certain class of Riemannian manifolds.

Now let us recall a rough idea how to prove the asymptotic behavior of $e_{2}^{\lambda}$ under the assumptions (i), (ii) when $X$ is a finite dimensional space. By the unitary transformation $M_{\lambda}: F\left(\in L^{2}\left(d \nu^{\lambda}\right)\right) \mapsto F\left(Z_{\lambda}^{-1} e^{-\lambda E}\right)^{1 / 2}\left(\in L^{2}(d x)\right)$, the problem is changed to determine the limit of the gap of spectrum of a Schrödinger operator. In this context, $\lambda \rightarrow \infty$ corresponds to the semi-classical limit of a physical system. In a small neighborhood of $c_{0}$, the Schrödinger operator can be approximated by a harmonic oscillator and we obtain the main term of the divergence of $e_{2}^{\lambda}$. As for outside the neighborhood, the potential function is very large and it has nothing to do with low energy part of the operator. In the present infinite dimensional problems, we cannot use the unitary transformation since there does not exist Riemannian volume measure and the function $E$ cannot be defined on the whole space $X$. Moreover, there are difficulties in the proof of each parts, (a) Local estimate in a neighborhood $U\left(c_{0}\right)$ of the minimizer, (b) Estimate outside $U\left(c_{0}\right)$. In the problem (a), one may think that the problem can be reduced to a Gaussian measure case by a certain "local diffeomorphism". A natural candidate of the local diffeomorphism is an Itô map. Certainly, the mapping is measure preserving but the derivative of the mapping does not behave well because of the irregularity of the Brownian paths [20, 17, 24]. In problem (b), it is not clear how to use "the potential function is big" outside $U\left(c_{0}\right)$. To solve these problems, we use COH formula and a logarithmic Sobolev inequality on $X$. Clearly, it is more interesting to consider the cases where there are two or more local minimum points of $E$. We refer the reader to $[35,34]$ and references therein for finite dimensional cases. Also we note that Eberle [22, 23] studied such a problem on certain approximate spaces of loop spaces.

The paper is organized as follows. We already explained a rough idea of a proof of the asymptotic behavior of $e_{2}^{\lambda}$. In Section 2, we give a different proof based on a log-Sobolev inequality. Our proof for loop spaces is a modification of the proof. Also we explain the difficulty of the proof in the case of loop spaces.

In Section 3, we prepare necessary definitions and lemmas and explain our main theorems for $P_{x_{0}, y_{0}}(M)$. In this case, the minima $c_{0}$ is the minimal geodesic $c_{x_{0}, y_{0}}$ between $x_{0}$ and $y_{0}$. As we explained, we need local analysis in a neighborhood of $c_{x_{0}, y_{0}}$ of the generators of Dirichlet forms. Thus we consider an OU operator with Dirichlet boundary condition on a small neighborhood $\mathcal{D}$ of the minimal geodesic in a loop space over a Riemannian manifold. We define the generalized second lowest eigenvalue $e_{\text {Dir }, 2, \mathcal{D}}^{\lambda}$ of the Dirichlet Laplacian and determine the asymptotic behavior of $e_{D i r, 2, \mathcal{D}}^{\lambda}$ in our first main theorem (Theorem 3.2).

In the second main theorem (Theorem 3.6), we consider a rotationally symmetric Riemannian manifold $M$ with a pole $y_{0}$ and a loop space $P_{x_{0}, y_{0}}(M)$, where $x_{0}$ is an arbitrary point of $M$. Under certain assumptions on the Riemannian metric, we prove the existence of the spectral gap and determine the asymptotic behavior of $e_{2}^{\lambda}$. The class of Riemannian manifolds includes the hyperbolic spaces. Actually, the same result as in the second main theorem holds true under the validity of a certain $\log$-Sobolev inequality and a tail estimate of a certain random variable describing the size of $\gamma$. The log-Sobolev inequality can be proved by a COH -formula on $P_{x_{0}, y_{0}}(M)$. The diffusion coefficient of the Dirichlet form in the log-Sobolev inequality is unbounded and it is still an open problem whether a log-Sobolev inequality with a bounded coefficient holds on a loop space over a hyperbolic space .

In this paper, the COH formula plays a crucial role. Let us recall what COH formula is. Let $F$ be an $L^{2}$ random variable on $P_{x_{0}}(M)$. By the Itô theorem, $F-E^{\nu^{\lambda}}[F]$ can be represented as a stochastic integral with respect to the Brownian motion $b$ which is obtained as an antistochastic development of $\gamma$ to $\mathbb{R}^{n}$ (see [36]). The COH formula gives an explicit form of the
integrand as a conditional expectation of the $H$-derivative $D F$. As we noted, Fang proved the COH formula on $P_{x_{0}}(M)$ when $M$ is a compact Riemannian manifold. But it is not difficult to prove the same formula for more general Riemannian manifold (see Lemma 3.8). In the case of $P_{x_{0}, y_{0}}(M)$, it is necessary to consider a Brownian motion $w$ under the pinned measure which is obtained by adding a singular drift to $b$. The singular drift is defined by a logarithmic derivative of $p\left(t, y_{0}, z\right)$. For this, see Lemma 3.10 and $[3,7]$. In both cases of $P_{x_{0}}(M)$ and $P_{x_{0}, y_{0}}(M)$, the integrand in the COH formula is the conditional expectation of the quantity $A(\gamma)_{\lambda}\left(D F^{\prime}\right)$, where $A(\gamma)_{\lambda}$ is a certain bounded linear operator depending on the path $\gamma$ and $\lambda . A(\gamma)_{\lambda}$ for $P_{x_{0}}(M)$ is defined by the Ricci curvature and the operator norm is uniformly bounded for large $\lambda$. On the other hand, in the case of $P_{x_{0}, y_{0}}(M)$, the definition of $A(\gamma)_{\lambda}$ contains the Hessian of the heat kernel, $\nabla_{z}^{2} \log p\left(t / \lambda, y_{0}, z\right)(0<t \leq 1)$ because the stochastic differential equation of $\gamma$ contains the singular drift term of the logarithmic derivative of the heat kernel. To control this term, we need results for a short time behavior of $\lim _{t \rightarrow 0} \nabla_{z}^{2} \log p(t, x, z)$ which were studied for the first time by Malliavin and Stroock [49] (see (3.18) and Lemma 3.9). In view of this, it is easier to study the spectral gap for $P_{x_{0}}(M)$ than that for $P_{x_{0}, y_{0}}(M)$. In the final part of this section, we prove $\lim _{\lambda \rightarrow \infty} \frac{e_{\lambda}^{\lambda}}{\lambda}=1$ for $P_{x_{0}}(M)$.

In order to show the precise asymptotics of $e_{D i r, 2, \mathcal{D}}^{\lambda}$ and $e_{2}^{\lambda}$, we need to identify $A\left(c_{x_{0}, y_{0}}\right)_{\infty}=$ $\lim _{\lambda \rightarrow \infty} A\left(c_{x_{0}, y_{0}}\right)_{\lambda}$. This is necessary for local analysis near $c_{x_{0}, y_{0}}$. In Section 4, first we formally show that $A\left(c_{x_{0}, y_{0}}\right)_{\infty}$ is an operator which is defined by the Hessian of the square of the distance function $k(z)=\frac{d\left(z, y_{0}\right)^{2}}{2}$. After that we prove a key relation between the Hessian of the energy function $E$ at $c_{x_{0}, y_{0}}$ and $A\left(c_{x_{0}, y_{0}}\right)_{\infty}$. In that proof, Jacobi fields along the geodesic play an important role.

In Section 5, we prove Theorem 3.2. The proof LHS $\leq$ RHS in (3.11) relies on a representation (5.2) of $e_{\text {Dir,2,D}}^{\lambda}$ by the unique eigenfunction (ground state) $\Psi_{\lambda}$ associated with the first eigenvalue of the Dirichlet Laplacian. By using this representation and a trial function, we prove the upper bound. The trial function is closely related with "eigenfunctions" associated with the bottom of the spectrum of the Hessian of the energy function $E$ at $c_{x_{0}, y_{0}}$.

As already mentioned, we need to study $A\left(c_{x_{0}, y_{0}}\right)_{\infty}$. In addition, we need to show that $A(\gamma)_{\lambda}$ can be approximated by $A\left(c_{x_{0}, y_{0}}\right)_{\infty}$ when $\gamma$ is close to $c_{x_{0}, y_{0}}$ and $\lambda$ is large. This is correct but not trivial because $A(\gamma)_{\lambda}$ is defined by solutions of Itô's stochastic differential equations driven by $b$ and the solution mappings are not continuous in usual topology such as the uniform convergence topology. Actually the solution mappings are continuous in the topology of rough paths. Thus, we need to apply rough path analysis to our problem. Note that the law of $b$ under the pinned measure is singular with respect to the Brownian motion measure. However, the probability distribution of $b$ does not charge the slim sets in the sense of Malliavin. Hence, we need to consider Brownian rough paths for all Brownian paths except a slim set as in ([8]). After preparation of necessary estimates from rough paths (see Lemma 5.3), we prove Theorem 3.2.

In Section 6, we prove the existence of the spectral gap in a certain general setting as in [13]. This third main theorem (Theorem 6.2) implies the first half of the statement in Theorem 3.6. In Section 7, we complete the proof of Theorem 3.6.

## 2 A proof in $\mathbb{R}^{N}$ and some remarks

In this section, we show a proof of the asymptotics $\lim _{\lambda \rightarrow \infty} \frac{e_{\lambda}^{\lambda}}{\lambda}=\sigma_{1}$ on $\mathbb{R}^{N}$ under the validity of a log-Sobolev inequality. Our proof for $P_{x_{0}, y_{0}}(M)$ is a suitable modification of this proof. In
this section, $D$ stands for the usual Fréchet derivative on $\mathbb{R}^{N}$.
Let $E$ be a non-negative $C^{\infty}$ function on $\mathbb{R}^{N}$ and suppose the following (1), (2), (3), (4).
(1) $E(0)=0$ and 0 is the unique minimum point and $D^{2} E(0)>0$. Further $\liminf _{|x| \rightarrow \infty} E(x)>$ 0 .
(2) Let $\lambda>0$. Suppose that $e^{-\lambda E(x)}$ is an integrable function and define a probability measure,

$$
\begin{equation*}
\nu^{\lambda}(d x)=Z_{\lambda}^{-1} e^{-\lambda E(x)} d x \tag{2.1}
\end{equation*}
$$

where $Z_{\lambda}=\int_{\mathbb{R}^{N}} e^{-\lambda E(x)} d x$.
(3) Let $\mathcal{E}^{\lambda}(F, F)=\int_{\mathbb{R}^{N}}|D F(x)|^{2} d \nu^{\lambda}(x)$, where $F \in C_{0}^{\infty}\left(\mathbb{R}^{N}\right)$. Also let $\mathcal{E}^{\lambda}$ denote the Dirichlet form which is the closure of the closable form. It holds that $|x|, 1 \in \mathrm{D}\left(\mathcal{E}^{\lambda}\right)$ and $\mathcal{E}^{\lambda}(1,1)=0$ for all $\lambda>0$. The notation $|\cdot|$ denotes the usual Euclidean norm.
(4) There exists a constant $C>0$ such that the following log-Sobolev inequality holds:

$$
\begin{equation*}
\int_{\mathbb{R}^{N}} F(x)^{2} \log \left(F(x)^{2} /\|F\|_{L^{2}\left(\nu_{\lambda}\right)}^{2}\right) d \nu^{\lambda}(x) \leq \frac{C}{\lambda} \mathcal{E}^{\lambda}(F, F), \quad F \in \mathrm{D}\left(\mathcal{E}^{\lambda}\right) \tag{2.2}
\end{equation*}
$$

Clearly the spectral bottom $e_{1}^{\lambda}$ of the Dirichlet form $\mathcal{E}^{\lambda}$ is 0 . Under the above assumptions, we prove that

Theorem 2.1. Let $e_{2}^{\lambda}$ be the spectral gap of $\mathcal{E}^{\lambda}$. Then

$$
\begin{equation*}
\lim _{\lambda \rightarrow \infty} \frac{e_{2}^{\lambda}}{\lambda}=\sigma_{1} \tag{2.3}
\end{equation*}
$$

where $\sigma_{1}$ denotes the smallest eigenvalue of the matrix $D^{2} E(0)$.
The log-Sobolev inequality (2.2) implies the bound $e_{2}^{\lambda} \geq 2 \lambda / C$ for all $\lambda$. Thus it holds that $C \sigma_{1} \geq 2$. Note that the assumption in the above is very strong and we cannot say the result is "nice".

Proof. We prove the lower bound estimate $\lim \inf _{\lambda \rightarrow \infty} \frac{e_{2}^{\lambda}}{\lambda} \geq \sigma_{1}$. By the assumptions (1) and (2), we have for any $r>0$ there exists $K_{r}$ and $M_{r}$ such that

$$
\begin{equation*}
\nu^{\lambda}(|x| \geq r) \leq K_{r} e^{-\lambda M_{r}} \quad \text { for all } \lambda \geq 1 \tag{2.4}
\end{equation*}
$$

and

$$
\begin{equation*}
\lim _{\lambda \rightarrow \infty}\left(\frac{\lambda}{2 \pi}\right)^{N / 2} Z_{\lambda}=\operatorname{det}\left(D^{2} E(0)\right)^{-1 / 2} \tag{2.5}
\end{equation*}
$$

The estimate (2.5) can be proved by Laplace's method. From now on, we always assume $\lambda \geq 1$. The log-Sobolev inequality (2.2) implies that for any bounded measurable function $V$, it holds that

$$
\begin{equation*}
\mathcal{E}^{\lambda}(F, F)+\int_{\mathbb{R}^{N}} V(x) F(x)^{2} d \nu^{\lambda}(x) \geq-\frac{\lambda}{C} \log \left(\int_{\mathbb{R}^{N}} e^{-\frac{C}{\lambda} V} d \nu^{\lambda}\right)\|F\|_{L^{2}\left(\nu^{\lambda}\right)}^{2} \tag{2.6}
\end{equation*}
$$

where the constant $C$ is the same number as in (2.2). We refer the reader to [33] for this estimate. Let $\chi_{0}$ be a smooth function with $\chi_{0}(u)=1$ for $|u| \leq 1$ and $\chi_{0}(u)=0$ for $|u| \geq 2$. Let $\kappa>0$ be a small number and set $\chi_{0, \kappa}(x)=\chi_{0}\left(\kappa^{-1}|x|\right)$ and $\chi_{1, \kappa}(x)=\sqrt{1-\chi_{0, \kappa}^{2}(x)}$. Let $F \in \mathrm{D}\left(\mathcal{E}^{\lambda}\right)$ and assume $\|F\|_{L^{2}\left(\nu^{\lambda}\right)}=1$ and $\int_{\mathbb{R}^{N}} F(x) d \nu^{\lambda}(x)=0$. By an elementary calculation,

$$
\begin{align*}
\mathcal{E}^{\lambda}(F, F)= & \mathcal{E}^{\lambda}\left(F \chi_{0, \kappa}, F \chi_{0, \kappa}\right)+\mathcal{E}^{\lambda}\left(F \chi_{1, \kappa}, F \chi_{1, \kappa}\right) \\
& -\int_{\mathbb{R}^{N}}\left(\left|D \chi_{0, \kappa}\right|^{2}+\left|D \chi_{1, \kappa}\right|^{2}\right) F(x)^{2} d \nu^{\lambda}(x) \tag{2.7}
\end{align*}
$$

This identity is called the IMS localization formula ([52]). We have $\left|D \chi_{0, \kappa}\right|^{2}+\left|D \chi_{1, \kappa}\right|^{2} \leq C^{\prime} \kappa^{-2}$. By applying (2.6),

$$
\begin{align*}
\mathcal{E}^{\lambda}\left(F \chi_{1, \kappa}, F \chi_{1, \kappa}\right)= & \mathcal{E}^{\lambda}\left(F \chi_{1, \kappa}, F \chi_{1, \kappa}\right)-\int_{\mathbb{R}^{N}} \delta \lambda^{2}\left(F \chi_{1, \kappa}\right)^{2} 1_{|x| \geq \kappa} d \nu^{\lambda} \\
& +\int_{\mathbb{R}^{N}} \delta \lambda^{2}\left(F \chi_{1, \kappa}\right)^{2} 1_{|x| \geq \kappa} d \nu^{\lambda} \\
\geq & -\frac{\lambda}{C} \log \left(\int_{\mathbb{R}^{N}} e^{\left.\delta C \lambda 1_{|x| \geq \kappa} d \nu^{\lambda}\right)\left\|F \chi_{1, \kappa}\right\|_{L^{2}\left(\nu^{\lambda}\right)}^{2}+\delta \lambda^{2}\left\|F \chi_{1, \kappa}\right\|_{L^{2}\left(\nu^{\lambda}\right)}^{2}}\right. \\
\geq & \left\{-\frac{\lambda}{C} \log \left(1+K_{\kappa} e^{\delta C \lambda-M_{\kappa} \lambda}\right)+\delta \lambda^{2}\right\}\left\|F \chi_{1, \kappa}\right\|_{L^{2}\left(\nu^{\lambda}\right)}^{2} \\
\geq & \left\{-\frac{\lambda}{C} K_{\kappa} e^{\left(\delta C-M_{\kappa}\right) \lambda}+\delta \lambda^{2}\right\}\left\|F \chi_{1, \kappa}\right\|_{L^{2}\left(\nu^{\lambda}\right)}^{2} \tag{2.8}
\end{align*}
$$

where we have used (2.4). Thus, by choosing $\delta$ so that $\delta C<M_{\kappa}$, there exists $\delta^{\prime}>0$ such that for large $\lambda$,

$$
\begin{equation*}
\mathcal{E}^{\lambda}\left(F \chi_{1, \kappa}, F \chi_{1, \kappa}\right) \geq \delta^{\prime} \lambda^{2}\left\|F \chi_{1, \kappa}\right\|_{L^{2}\left(\nu^{\lambda}\right)}^{2} \tag{2.9}
\end{equation*}
$$

We estimate $\mathcal{E}^{\lambda}\left(F \chi_{0, \kappa}, F \chi_{0, \kappa}\right)$. Note that the support of $F \chi_{0, \kappa}$ is included in $\{x||x| \leq 2 \kappa\}$. Let $V=\{x| | x \mid<3 \kappa\}$. For small $\kappa$, by the Morse lemma, there exists an open neighborhood $U$ of 0 and a $C^{\infty}$-diffeomorphism $\Phi: y(\in U) \mapsto x(\in V)$ such that $\Phi(0)=0$ and $E(\Phi(y))=\frac{1}{2}|y|^{2}$ for all $y \in U$. We write $m^{\lambda}(d y)=\left(\frac{\lambda}{2 \pi}\right)^{N / 2} e^{-\lambda|y|^{2} / 2} d y$. By using this coordinate, we have

$$
\begin{align*}
\mathcal{E}^{\lambda}\left(F \chi_{0, \kappa}, F \chi_{0, \kappa}\right) & =\int_{V}\left|D\left(F \chi_{0, \kappa}\right)(x)\right|^{2} e^{-\lambda E(x)} Z_{\lambda}^{-1} d x \\
& =\int_{U}\left|D\left(F \chi_{0, \kappa}\right)(\Phi(y))\right|^{2} e^{-\frac{\lambda}{2}|y|^{2}} Z_{\lambda}^{-1}|\operatorname{det}(D \Phi(y))| d y \\
& =\int_{U}\left|\left\{(D \Phi(y))^{*}\right\}^{-1} D\left\{\left(F \chi_{0, \kappa}\right)(\Phi(y))\right\}\right|^{2} e^{-\frac{\lambda}{2}|y|^{2}} Z_{\lambda}^{-1}|\operatorname{det}(D \Phi(y))| d y \tag{2.10}
\end{align*}
$$

We may assume that the mappings $y \mapsto\left\{(D \Phi(y))^{*}\right\}^{-1}$ and $y \mapsto|\operatorname{det}(D \Phi(y))|$ are Lipschitz continuous. Let $\tilde{\sigma}_{1}$ be the smallest eigenvalue of $(D \Phi(0))^{-1}\left\{(D \Phi(0))^{*}\right\}^{-1}$. Then there exists a
positive function $\varepsilon(\kappa)$ satisfying $\lim _{\kappa \rightarrow 0} \varepsilon(\kappa)=0$ such that

$$
\begin{align*}
\mathcal{E}^{\lambda}\left(F \chi_{0, \kappa}, F \chi_{0, \kappa}\right) \geq & (1-\varepsilon(\kappa)) \tilde{\sigma}_{1}|\operatorname{det} D \Phi(0)| Z_{\lambda}^{-1}\left(\frac{\lambda}{2 \pi}\right)^{-N / 2} \int_{U}\left|D\left\{\left(F \chi_{0, \kappa}\right)(\Phi(y))\right\}\right|^{2} d m^{\lambda}(y) \\
\geq & (1-\varepsilon(\kappa)) \tilde{\sigma}_{1}|\operatorname{det} D \Phi(0)| Z_{\lambda}^{-1}\left(\frac{\lambda}{2 \pi}\right)^{-N / 2} \\
& \times \lambda\left\{\int_{\mathbb{R}^{N}}\left(F \chi_{0, \kappa}\right)^{2}(\Phi(y)) d m^{\lambda}(y)-\left(\int_{\mathbb{R}^{N}}\left(F \chi_{0, \kappa}\right)(\Phi(y)) d m^{\lambda}(y)\right)^{2}\right\}, \tag{2.11}
\end{align*}
$$

where we have used the spectral gap of the generator of the Dirichlet form $\int_{\mathbb{R}^{N}}|D F(y)|^{2} d m^{\lambda}(y)$ is $\lambda$. We have

$$
\begin{align*}
& |\operatorname{det} D \Phi(0)| Z_{\lambda}^{-1}\left(\frac{\lambda}{2 \pi}\right)^{-N / 2} \int_{\mathbb{R}^{N}}\left(F \chi_{0, \kappa}\right)^{2}(\Phi(y)) d m^{\lambda}(y) \\
& =|\operatorname{det} D \Phi(0)| Z_{\lambda}^{-1}\left(\frac{\lambda}{2 \pi}\right)^{-N / 2} \int_{U}\left(F \chi_{0, \kappa}\right)^{2}(\Phi(y)) d m^{\lambda}(y) \\
& =|\operatorname{det} D \Phi(0)| Z_{\lambda}^{-1}\left(\frac{\lambda}{2 \pi}\right)^{-N / 2} \int_{V}\left(F \chi_{0, \kappa}\right)^{2}(x) e^{-\lambda E(x)}\left(\frac{\lambda}{2 \pi}\right)^{N / 2}\left|\operatorname{det}\left(D\left(\Phi^{-1}\right)(x)\right)\right| d x \\
& \geq(1-\varepsilon(\kappa)) Z_{\lambda}^{-1} \int_{V}\left(F \chi_{0, \kappa}\right)^{2}(x) e^{-\lambda E(x)} d x \\
& =(1-\varepsilon(\kappa)) Z_{\lambda}^{-1} \int_{\mathbb{R}^{N}}\left(F \chi_{0, \kappa}\right)^{2}(x) e^{-\lambda E(x)} d x \tag{2.12}
\end{align*}
$$

and

$$
\begin{align*}
& \int_{\mathbb{R}^{N}}\left(F \chi_{0, \kappa}\right)(\Phi(y)) d m^{\lambda}(y) \\
& =\int_{U}\left(F \chi_{0, \kappa}\right)(\Phi(y)) d m^{\lambda}(y) \\
& =\int_{V}\left(F \chi_{0, \kappa}\right)(x)\left|\operatorname{det}\left(D\left(\Phi^{-1}\right)(x)\right)\right|\left(\frac{\lambda}{2 \pi}\right)^{N / 2} Z_{\lambda} d \nu^{\lambda}(x) \\
& =\int_{V}\left(F \chi_{0, \kappa}\right)(x)\left(\left|\operatorname{det}\left(D\left(\Phi^{-1}\right)(x)\right)\right|-\left|\operatorname{det}\left(D\left(\Phi^{-1}\right)(0)\right)\right|\right)\left(\frac{\lambda}{2 \pi}\right)^{N / 2} Z_{\lambda} d \nu^{\lambda}(x) \\
& \quad \quad+\left|\operatorname{det}\left(D\left(\Phi^{-1}\right)(0)\right)\right| \int_{V}\left(F \chi_{0, \kappa}\right)(x)\left(\frac{\lambda}{2 \pi}\right)^{N / 2} Z_{\lambda} d \nu^{\lambda}(x) \\
& = \tag{2.13}
\end{align*}
$$

Here

$$
\begin{equation*}
\left|I_{1}\right| \leq \varepsilon(\kappa)\left(\frac{\lambda}{2 \pi}\right)^{N / 2} Z_{\lambda}\left\|F \chi_{0, \kappa}\right\|_{L^{2}\left(\nu^{\lambda}\right)} \tag{2.14}
\end{equation*}
$$

and by the Schwarz inequality,

$$
\begin{align*}
& \left|I_{2}\right| \\
& \leq\left|\operatorname{det}\left(D\left(\Phi^{-1}\right)(0)\right)\right|\left\{\left|\int_{\mathbb{R}^{N}} F(x) d \nu^{\lambda}(x)\right|+\left|\int_{\mathbb{R}^{N}} F(y)\left(\chi_{0, \kappa}(x)-1\right) d \nu^{\lambda}(x)\right|\right\}\left(\frac{\lambda}{2 \pi}\right)^{N / 2} Z_{\lambda} \\
& \leq\left|\operatorname{det}\left(D\left(\Phi^{-1}\right)(0)\right)\right| \nu^{\lambda}(|x| \geq \kappa)^{1 / 2}\left(\frac{\lambda}{2 \pi}\right)^{N / 2} Z_{\lambda} \\
& \leq\left|\operatorname{det}\left(D\left(\Phi^{-1}\right)(0)\right)\right| \sqrt{K_{\kappa}} e^{-\lambda M_{\kappa} / 2}\left(\frac{\lambda}{2 \pi}\right)^{N / 2} Z_{\lambda} . \tag{2.15}
\end{align*}
$$

By the definition of $\Phi$, we have $D^{2} E(0)=\left\{(D \Phi(0))^{*}\right\}^{-1}(D \Phi(0))^{-1}$. Since the set of eigenvalues of $(D \Phi(0))^{-1}\left\{(D \Phi(0))^{*}\right\}^{-1}$ and $\left\{(D \Phi(0))^{*}\right\}^{-1}(D \Phi(0))^{-1}$ are the same, we obtain $\tilde{\sigma}_{1}=\sigma_{1}$. Thus, we get

$$
\begin{align*}
& \mathcal{E}^{\lambda}\left(F \chi_{0, \kappa}, F \chi_{0, \kappa}\right) \\
& \geq \lambda(1-\varepsilon(\kappa)) \sigma_{1}\left\|F \chi_{0, \kappa}\right\|_{L^{2}\left(\nu^{\lambda}\right)}^{2} \\
& \quad-\lambda Z_{\lambda}^{2}\left(\frac{\lambda}{2 \pi}\right)^{N}\left\{\varepsilon(\kappa)\left\|F \chi_{0, \kappa}\right\|_{L^{2}\left(\nu^{\lambda}\right)}+\left|\operatorname{det}\left(D\left(\Phi^{-1}\right)(0)\right)\right| \sqrt{K_{\kappa}} e^{-\lambda M_{\kappa} / 2}\right\}^{2} \tag{2.16}
\end{align*}
$$

By (2.7), (2.9), (2.16) and $\chi_{0, \kappa}^{2}(x)+\chi_{1, \kappa}^{2}(x)=1$ for all $x$, we complete the proof of the lower bound. The upper bound $\lim \sup _{\lambda \rightarrow \infty} \frac{e_{2}^{\lambda}}{\lambda} \leq \sigma_{1}$ can be proved in a standard way. Let $v$ be a unit eigenvector such that $D^{2} E(0) v=\sigma_{1} v$. For this $v$, let $F^{\lambda}(x)=\sqrt{\lambda \sigma_{1}}(x, v)$. Then we have $\frac{\mathcal{E}^{\lambda}\left(F^{\lambda}, F^{\lambda}\right)}{\lambda}=\sigma_{1}, \lim _{\lambda \rightarrow \infty} \int_{\mathbb{R}^{N}} F^{\lambda}(x) d \nu^{\lambda}(x)=0$ and $\lim _{\lambda \rightarrow \infty}\left\|F^{\lambda}\right\|_{L^{2}\left(\nu^{\lambda}\right)}=1$ which imply the upper bound.
Remark 2.2. (1) In the estimate of $\mathcal{E}^{\lambda}\left(F \chi_{0, \kappa}, F \chi_{0, \kappa}\right)$, we reduce the problem to Gaussian case with the help of the Morse lemma. The Itô map is a measure preserving map between $P_{x_{0}}(M)$ with the Brownian motion measure and the Wiener space. However, the derivative of the Itô map is not a bounded linear operator between two tangent spaces ( $[20,17,24]$ ). In the study of the asymptotic behavior of the lowest eigenvalue of a Schrödinger operator on $P_{x_{0}}(M)$ in [6], the author reduced the local analysis to the analysis in Wiener spaces by using the Itô map and a ground state transformation. At the moment, it is not clear that similar consideration can be applied to the local analysis in the present problem. In this paper, instead, we use the COH formula in Lemma 3.10.
(2) Let us consider a Dirichlet form

$$
\begin{equation*}
\mathcal{E}^{A, \lambda}(F, F)=\int_{\mathbb{R}^{N}}|A(x) D F(x)|^{2} d \nu^{\lambda}(x), \tag{2.17}
\end{equation*}
$$

where $A(x)$ is an $N \times N$ regular matrix-valued continuous mapping on $\mathbb{R}^{N}$ satisfying that there exists a positive number $C>1$ such that $C^{-1}|\xi|^{2} \leq(A(x) \xi, \xi) \leq C|\xi|^{2}$ for all $x, \xi$. Suppose $\mathcal{E}^{A, \lambda}$ satisfies the above assumption (3) and (4). Then, for the asymptotic behavior of the spectral gap of $\mathcal{E}^{A, \lambda}$, the same result as in Theorem 2.1 holds replacing $\sigma_{1}$ by the lowest eigenvalue of the Hessian of $E$ with respect to the Riemannian metric defined by $g_{A}(x)(\xi, \xi)=\left|A(x)^{-1} \xi\right|^{2}$. In that proof, we use the continuity of the map $x \mapsto A(x)$. In the case of $P_{x_{0}, y_{0}}(M)$, a local Poincaré
inequality (3.32) and a log-Sobolev inequality (3.34) holds. However the mapping $\gamma \mapsto A(\gamma)_{\lambda}$ is not a continuous mapping in the uniform convergence topology and just a continuous mapping in the topology of rough paths. In this sense, we need the result in rough paths. Moreover, in that case, the operator norm of $A(\gamma)_{\lambda}$ is not uniformly bounded in $\gamma$. Hence the argument is not so simple as in the above case. Note that $A(\gamma)_{\lambda}$ depends on $\lambda$. Hence we need to estimate $A(\gamma)_{\lambda}$ for large $\lambda$. In this calculation, we use the short time behavior of the Hessian of the logarithm of the heat kernel.

## 3 Preliminary and Statement of results

Let $(M, g)$ be an $n$-dimensional complete Riemannian manifold. Let $d(x, y)$ denote the Riemannian distance between $x$ and $y$. Let $p(t, x, y)$ be the heat kernel of the diffusion semigroup $e^{t \Delta / 2}$ defined by the Laplace-Bertlami operator $\Delta$. We refer the readers to [36, 38] for stochastic analysis on manifolds. The following assumption is natural for analysis on Riemannian manifolds.

Assumption A. (1) There exist positive constants $C, C^{\prime}$ such that for any $0<t \leq 1, x, y \in M$,

$$
\begin{equation*}
p(t, x, y) \leq C t^{-n / 2} e^{-C^{\prime} d(x, y)^{2} / t} \tag{3.1}
\end{equation*}
$$

(2) The Ricci curvature of $M$ is bounded, i.e., $\|$ Ric $\|_{\infty}<\infty$.

The condition (2) implies $\int_{M} p(t, x, y) d y=1$ holds for all $t>0$ and $x \in M$, where $d y$ denotes the Riemannian volume. In second main theorem (Theorem 3.6), we consider rotationally symmetric Riemannian metrics. We prove the above assumption holds true in such a case by using the following observation in Lemma 3.5. Assumption A (1) holds true if the Ricci curvature is bounded from below and the volume of small balls have uniform lower bound ([44]). That is, there exist $C>0$ and $l_{0}>0$ such that $\operatorname{vol}\left(B_{l}(x)\right) \geq C l^{n}$ for all $0<l<l_{0}$ and any $x \in M$. Here $\operatorname{vol}\left(B_{l}(x)\right)$ denotes the volume of the open metric ball $B_{l}(x)$ centered at $x$ with radius $l$.

In order to define (pinned) Brownian motion measure, we assume $M$ satisfies Assumption A. Let $x_{0} \in M$. The probability measure $\nu_{x_{0}}^{\lambda}$ on $P_{x_{0}}(M)$ satisfying the following is called the Brownian motion measure starting at $x_{0}$ :
For any Borel measurable subsets $A_{k} \subset M(1 \leq k \leq m)$ and $0=t_{0}<t_{1}<\cdots<t_{m} \leq 1$,

$$
\begin{align*}
\nu_{x_{0}}^{\lambda} & \left(\left\{\gamma \mid \gamma\left(t_{1}\right) \in A_{1}, \ldots, \gamma\left(t_{m}\right) \in A_{m}\right\}\right) \\
& =\int_{M^{m}} \prod_{k=1}^{m} p\left(\left(t_{k}-t_{k-1}\right) / \lambda, x_{k-1}, x_{k}\right) 1_{A_{k}}\left(x_{k}\right) d x_{1} \cdots d x_{m} \tag{3.2}
\end{align*}
$$

The process $\gamma(t)$ under $\nu_{x_{0}}^{\lambda}$ is a semimartingale. When $M=\mathbb{R}^{n}, \gamma(t)$ is the ordinary Brownian motion whose covariance matrix is equal to $t I / \lambda$. Let $\pi: O(M) \rightarrow M$ be the orthonormal frame bundle with the Levi-Civita connection. We fix a frame $u_{0}=\left\{\varepsilon_{i}\right\}_{i=1}^{n} \in \pi^{-1}\left(x_{0}\right)$. By the mapping $u_{0}: \mathbb{R}^{n} \rightarrow T_{x_{0}} M$, we identify $\mathbb{R}^{n}$ with $T_{x_{0}} M$. Let $\tau(\gamma)_{t}: T_{x_{0}} M \rightarrow T_{\gamma(t)} M$ denote the stochastic parallel translation along $\gamma$. For smooth cylindrical function $F(\gamma)=f\left(\gamma\left(t_{1}\right), \ldots, \gamma\left(t_{m}\right)\right) \in$ $\mathcal{F C}_{b}^{\infty}\left(P_{x_{0}}(M)\right)\left(0<t_{1}<\cdots<t_{m} \leq 1\right)$, the $H$-derivative $D F(\gamma)$ is defined by

$$
\begin{equation*}
D F(\gamma)_{t}=\sum_{i=1}^{m} u_{0}^{-1} \tau(\gamma)_{t_{i}}^{-1}\left(\nabla_{i} f\right)\left(\gamma\left(t_{1}\right), \ldots, \gamma\left(t_{m}\right)\right) t \wedge t_{i} \tag{3.3}
\end{equation*}
$$

where $\nabla_{i} f$ denotes the derivative of $f$ with respect to the $i$-th variable. Note that $D F(\gamma) \in$ $\mathrm{H}:=H^{1}\left([0,1] \rightarrow \mathbb{R}^{n} \mid h(0)=0\right)$. Under Assumption A, the symmetric form

$$
\begin{equation*}
\mathcal{E}^{\lambda}(F, F)=\int_{P_{x_{0}}(M)}|D F(\gamma)|_{\mathrm{H}}^{2} d \nu_{x_{0}}^{\lambda}(\gamma), \quad F \in \mathcal{F C}_{b}^{\infty}\left(P_{x_{0}}(M)\right) \tag{3.4}
\end{equation*}
$$

is closable. We refer the reader to $[18,36,37]$ for the closability. The Dirichlet form of the smallest closed extension is denoted by the same notation and the the generator $-L_{\lambda}$ is a natural generalization of OU operators in Gaussian cases.

We now consider the pinned case. It is elementary fact that regular conditional probability (pinned Brownian motion measure) $\nu_{x_{0}, y}^{\lambda}(\cdot)=\nu_{x_{0}}^{\lambda}(\cdot \mid \gamma(1)=y)$ exists on $P_{x_{0}, y}(M)$ for $p\left(1, x_{0}, y\right) d y$-almost all $y$. However, it is necessary for us to define $\nu_{x_{0}, y}^{\lambda}$ for all $y \in M$. Actually, under Assumption A (1) and (2), one can prove that the regular conditional probability $\nu_{x_{0}, y}^{\lambda}$ on $P_{x_{0}, y}(M)$ exists for all $y \in M$. This can be checked by using the volume comparison theorem and the Kolmogorov criterion (see [3, 36, 19]). Moreover, the pinned Brownian motion measure is equivalent to the Brownian motion measure up to any time $t<1$ with respect to the natural $\sigma$-field generated by the paths. This implies that the pinned Brownian motion is a semimartingale for $t<1$. Hence the stochatsic parallel translation is well defined and one can define the $H$-derivative of a smooth $F(\gamma)=f\left(\gamma\left(t_{1}\right), \ldots, \gamma\left(t_{m}\right)\right) \in \mathcal{F C}_{b}^{\infty}\left(P_{x_{0}, y_{0}}(M)\right)$ $\left(t_{m}<1\right)$ by $D_{0} F(\gamma)_{t}=P_{0}(D F(\gamma))_{t}$, where $P_{0}$ is the projection operator on H onto the subspace $\mathrm{H}_{0}:=\{h \in \mathrm{H} \mid h(1)=0\}$. Using $D_{0}$ on $\mathcal{F C}_{b}^{\infty}\left(P_{x_{0}, y_{0}(M)}\right)$, we can define a symmetric bilinear form $\mathcal{E}^{\lambda}$ similarly to non-pinned case. However, we need additional assumption on the Riemannian manifold $M$ to prove the closability since $M$ may be non-compact. Hence we consider the following assumption.
Assumption B. $\left(\mathcal{E}^{\lambda}, \mathcal{F C}_{b}^{\infty}\left(P_{x_{0}, y_{0}}(M)\right)\right)$ is closable.
We explain the reason why we need additional assumption. Let $b(t)=\int_{0}^{t} u_{0}^{-1} \tau(\gamma)_{s}^{-1} \circ$ $d \gamma(s)(0 \leq t \leq 1)$, where od means Stratonovich integral. The process $b(t)$ is anti-stochastic development of $\gamma(t)$. Under the law $\nu_{x_{0}}^{\lambda}, b(t)$ is the ordinary Brownian motion with variance $1 / \lambda$. We will discuss $b(t)$ later again in the explanation of the COH formula. Note that the law of $\{b(t)\}_{0 \leq t \leq 1}$ is singular with respect to the Brownian motion measure under $\nu_{x_{0}, y_{0}}^{\lambda}$. This is related to the singularity of the pinned Brownian motion itself. The closability of $\mathcal{E}^{\lambda}$ can be proved by using the integration by parts $(=\mathrm{IBP})$ formula for $D, D_{0}$. The formula contains stochastic integrals with respect to $b(t)$ and the integrability of the stochastic integrals when $t$ converges to 1 is the main issue to establish the formula for the pinned measure. See $[19,3,25,26,36,31]$ for this problem. If either (i) $M$ is compact, or (ii) $M$ is diffeomorphic to $\mathbb{R}^{n}$ and the metric is flat outside a certain bounded set, holds, by applying the Malliavin's quasi-sure analysis, we can prove the integrability of the stochastic integrals and we obtain the IBP formula and the closability. Also, under the condition,

There exists a positive constant $C$ such that for any $0<t \leq 1$ and $z \in M$,

$$
\begin{equation*}
\left|\nabla_{z} \log p\left(t, y_{0}, z\right)\right| \leq C \frac{d\left(y_{0}, z\right)}{t}+\frac{C}{\sqrt{t}} \tag{3.5}
\end{equation*}
$$

the IBP formula and the closability hold. This inequality holds for any compact Riemannian manifolds ([36]). For rotationally symmetric Riemannian manifolds, we will give a sufficient condition for this. See Assumption C and Lemma 3.9 (2).

We now define a Dirichlet Laplacian on a certain domain $\mathcal{D}$ in $P_{x_{0}, y_{0}}(M)$.

Definition 3.1. Let $l$ be a positive number with $l>d\left(x_{0}, y_{0}\right)$. Let $B_{l}\left(y_{0}\right)$ denote the open ball centered at $y_{0}$ with radius $l$. Define

$$
\begin{equation*}
\mathcal{D}_{l}=\left\{\gamma \in P_{x_{0}, y_{0}}(M) \mid \gamma(t) \in B_{l}\left(y_{0}\right) \text { for all } 0 \leq t \leq 1\right\} . \tag{3.6}
\end{equation*}
$$

For $l=+\infty$, we set $\mathcal{D}_{\infty}=P_{x_{0}, y_{0}}(M)$.
We may omit the subscript $l$ for simplicity. In order to define the $H^{1}$-Sobolev spaces, we assume Assumption B for the moment. Let $H^{1,2}\left(P_{x_{0}, y_{0}}(M), \nu_{x_{0}, y_{0}}^{\lambda}\right)$ denote the $H^{1}$-Sobolev space which is the closure of $\mathcal{F} \mathcal{C}_{b}^{\infty}\left(P_{x_{0}, y_{0}}(M)\right)$ with respect to the norm $\|F\|_{H^{1}}=\left(\|F\|_{L^{2}\left(\nu_{x_{0}}^{\lambda}, y_{0}\right)}^{2}+\mathcal{E}^{\lambda}(F, F)\right)^{1 / 2}$. Let

$$
\begin{equation*}
H_{0}^{1,2}\left(\mathcal{D}, \nu_{x_{0}, y_{0}}^{\lambda}\right)=\left\{F \in H^{1,2}\left(P_{x_{0}, y_{0}}(M), \nu_{x_{0}, y_{0}}^{\lambda}\right) \mid F=0 \nu_{x_{0}, y_{0}}^{\lambda} \text {-a.s. outside } \mathcal{D}\right\} \tag{3.7}
\end{equation*}
$$

which is a closed linear subspace of $H^{1,2}\left(P_{x_{0}, y_{0}}(M), \nu_{x_{0}, y_{0}}^{\lambda}\right)$.
The non-positive generator $L_{\lambda}$ corresponding to the densely defined closed form

$$
\mathcal{E}^{\lambda}(F, F), \quad F \in H_{0}^{1,2}\left(\mathcal{D}, \nu_{x_{0}, y_{0}}^{\lambda}\right)
$$

in the Hilbert space $L^{2}\left(\mathcal{D}, \nu_{x_{0}, y_{0}}^{\lambda}\right)$ is the Dirichlet Laplacian on $\mathcal{D}$. Let

$$
\begin{equation*}
e_{D i r, 1, \mathcal{D}}^{\lambda}=\inf _{F(\neq 0) \in H_{0}^{1,2}(\mathcal{D})} \frac{\int_{\mathcal{D}}\left|D_{0} F\right|^{2} d \nu_{x_{0}, y_{0}}^{\lambda}}{\|F\|_{L^{2}\left(\nu_{x_{0}, y_{0}}^{\lambda}\right)}^{2}} . \tag{3.8}
\end{equation*}
$$

This is equal to $\inf \sigma\left(-L_{\lambda}\right)$, where $\sigma\left(-L_{\lambda}\right)$ denotes the spectral set of $-L_{\lambda}$. We next introduce

$$
\begin{align*}
& e_{D i r, 2, \mathcal{D}}^{\lambda} \\
& =\sup _{G(\neq 0) \in L^{2}\left(\nu \nu_{x_{0}}, y_{0}\right)} \inf \left\{\left.\frac{\int_{\mathcal{D}}\left|D_{0} F\right|^{2} d \nu_{x_{0}, y_{0}}^{\lambda}}{\left.\|F\|_{L^{2}\left(\nu_{x_{0}}, y_{0}\right.}^{2}\right)} \right\rvert\, F \in H_{0}^{1,2}(\mathcal{D}), \quad(F, G)_{L^{2}\left(\nu_{x_{0}, y_{0}}^{\lambda}\right)}=0\right\} . \tag{3.9}
\end{align*}
$$

This is the generalized second lowest eigenvalue of $-L_{\lambda}$. When $l=+\infty, e_{D i r, 1, \mathcal{D}}^{\lambda}=0$ and $e_{D i r, 2, \mathcal{D}}^{\lambda}$ is equal to the spectral gap of $-L_{\lambda}$ on the whole space $P_{x_{0}, y_{0}}(M)$. We use the notations $e_{1}^{\lambda}$ and $e_{2}^{\lambda}$ instead of $e_{D i r, 1, \mathcal{D}}^{\lambda}$ and $e_{D i r, 2, \mathcal{D}}^{\lambda}$ respectively in this case. To state our first main theorem, let us define the energy of $H^{1}$ path $\gamma$ belonging to $P_{x_{0}, y_{0}}(M)$,

$$
\begin{equation*}
E(\gamma)=\frac{1}{2} \int_{0}^{1}\left|\gamma^{\prime}(t)\right|_{T_{\gamma(t)} M}^{2} d t \tag{3.10}
\end{equation*}
$$

We use the same notation $D_{0}$ for the derivative of the smooth function on the Hilbert manifold of the $H^{1}$ subset of $P_{x_{0}, y_{0}}(M)$. Note that $D_{0}^{2} E\left(c_{x_{0}, y_{0}}\right)$ is a symmetric bounded linear operator on $\mathrm{H}_{0}$. See Lemma 4.1 for the explicit form. The following is our first main theorem.

Theorem 3.2. Assume $M$ satisfies Assumption A and Assumption B. Let $0<l<\infty$. Assume that $l$ satisfies the following.
(1) $l$ is smaller than the injectivity radius at $y_{0}$. In particular, there are no intersection of the closure of $B_{l}\left(y_{0}\right)$ and $\operatorname{Cut}\left(y_{0}\right)$, where $\operatorname{Cut}\left(y_{0}\right)$ denotes the cut-locus of $y_{0}$.
(2) The Hessian of $k(z)=\frac{1}{2} d\left(z, y_{0}\right)^{2}$ satisfies that $\inf _{z \in B_{l}\left(y_{0}\right)} \nabla^{2} k(z)>1 / 2$.

Then we have

$$
\begin{equation*}
\lim _{\lambda \rightarrow \infty} \frac{e_{D i r, 2, \mathcal{D}}^{\lambda}}{\lambda}=\sigma_{1} \tag{3.11}
\end{equation*}
$$

where $\sigma_{1}=\inf \sigma\left(\left(D_{0}^{2} E\right)\left(c_{x_{0}, y_{0}}\right)\right)$.
Since $\left.\nabla_{z}^{2} k(z)\right|_{z=y_{0}}=I_{T_{y_{0}} M}$, the above conditions (1), (2) hold true for small $l$. Also, if $M$ is negatively curved manifold, the condition (2) holds for all $l$. We need condition (2) to prove a COH formula by applying Lemma 3.1 in [3] although this may be just a technical condition. Under the above condition, clearly the minimal geodesic $c_{x_{0}, y_{0}}=c_{x_{0}, y_{0}}(t) \quad(0 \leq t \leq$ 1) $\left(c_{x_{0}, y_{0}}(0)=x_{0}, c_{x_{0}, y_{0}}(1)=y_{0}\right)$ belongs to $\mathcal{D}$. Further, $\lim _{\lambda \rightarrow \infty} \nu_{x_{0}, y_{0}}^{\lambda}(\mathcal{D})=1$ holds true by a large deviation result (see Section 5).

For a certain class of Riemannian manifolds $M$, the same result holds for $P_{x_{0}, y_{0}}(M)$. It is the second main theorem. Let $M$ be a Riemannain manifold with a pole $y_{0}$. That is, the exponential $\operatorname{map} \exp _{y_{0}}: T_{y_{0}} M \rightarrow M$ is a diffeomorphism. We pick an orthonormal frame $\tilde{u}_{0}$ of $T_{y_{0}} M$. Let $S^{n-1}$ be the unit sphere centered at the origin in $\mathbb{R}^{n}$. We identify $\mathbb{R}^{n} \backslash\{0\}$ with $(0,+\infty) \times S^{n-1}$ by $(r, \Theta)\left(\in(0,+\infty) \times S^{n-1}\right) \mapsto r \Theta \in\left(\mathbb{R}^{n} \backslash\{0\}\right)$. Let us define $\Psi:(0,+\infty) \times S^{n-1} \rightarrow M$ by $x=\Psi(r, \Theta)=\exp _{y_{0}}\left(\tilde{u}_{0}(r \Theta)\right)$. Then $r=d\left(y_{0}, x\right)$ holds. The Riemannian metric $g$ is said to be rotationally symmetric at $y_{0}$ if the pull back of $g$ by $\Psi$ can be expressed as

$$
\begin{equation*}
\Psi^{*} g=d r^{2}+f(r)^{2} d \Theta^{2} \tag{3.12}
\end{equation*}
$$

where $d \Theta^{2}$ denotes the standard Riemannian metric on the sphere. Note that if $g$ is a smooth Riemannian metric on $M, f(r)$ is a $C^{\infty}$ function on $[0, \infty)$ satisfying $f(0)=0$ and $f^{\prime}(0)=1$. We consider the following assumption on $f$.
Assumption C. Let $\varphi(r)=\log \frac{f(r)}{r}$. The function $\varphi$ satisfies the following.
(1) $\varphi$ is a $C^{\infty}$ function on $[0, \infty)$. The $k$-th derivative $\varphi^{(k)}(r)$ is bounded function on $[0, \infty)$ for all $1 \leq k \leq 4$.
(2) There exists a $C^{\infty}$ function $\phi$ on $[0, \infty)$ such that $\varphi(r)=\phi\left(r^{2}\right)$.
(3) $\inf _{r>0} r \varphi^{\prime}(r)>-\frac{1}{2}$.

By Lemma A. 2 in [16], it is easy to deduce that for any smooth function $f$ on $[0, \infty)$ satisfying $f(0)=0, f^{\prime}(0)=1$ and Assumption C (2), the Riemannian metric $d r^{2}+f(r)^{2} d \Theta^{2}$ on $\mathbb{R}^{n} \backslash\{0\}$ can be extended to a smooth Riemannian metric on $\mathbb{R}^{n}$. The above condition on $\varphi$ appeared in [5]. In [5], we assume all derivatives $\varphi^{(k)}$ are bounded. However we see that it is enough to assume the boundedness for $1 \leq k \leq 4$ by checking the calculations there. We give examples of $\varphi$ which satisfies the above assumption.
Example 3.3. For the hyperbolic space with the sectional curvature $K=-a, \varphi_{a}(r)=$ $\log \frac{\sinh \sqrt{a} r}{\sqrt{a} r}$. This satisfies Assumption $C$. Actually $\varphi_{a}^{\prime}(r) \geq 0$ for all $r$. Clearly, small perturbations of $\varphi_{a}(r)$ satisfy the assumption. Also if $\varphi_{i}(1 \leq i \leq n)$ satisfy the assumption, then so do the function $\sum_{i=1}^{n} p_{i} \varphi_{i}$ for any positive numbers $\left\{p_{i}\right\}$ with $\sum_{i=1}^{n} p_{i}=1$.

The function $f$ satisfies the Jacobi equation $f^{\prime \prime}(r)+K(r) f(r)=0$, where $K$ is the radial curvature function. It is natural to put the assumptions on $K$ instead of $f$. In fact, it is proved in [51] that necessary all estimates for the validity of our second main theorem (Theorem 3.6) hold true under some assumptions on $K$. Further related work is in progress.

The quantity $r \varphi^{\prime}(r)$ is related to the second derivative of the squared distance function as in the following lemma $([32,5])$.

Lemma 3.4. For $r=d\left(y_{0}, z\right)$, we have

$$
\begin{equation*}
\nabla_{z}^{2}\left(\frac{r^{2}}{2}\right)=I_{T_{z} M}+r \varphi^{\prime}(r) P_{z}^{\perp} \tag{3.13}
\end{equation*}
$$

where $v_{z} \in T_{z} M$ is the element such that $\exp _{z}\left(v_{z}\right)=y_{0}$ and $P_{z}^{\perp}$ denotes the orthogonal projection onto the orthogonal complement of the 1 dimensional subspace spanned by $v_{z} \in T_{z} M$.

By this lemma, we see that Assumption C (3) implies the condition (2) in Theorem 3.2 with $l=+\infty$.

Lemma 3.5. Suppose $f$ satisfies Assumption C (1), (2) and $\inf _{r>1} f(r)>0$. Then Assumption A and Assumption B hold.

Proof. By Lemma 1.21 in [16] (see also Proposition 9.106 in [10]), it is easy to see the boundedness of the Ricci curvature under the Assumption C (1), (2). To prove the Gaussian upper bound in Assumption A (1), it suffices to prove that there exists $C>0$ such that $\inf _{x \in M} \operatorname{vol}\left(B_{l}(x)\right) \geq$ $C l^{n}$ for small $l>0$ because the Ricci curvature is bounded. Also under the assumption $\left\|\varphi^{\prime}\right\|_{\infty}<\infty$, we obtain there exist positive constants $C(\varepsilon, R)$ and $c(\varepsilon, R)$ for any $\varepsilon>0$ and $R>0$ such that

$$
\begin{equation*}
c(\varepsilon, R) \leq \frac{f\left(r^{\prime}\right)}{f(r)} \leq C(\varepsilon, R) \quad \text { for any } r, r^{\prime} \text { with } r, r^{\prime} \geq R,\left|r-r^{\prime}\right| \leq \varepsilon \tag{3.14}
\end{equation*}
$$

and $\lim _{\varepsilon \rightarrow 0} c(\varepsilon, R)=\lim _{\varepsilon \rightarrow 0} C(\varepsilon, R)=1$. By using this and $\inf _{r \geq 1} f(r)>0$, it is not difficult to show the uniform lower boundedness of the volume by this estimate. Assumption B follows from the estimate of $\nabla_{z} \log p\left(t, y_{0}, z\right)$ in (3.19).

The following is our second main theorem. We prove the positivity of $e_{2}^{\lambda}$ in more general setting in Theorem 6.2.

Theorem 3.6. Let $M$ be a rotationally symmetric Riemannian manifold with a pole $y_{0}$. Suppose $f$ in (3.12) satisfies Assumption C. Then $e_{2}^{\lambda}>0$ holds for all $\lambda>0$ and

$$
\begin{equation*}
\lim _{\lambda \rightarrow \infty} \frac{e_{2}^{\lambda}}{\lambda}=\sigma_{1} \tag{3.15}
\end{equation*}
$$

where $\sigma_{1}$ is the same number as in Theorem 3.2.
We make remarks on Theorem 3.2 and Theorem 3.6.
Remark 3.7. (1) It is not clear whether the same result as in Theorem 3.6 holds or not for $P_{x_{0}, y}(M)\left(y \neq y_{0}\right)$ under Assumption C. It is more interesting to study non-rotationally general cases.
(2) By checking the proof, the same results as in Theorem 3.6 hold if the following are satisfied,
(i) $d\left(x_{0}, y_{0}\right)$ is smaller than $l$ which satisfies Theorem 3.2 (1) and (2),
(ii) the log-Sobolev inequality (3.34) holds,
(iii) the tail estimate (7.1) holds.
(3) If the sectional curvature along the geodesic $c_{x_{0}, y_{0}}$ is positive, then $\inf \sigma\left(D_{0}^{2} E\left(c_{x_{0}, y_{0}}\right)\right)<1$ and the bottom of the spectrum is an eigenvalue of $D_{0}^{2} E\left(c_{x_{0}, y_{0}}\right)$ and is not an essential spectrum. While the curvature is strictly negative, $\inf \sigma\left(D_{0}^{2} E\left(c_{x_{0}, y_{0}}\right)\right)=1$ and 1 is not an eigenvalue and belongs to essential spectrum. This suggests that the second lowest eigenvalue, or more generally, some low-lying spectrum of the OU operator (with Dirichlet boundary condition) on $\mathcal{D}$ or $P_{x_{0}, y_{0}}(M)$ over a positively curved manifold belongs to the discrete spectrum, while the second lowest eigenvalue is embedded in the essential spectrum in the case of negatively curved manifolds. In fact, in the proof of upper bound in the main theorems, we use "approximate second eigenfunctions" which are defined by the eigenfunction which achieves the value $\inf \sigma\left(D_{0}^{2} E\left(c_{x_{0}, y_{0}}\right)\right)$ approximately. If some isometry group acts on $M$ with the fixed points $x_{0}$ and $y_{0}$, we may expect the discrete spectrum have some multiplicities. We show these kind of results in the case where $M$ is a compact Lie group in a forthcoming paper.

As mentioned in the Introduction, the spectral gap $e_{2}^{\lambda}$ for $P_{x_{0}}(M)$ is defined similarly and $e_{2}^{\lambda}>0$ for all $\lambda$. This is due to Fang. He established a COH formula and proved the existence of the spectral gap in the case where $M$ is compact and $\lambda=1$. However, it is obvious that the same result holds true on a complete Riemannian manifold with bounded Ricci curvature for all $\lambda>0$. See also [11, 30, 4, 2]. The variant of the COH formula in the loop space case is important in our case also. To explain the COH formula, we need some preparations. Let $\mathfrak{F}_{t}=\sigma(\gamma(s), 0 \leq s \leq t) \vee \mathcal{N}$, where $\mathcal{N}$ is the set of all null sets with respect to $\nu_{x_{0}}^{\lambda}$. Then $b(t)=$ $\int_{0}^{t} u_{0}^{-1} \tau(\gamma)_{s}^{-1} \circ d \gamma(s)$ is an $\mathfrak{F}_{t}$-Brownian motion with the covariance $E^{\nu_{x_{0}}^{\lambda}}[(b(t), u)(b(s), v)]=$ $(u, v) \frac{t \wedge s}{\lambda} \quad\left(u, v \in \mathbb{R}^{n}\right)$ on $\mathbb{R}^{n}$ under $\nu_{x_{0}}^{\lambda}$. We simply say $b(t)$ is a Brownian motion with variance $1 / \lambda$ in this paper. We recall the notion of the trivialization. Let $T \in \Gamma\left(T M \otimes T^{*} M\right)$ ) be a $(1,1)$-tensor on $M$, that is, $T$ is a linear transformation on each tangent space. We write

$$
\begin{equation*}
\overline{T(\gamma)}{ }_{t}=u_{0}^{-1} \tau(\gamma)_{t}^{-1} T(\gamma(t)) \tau(\gamma)_{t} u_{0} \in L\left(\mathbb{R}^{n}, \mathbb{R}^{n}\right) . \tag{3.16}
\end{equation*}
$$

The definition for general $T \in \Gamma\left(\left(\otimes^{p} T M\right) \otimes\left(\otimes^{q} T^{*} M\right)\right)$ is similar.
We now state COH formula on $P_{x_{0}}(M)$. Below, we use the notation $\mathrm{L}^{2}:=L^{2}\left([0,1] \rightarrow \mathbb{R}^{n}, d t\right)$.
Lemma 3.8. Assume $\|\operatorname{Ric}\|_{\infty}<\infty$. Let $F \in H^{1}\left(P_{x_{0}}(M), \nu_{x_{0}}^{\lambda}\right)$. Then

$$
\begin{equation*}
F(\gamma)-E^{\nu_{x_{0}}^{\lambda}}[F]=\int_{0}^{1}\left(E\left[\left\{\left(\left(I+R_{0, \lambda}(\gamma)\right)^{-1}\right)^{*}(D F)(\gamma)^{\prime}\right\}_{t} \mid \mathfrak{F}_{t}\right], d b(t)\right), \tag{3.17}
\end{equation*}
$$

where $\left(R_{0, \lambda}(\gamma) \varphi\right)(t)=\frac{1}{2 \lambda} \overline{\operatorname{Ric}(\gamma)_{t}} \int_{0}^{t} \varphi(s) d s, *$ indicates the adjoint operator on $\mathrm{L}^{2}$ and $D F(\gamma)_{t}^{\prime}=$ $\frac{d}{d t} D F(\gamma)_{t}$. Also I denotes the identity operator on $\mathrm{L}^{2}$.

The second derivative of $\log p(t, x, y)$ is related to the COH formula on $P_{x_{0}, y_{0}}(M)$. Under Assumption C, we have a good estimate on the first and second derivatives of $\log p\left(t, y_{0}, z\right)$ with respect to $z$. Similar estimates of the heat kernel hold in a compact set outside cut-locus when $M$ is a compact Riemannian manifold. This is studied by Stroock [54], Malliavin and Stroock [49] and Gong-Ma [30]. Their results clearly can be extended to non-compact $\mathbb{R}^{n}$ with a nice Riemannian metric which coincides with the Euclidean metric outside a bounded set. The estimates are as follows.
Assumption D. For any compact subset $F \subset \operatorname{Cut}\left(y_{0}\right)^{c}$ and $0<t \leq 1$ there exists $C_{F}>0$ such that

$$
\begin{equation*}
\sup _{z \in F}\left|t \nabla_{z}^{2} \log p\left(t, y_{0}, z\right)+\nabla_{z}^{2}\left(\frac{1}{2} d\left(y_{0}, z\right)^{2}\right)\right| \leq C_{F} t^{1 / 2} \tag{3.18}
\end{equation*}
$$

The following (1) and (2) can be found in [5] and [30] respectively.
Lemma 3.9. (1) Let $M$ be a compact Riemannian manifold or $\mathbb{R}^{n}$ with a Riemannian metric which coincides with the Euclidean metric outside a bounded set. Then Assumption D is satisfied. (2) Suppose Assumption C (1) and (2). Then Assumption D is satisfied. Actually the following stronger inequalities are valid:

Let $T>0$. There exist positive constants $C_{1}, C_{2}$ which may depend on $T$ such that for all $0<t \leq T$,

$$
\begin{align*}
& \sup _{z \in M}\left|t \nabla_{z} \log p\left(t, y_{0}, z\right)-v_{z}\right| \leq C_{1} t,  \tag{3.19}\\
& \sup _{z \in M}\left|t \nabla_{z}^{2} \log p\left(t, y_{0}, z\right)+I_{T_{z} M}+d\left(y_{0}, z\right) \varphi^{\prime}\left(d\left(y_{0}, z\right)\right) P_{z}^{\perp}\right| \leq C_{2} t, \tag{3.20}
\end{align*}
$$

where $v_{z}$ and $P_{z}^{\perp}$ are defined in Lemma 3.4.
The important point in the estimate (3.20) is that the norm of the second derivative of $t \log p\left(t, y_{0}, z\right)$ is bounded from above by a linear function of $d\left(y_{0}, z\right)$. Probably, the estimates (3.19) and (3.20) hold under weaker assumptions on $\varphi$. It is natural and interesting to study non-rotationally symmetric general cases.

Our Dirichlet Laplacian is defined on the set of paths which are restricted in the small ball. Therefore, even if we vary the Riemannian metric outside the ball, the spectral property of the operator would not change. We explain this reasoning more precisely. Let $(M, g)$ and $\left(M^{\prime}, g^{\prime}\right)$ be Riemannian manifolds satisfying Assumption B. Let $y_{0} \in M, y_{0}^{\prime} \in M^{\prime}$ and $B_{l}\left(y_{0}\right) \subset M, B_{l}\left(y_{0}^{\prime}\right) \subset$ $M^{\prime}$ be open metric balls. Let $x_{0} \in B_{l}\left(y_{0}\right)$. Let $l_{*}>l$. Assume that $l_{*}$ is smaller than the injectivity radius at $y_{0}$. We assume that there exists a Riemannian isometry $\Phi: B_{l_{*}}\left(y_{0}\right) \rightarrow$ $B_{l_{*}}\left(y_{0}^{\prime}\right)$. Then $\Phi\left(B_{l}\left(y_{0}\right)\right)=B_{l}\left(y_{0}^{\prime}\right)$. Let $x_{0}^{\prime}=\Phi\left(x_{0}\right)$. Let $\nu_{M, x_{0}, y_{0}}^{\lambda}$ and $\nu_{M^{\prime}, x_{0}^{\prime}, y_{0}^{\prime}}^{\lambda}$ denote the pinned measures on each manifold. We write

$$
\begin{aligned}
\mathcal{D} & =\left\{\gamma \in P_{x_{0}, y_{0}}(M) \mid \gamma(t) \in B_{l}\left(y_{0}\right) \text { for all } 0 \leq t \leq 1\right\}, \\
\mathcal{D}^{\prime} & =\left\{\gamma \in P_{x_{0}^{\prime}, y_{0}^{\prime}}^{\prime}\left(M^{\prime}\right) \mid \gamma(t) \in B_{l}\left(y_{0}^{\prime}\right) \text { for all } 0 \leq t \leq 1\right\} .
\end{aligned}
$$

Let $A \subset \mathcal{D}$ be a Borel measurable subset. Define $\Phi: \mathcal{D} \rightarrow \mathcal{D}^{\prime}$ by $\Phi(\gamma)(t)=\Phi(\gamma(t))$. Let $p^{M}(t, x, y)$ and $p^{M^{\prime}}\left(t, x^{\prime}, y^{\prime}\right)$ denote the heat kernels on $M$ and $M^{\prime}$. Note that $p^{M}(t, x, y) \neq$ $p^{M^{\prime}}(t, \Phi(x), \Phi(y)) x, y \in B_{l_{*}}\left(y_{0}\right)$ generally. However, by the uniqueness of the solution of stochastic differential equations, we have

$$
\begin{equation*}
\frac{\nu_{M, x_{0}, y_{0}}^{\lambda}(A)}{\nu_{M, x_{0}, y_{0}}^{\lambda}(\mathcal{D})}=\frac{\nu_{M^{\prime}, x_{0}^{\prime}, y_{0}^{\prime}}^{\lambda}(\Phi(A))}{\nu_{M^{\prime}, x_{0}^{\prime}, y_{0}^{\prime}}^{\lambda}\left(\mathcal{D}^{\prime}\right)} . \tag{3.21}
\end{equation*}
$$

By this, for any bounded Borel measurable function $F$ on $\mathcal{D}^{\prime}$,

$$
\begin{equation*}
\int_{\mathcal{D}} F(\Phi(\gamma)) \frac{d \nu_{M, x_{0}, y_{0}}^{\lambda}(\gamma)}{\nu_{M, x_{0}, y_{0}}^{\lambda}(\mathcal{D})}=\int_{\mathcal{D}^{\prime}} F(\gamma) \frac{d \nu_{M^{\prime}, x_{0}^{\prime}, y_{0}^{\prime}}^{\lambda}(\gamma)}{\nu_{M^{\prime}, x_{0}^{\prime}, y_{0}^{\prime}}^{\lambda}\left(\mathcal{D}^{\prime}\right)} . \tag{3.22}
\end{equation*}
$$

Let $F \in H^{1,2}\left(P_{x_{0}^{\prime}, y_{0}^{\prime}}\left(M^{\prime}\right)\right)$. If $F \in H_{0}^{1,2}\left(\mathcal{D}^{\prime}, \nu_{x_{0}^{\prime}, y_{0}^{\prime}}^{\lambda}\right)$, then

$$
\tilde{F}(\gamma):=F(\Phi(\gamma)) \chi\left(\sup _{0 \leq t \leq 1} d^{\prime}\left(\Phi(\gamma)(t), y_{0}^{\prime}\right)\right) \in H_{0}^{1,2}\left(\mathcal{D}, \nu_{x_{0}, y_{0}}^{\lambda}\right),
$$

where $\chi=\chi(t)$ is a non-negative smooth function such that $\chi(t)=1$ for $t \leq \frac{l+l_{*}}{2}$ and $\chi(t)=0$ for $t \geq \frac{l+2 l_{*}}{3}$. Moreover $\left\|D_{0} F\right\|_{L^{2}\left(\nu_{M^{\prime}, x_{0}^{\prime}, y_{0}^{\prime}}^{\lambda} / \nu_{M^{\prime}, x_{0}^{\prime}, y_{0}^{\prime}}^{\lambda}\left(\mathcal{D}^{\prime}\right)\right)}=\left\|D_{0} \tilde{F}\right\|_{L^{2}\left(\nu_{M, x_{0}, y_{0}}^{\lambda} / \nu_{M, x_{0}, y_{0}}^{\lambda}(\mathcal{D})\right)}$. To prove these results, we need $\sup _{0 \leq t \leq 1} d\left(\gamma(t), \Phi^{-1}\left(y_{0}^{\prime}\right)\right) \in H^{1,2}\left(P_{x_{0}, y_{0}}(M)\right)$ which can be found in Lemma 2.2 and Remark 2.4 in [3].

The above argument implies that

$$
e_{D i r, 2, \mathcal{D}}^{\lambda}=e_{D i r, 2, \mathcal{D}^{\prime}}^{\lambda}
$$

Hence, in the proof of Theorem 3.2, we may assume that $M$ is diffeomorphic to $\mathbb{R}^{n}$ and the Riemannian metric is flat outside a certain bounded subset and Assumption D is satisfied. The key ingredient of the proof of Theorem 3.2 is a version of the COH formula in [7] which can be extended to the above non-compact $\mathbb{R}^{n}$ case with a nice Riemannian metric. Since the COH formula is strongly related to the heat kernel $p(t, x, y)$ on $M$ itself, the above observation is important. We need some preparation to explain COH formula on $P_{x_{0}, y_{0}}(M)$. Let $V_{y_{0}}^{\lambda}(t, z)=$ $\operatorname{grad}_{z} \log p\left(\frac{1-t}{\lambda}, y_{0}, z\right) \quad(0 \leq t<1)$. We write

$$
{\overline{V_{y_{0}}^{\lambda}(t, \gamma)}}_{t}=u_{0}^{-1} \tau(\gamma)_{t}^{-1} V_{y_{0}}^{\lambda}(t, \gamma(t)) \in \mathbb{R}^{n}
$$

Also $\overline{\nabla V_{y_{0}}^{\lambda}(t, \gamma)}{ }_{t}$ denotes an $n \times n$ matrix. More explicitly,

$$
\begin{equation*}
\overline{\nabla V_{y_{0}}^{\lambda}(t, \gamma)}{ }_{t}=\left.u_{0}^{-1} \tau(\gamma)_{t}^{-1} \nabla_{z} \operatorname{grad}_{z} \log p\left(\frac{1-t}{\lambda}, y_{0}, z\right)\right|_{z=\gamma(t)} \tau(\gamma)_{t} u_{0} \tag{3.23}
\end{equation*}
$$

Let $w(t)=b(t)-\frac{1}{\lambda} \int_{0}^{t} \overline{V_{y_{0}}^{\lambda}(s, \gamma)} d s$. This process is defined for $t<1$ and it is not difficult to check that this can be extended continuously up to $t=1$. Let $\mathcal{N}^{x_{0}, y_{0}, t}$ be the set of all null sets of $\nu_{x_{0}, y_{0}}^{\lambda} \mid \mathfrak{F}_{t}$ and set $\mathfrak{G}_{t}=\mathfrak{F}_{t} \vee \mathcal{N}^{x_{0}, y_{0}, 1}$. Then $w$ is an $\mathfrak{G}_{t}$-adapted Brownian motion for $0 \leq t \leq 1$ such that $E^{\nu_{x_{0}, y_{0}}^{\lambda}}[(w(t), u)(w(s), v)]=\frac{t \wedge s}{\lambda}(u, v)$ for any $u, v \in \mathbb{R}^{n}$. Let

$$
\begin{equation*}
K(\gamma)_{\lambda, t}=-\frac{1}{2 \lambda} \overline{\operatorname{Ric}(\gamma)}_{t}+\frac{1}{\lambda}{\bar{\nabla} V_{y_{0}}^{\lambda}(t, \gamma)}_{t} \tag{3.24}
\end{equation*}
$$

Let $M(\gamma)_{\lambda, t}$ be the linear mapping on $\mathbb{R}^{n}$ satisfying the differential equation:

$$
\begin{align*}
& M(\gamma)_{\lambda, t}^{\prime}=K(\gamma)_{\lambda, t} M(\gamma)_{\lambda, t} \quad 0 \leq t<1  \tag{3.25}\\
& M(\gamma)_{\lambda, 0}=I \tag{3.26}
\end{align*}
$$

Using $M$ and $K$, we define for a bounded measurable function $\varphi$ with $\operatorname{supp} \varphi \subset[0,1)$,

$$
\begin{equation*}
J(\gamma)_{\lambda} \varphi(t)=\left(M(\gamma)_{\lambda, t}^{*}\right)^{-1} \int_{t}^{1} M(\gamma)_{\lambda, s}^{*} K(\gamma)_{\lambda, s} \varphi(s) d s \tag{3.27}
\end{equation*}
$$

Also let

$$
\begin{equation*}
A(\gamma)_{\lambda}=I+J(\gamma)_{\lambda} \tag{3.28}
\end{equation*}
$$

The operator $\left(\left(I+R_{0, \lambda}(\gamma)\right)^{-1}\right)^{*}$ in the COH formula in Lemma 3.8 coincides with $A(\gamma)_{\lambda}$ which is obtained by setting $K(\gamma)_{\lambda}=-\frac{1}{2 \lambda} \overline{\operatorname{Ric}(\gamma)_{t}}$ in the above.

We are ready to state our COH formula for functions on $P_{x_{0}, y_{0}}(M)$ and its immediate consequences.

Lemma 3.10. (1) Assume $M$ is diffeomorphic to $\mathbb{R}^{n}$ and the Riemannian metric is flat outside a bounded subset. Let $0<l<\infty$. Suppose $\mathcal{D}\left(=\mathcal{D}_{l}\right)$ satisfies conditions (1), (2) in Theorem 3.2. Let $F \in H_{0}^{1,2}(\mathcal{D})$.
(i) It holds that $D_{0} F(\gamma)=0$ for $\nu_{x_{0}, y_{0}}^{\lambda}$-almost all $\gamma \in \mathcal{D}^{c}$.
(ii) There exists $\lambda_{*}>0$ such that $A(\gamma)_{\lambda}$ can be extended to a bounded linear operator on $L^{2}$ for each $\gamma$ for all $\lambda \geq \lambda_{*}$. Let $a(\lambda)=\operatorname{esssup}\left\{\left\|A(\gamma)_{\lambda}\right\|_{o p}^{2} \mid \gamma \in \mathcal{D}\right\}$. Here $\|\cdot\|_{o p}$ denotes the operator norm. $\sup _{\lambda \geq \lambda_{*}} a(\lambda)<\infty$ holds and for $\lambda \geq \lambda_{*}$, the following COH formula holds:

$$
\begin{equation*}
E^{\nu_{x_{0}, y_{0}}^{\lambda}}\left[F \mid \mathfrak{G}_{t}\right]=E^{\nu_{x_{0}, y_{0}}^{\lambda}}[F]+\int_{0}^{t}(H(s, \gamma), d w(s)), \quad 0 \leq t \leq 1 \tag{3.29}
\end{equation*}
$$

where

$$
\begin{equation*}
H(s, \gamma)=E^{\nu_{x_{0}, y_{0}}^{\lambda}}\left[A(\gamma)_{\lambda}\left(D_{0} F(\gamma)^{\prime}\right)(s) \mid \mathfrak{G}_{s}\right] \tag{3.30}
\end{equation*}
$$

and $D_{0} F(\gamma)_{t}^{\prime}=\frac{d}{d t}\left(D_{0} F\right)(\gamma)_{t}$. Moreover the following inequalities hold for $\lambda \geq \lambda_{*}$.

$$
\begin{align*}
E^{\nu_{x_{0}, y_{0}}^{\lambda}}\left[F^{2} \log \left(F^{2} /\|F\|_{L^{2}\left(\nu_{x_{0}, y_{0}}^{\lambda}\right)}^{2}\right)\right] & \leq \frac{2 a(\lambda)^{2}}{\lambda} E^{\nu_{x_{0}, y_{0}}^{\lambda}}\left[\left|D_{0} F\right|^{2}\right]  \tag{3.31}\\
\lambda E^{\nu_{x_{0}, y_{0}}^{\lambda}}\left[\left(F-E^{\nu_{x_{0}, y_{0}}^{\lambda}}[F]\right)^{2}\right] & \leq E^{\nu_{x_{0}, y_{0}}^{\lambda}}\left[\left|A(\gamma)_{\lambda} D_{0} F\right|^{2}\right] \tag{3.32}
\end{align*}
$$

(2) Assume $M$ is a rotationally symmetric Riemannian manifold with a pole $y_{0}$. Suppose Assumption C .
(i) The operator $A(\gamma)_{\lambda}$ can be extended to a bounded linear operator on $\mathrm{L}^{2}$ for each $\gamma$ for all $\lambda>0$. Moreover for each $\lambda_{0}>0$, there exists a positive constant $C_{0}$ which depends only on $\varphi$ and $\lambda_{0}$ such that for all $\lambda \geq \lambda_{0}$,

$$
\begin{equation*}
\left\|A(\gamma)_{\lambda}\right\|_{o p} \leq C_{0} \rho_{y_{0}}(\gamma) \quad \text { for any } \gamma \tag{3.33}
\end{equation*}
$$

where $\rho_{y_{0}}(\gamma)=1+\max _{0 \leq t \leq 1} d\left(y_{0}, \gamma(t)\right)$.
(ii) For $F \in H^{1,2}\left(P_{x_{0}, y_{0}}(M), \nu_{x_{0}, y_{0}}^{\lambda}\right)$, the $C O H$ formula $(3.29),(3.30)$ hold.
(iii) For each $\lambda_{0}>0$, there exists a positive constant $C_{1}$ which depends only on $\varphi$ and $\lambda_{0}$ such that for any $\lambda \geq \lambda_{0}$ and $F \in \mathcal{F C}_{b}^{\infty}\left(P_{x_{0}, y_{0}}(M)\right)$,

$$
\begin{align*}
& \int_{P_{x_{0}, y_{0}}(M)} F^{2}(\gamma) \log \left(F(\gamma)^{2} /\|F\|_{L^{2}\left(\nu_{x_{0}, y_{0}}^{\lambda}\right)}^{2}\right) d \nu_{x_{0}, y_{0}}^{\lambda}(\gamma) \\
& \leq \int_{P_{x_{0}, y_{0}}(M)} \frac{C_{1}}{\lambda} \rho_{y_{0}}(\gamma)^{2}\left|D_{0} F(\gamma)\right|^{2} d \nu_{x_{0}, y_{0}}^{\lambda}(\gamma) \tag{3.34}
\end{align*}
$$

Proof. The proof of (1) is similar to that in [7]. (2) follows from Lemma 3.2 and Theorem 3.3 in [3] and Lemma 2.3 in [7]. In the present case, we have

$$
\begin{equation*}
K(\gamma)_{\lambda, t}=\frac{1}{1-t}\left(-\alpha+C_{1}(t)\right)+C_{2}(t) \tag{3.35}
\end{equation*}
$$

where

$$
\begin{aligned}
& \alpha=\min \left(1,1+\inf _{r>0} r \varphi^{\prime}(r)\right)>1 / 2, \\
& C_{1}(t)=\left\{\alpha-1-d\left(y_{0}, \gamma(t)\right) \varphi^{\prime}\left(d\left(y_{0}, \gamma(t)\right)\right)\right\} \bar{P}^{\perp}(\gamma) \\
& \gamma(t) \\
& \\
& \quad+(\alpha-1) \overline{P(\gamma)} \\
& \mid C_{2(t)},
\end{aligned}
$$

and $C$ is a positive constant. The case $\lambda=1$ is considered in [3] and the estimate in the hyperbolic space case with general $\lambda$ can be found in Remark 2.4 in [7]. The proof of general cases are similar to them.

Under the assumption in the lemma above, $A(\gamma)_{\lambda}$ is a bounded linear operator on $\mathrm{L}^{2}$ for $\nu_{x_{0}, y_{0}}^{\lambda}$ almost all $\gamma$. However, we cannot expect the usual continuity property of the mapping $\gamma \mapsto A(\gamma)_{\lambda}$ because they are defined by using Itô's stochastic integrals. The inequality (3.32) implies that $\lim \inf _{\lambda \rightarrow \infty} \frac{e_{D i r, 2, \mathcal{D}}^{\lambda}}{\lambda}>0$. On the other hand, we cannot conclude $e_{2}^{\lambda}>0$ for $P_{x_{0}, y_{0}}(M)$ by the log-Sobolev inequality (3.34) because the operator norm $A(\gamma)_{\lambda}$ is not uniformly bounded.

As mentioned in the Introduction, the same result as in Theorem 3.6 holds for $P_{x_{0}}(M)$. We prove it as a warm up before proving our main theorems. For simplicity, we assume $M$ is compact. After the proof, we explain different points of the proof in the loop space case.
Theorem 3.11. Let $M$ be a compact Riemannian manifold. Let $e_{2}^{\lambda}$ be the spectral gap of the Dirichlet form $\mathcal{E}^{\lambda}$ on $P_{x_{0}}(M)$ with $\nu_{x_{0}}^{\lambda}$. Then $e_{2}^{\lambda}>0$ for all $\lambda>0$ and

$$
\begin{equation*}
\lim _{\lambda \rightarrow \infty} \frac{e_{2}^{\lambda}}{\lambda}=1 \tag{3.36}
\end{equation*}
$$

Proof. We use the COH formula (3.17). By using

$$
\begin{equation*}
\left\|\left(I+R_{0, \lambda}(\gamma)\right)^{-1}\right\|_{o p} \leq 1+\frac{C}{\lambda} \quad \text { for any } \lambda \geq \lambda_{0}>0 \tag{3.37}
\end{equation*}
$$

we get

$$
\begin{equation*}
E^{\nu_{x_{0}}^{\lambda}}\left[\left(F-E^{\nu_{x_{0}}^{\lambda}}[F]\right)^{2}\right] \leq \frac{1}{\lambda}\left(1+\frac{C}{\lambda}\right)^{2} E\left[|D F(\gamma)|^{2}\right] \tag{3.38}
\end{equation*}
$$

Here $C$ depends on $\lambda_{0}$. Since $e_{1}^{\lambda}=0$ and the corresponding eigenfunction is a constant function, we have $e_{2}^{\lambda} \geq \lambda\left(1+\frac{C}{\lambda}\right)^{-2}$ which proves that $\lim _{\inf }^{\lambda \rightarrow \infty}{ }^{\frac{e_{\lambda}^{\lambda}}{\lambda}} \geq 1$. We prove converse estimate. To this end, we consider a candidate of approximate second (generalized) eigenfunction. Let $\varphi \in \mathrm{L}^{2}$ and assume $\|\varphi\|_{\mathrm{L}^{2}}=1$. Let $F(\gamma)=\sqrt{\lambda} \int_{0}^{1}(\varphi(t), d b(t))$. Then $E^{\nu x_{0}}[F]=0$ and $E^{\nu_{x_{0}}}\left[F^{2}\right]=1$. We have $F \in \mathrm{D}(\mathcal{E})$ and

$$
D_{h} \int_{0}^{1}(\varphi(t), d b(t))=\int_{0}^{1}\left(\varphi(t), h^{\prime}(t)\right) d t+\int_{0}^{1}\left\langle\varphi(t), \int_{0}^{t}\left(\overline{R(\gamma)}_{s}(h(s), \circ d b(s))(\circ d b(t))\right)\right\rangle
$$

where $\overline{R(\gamma)}_{t}$ is the trivialization of the Riemannian curvature tensor and $\langle\cdot, \cdot\rangle$ denotes the inner product in $\mathbb{R}^{n}$. The readers are referred to $[17,1]$ for this formula. See $[18,42]$ also.

Since

$$
\begin{align*}
& \int_{0}^{1}\left\langle\varphi(t), \int_{0}^{t}\left(\overline{R(\gamma)}_{s}(h(s), \circ d b(s))(\circ d b(t))\right)\right\rangle \\
& =\int_{0}^{1} \varphi^{j}(t)\left\langle\varepsilon_{j}, \int_{0}^{t}\left(\overline{R(\gamma)}_{s}(h(s), \circ d b(s))(\circ d b(t))\right)\right\rangle \\
& =\int_{0}^{1} \int_{0}^{t}\left\langle\overline{R(\gamma)}_{s}(h(s), \circ d b(s))\left(\varepsilon_{j}\right), \circ d \int_{t}^{1} \varphi^{j}(s) d b(s)\right\rangle \\
& =\int_{0}^{1}\left\langle\overline{R(\gamma)_{t}}(\circ d b(t), h(t))\left(\varepsilon_{j}\right), \int_{t}^{1} \varphi^{j}(s) d b(s)\right\rangle \\
& =\int_{0}^{1}\left\langle\overline{R(\gamma)}_{t}\left(\varepsilon_{j}, \int_{t}^{1} \varphi^{j}(s) d b(s)\right)(\circ d b(t)), h(t)\right\rangle \\
& =\int_{0}^{1}\left\langle\overline{R(\gamma)_{t}}\left(\int_{t}^{1} \varphi(s) d b^{i}(s), \varepsilon_{i}\right)(\circ d b(t)), h(t)\right\rangle \\
& =\int_{0}^{1}\left\langle\int_{t}^{1} \overline{R(\gamma)_{u}}\left(\int_{u}^{1} \varphi(s) d b^{i}(s), \varepsilon_{i}\right)(\circ d b(u)), h^{\prime}(t)\right\rangle d t, \tag{3.39}
\end{align*}
$$

we obtain

$$
\left.\begin{array}{rl}
D F(\gamma)_{t}^{\prime}= & \sqrt{\lambda} \varphi(t)+\sqrt{\lambda} \int_{t}^{1} \overline{R(\gamma)_{u}}\left(\int_{u}^{1} \varphi(s) d b^{i}(s), \varepsilon_{i}\right)(\circ d b(u)) \\
= & \sqrt{\lambda} \varphi(t)+\sqrt{\lambda} \int_{t}^{1} \overline{R(\gamma)} \\
u \tag{3.40}
\end{array} \varepsilon_{j}, \varepsilon_{i}\right)(\circ d b(u)) \int_{0}^{1} \varphi^{j}(s) d b^{i}(s) .
$$

By a standard calculation, we have

$$
\begin{equation*}
\int_{0}^{1} E\left[\left|D F(\gamma)^{\prime}\right|_{t}^{2}\right] d t \leq \lambda+C . \tag{3.41}
\end{equation*}
$$

This implies (3.36).
As in the proof above, the COH formula and the estimate $\lim _{\lambda \rightarrow \infty}\left\|I+R_{0, \lambda}(\gamma)\right\|_{o p}=1$ immediately implies the lower bound of the limit. In the loop space case, $A(\gamma)_{\lambda}$ is not uniformly bounded in $\gamma$ and the existence of the spectral gap is not obvious. This difficulty can be solved by using the log-Sobolev inequality (3.34). In order to obtain precise asymptotics of the spectral gap, we need continuity theorem in rough path analysis. For this purpose, we need to consider the operator $A\left(c_{x_{0}, y_{0}}\right)_{\infty}=\lim _{\lambda \rightarrow \infty} A\left(c_{x_{0}, y_{0}}\right)_{\lambda}$. In the next section, we study some relations between $A\left(c_{x_{0}, y_{0}}\right)_{\infty}$ and the Hessian of the energy function $E$ at $c_{x_{0}, y_{0}}$.

## 4 Square root of Hessian of the energy function and Jacobi fields

In this section, we assume $d\left(x_{0}, y_{0}\right)$ is smaller than the injectivity radius at $y_{0}$. We begin by determining $\lim _{\lambda \rightarrow \infty} K\left(c_{x_{0}, y_{0}}\right)_{\lambda, t}$. By using (3.18), we have

$$
\begin{align*}
\lim _{\lambda \rightarrow \infty} K\left(c_{x_{0}, y_{0}}\right)_{\lambda, t} & =-\lim _{\lambda \rightarrow \infty} \frac{1}{2 \lambda} \overline{R\left(c_{x_{0}, y_{0}}\right)_{t}}+\lim _{\lambda \rightarrow \infty} \frac{1}{\lambda} \overline{V_{y_{0}}^{\lambda}\left(t, c_{x_{0}, y_{0}}\right)_{t}} \\
& =\frac{1}{1-t} \lim _{\lambda \rightarrow \infty} \frac{1-t}{\lambda} \overline{V_{y_{0}}^{\lambda}\left(t, c_{x_{0}, y_{0}}\right)_{t}} \\
& =-\frac{1}{1-t} \overline{\nabla^{2} k\left(c_{x_{0}, y_{0}}\right)_{t}} . \tag{4.1}
\end{align*}
$$

We write

$$
\begin{equation*}
K(t)=-\frac{1}{1-t} \overline{\nabla^{2} k\left(c_{x_{0}, y_{0}}\right)_{t}} . \tag{4.2}
\end{equation*}
$$

It is natural to conjecture that $A\left(c_{x_{0}, y_{0}}\right)_{\infty}$ is equal to the operator in $\mathrm{L}^{2}$ given by

$$
\begin{equation*}
\varphi(t) \mapsto \varphi(t)+M(t)^{*} \int_{t}^{1} M(s)^{*} K(s) \varphi(s) d s \tag{4.3}
\end{equation*}
$$

where $M(t)$ is the solution to

$$
\begin{align*}
M(t)^{\prime} & =K(t) M(t) \quad 0 \leq t<1,  \tag{4.4}\\
M(0) & =I . \tag{4.5}
\end{align*}
$$

In fact, this is true and we prove it later in more general form in Lemma 5.2. We study the relation between the operator of (4.3) and $D^{2} E\left(c_{x_{0}, y_{0}}\right)$. First, recall that we fix an frame $u_{0} \in O(M)$ at $x_{0}$. Let us choose $\xi \in \mathbb{R}^{n}$ so that $\exp _{x_{0}}\left(t u_{0}(\xi)\right)=c_{x_{0}, y_{0}}(t)(0 \leq t \leq 1)$, where $\exp _{x_{0}}$ stands for the exponential mapping at $x_{0}$. Clearly it holds that $d\left(x_{0}, y_{0}\right)=|\xi|$. Let $c_{y_{0}, x_{0}}(t)=c_{x_{0}, y_{0}}(1-t)$ denote the reverse geodesic path from $y_{0}$ to $x_{0}$. In order to obtain the explicit expression of the Hessian of $k(z)\left(z \in c_{x_{0}, y_{0}}\right)$, we recall the notion of Jacobi fields.

Let $R$ be the curvature tensor and define $R(t)=\overline{R\left(c_{x_{0}, y_{0}}\right)_{t}}(\cdot, \xi)(\xi)$ which is a linear mapping on $\mathbb{R}^{n}$. Also we define $R^{\leftarrow}(t)=R(1-t)$. Let $v \in \mathbb{R}^{n}$ and $W(t, v)$ be the solution to the following ODE:

$$
\begin{equation*}
W^{\prime \prime}(t, v)+R^{\leftarrow}(t) W(t, v)=0 \quad 0 \leq t \leq 1, \quad W(0, v)=0, W^{\prime}(0, v)=v . \tag{4.6}
\end{equation*}
$$

Since $t \mapsto W(t, v)$ is linear, let $W(t)$ denote the corresponding $n \times n$ matrix. Needless to say, $W(0)=0, W^{\prime}(0)=I$. Since $\operatorname{Cut}\left(y_{0}\right) \cap\left\{c_{y_{0}, x_{0}}(t) \mid 0 \leq t \leq 1\right\}=\emptyset, W(t)$ is an invertible linear mapping for all $0<t \leq 1$ and $\tilde{W}(t, v)=W(t) W(1)^{-1} v$ is the solution to

$$
\tilde{W}^{\prime \prime}(t, v)+R^{\leftarrow}(t) \tilde{W}(t, v)=0, \quad \tilde{W}(0, v)=0, \quad \tilde{W}(1, v)=v
$$

and $\left(\nabla^{2} k\left(c_{y_{0}, x_{0}}(1)\right)\left(u_{0} v, u_{0} v\right)=\left(\tilde{W}^{\prime}(1, v), \tilde{W}(1, v)\right)=\left(W^{\prime}(1) W(1)^{-1} v, v\right)\right.$. This result can be found in many standard books in differential geometry, e.g. [40]. Let $0<T \leq 1$. We can obtain an explicit form of the Jacobi field along $c_{y_{0}, x_{0}}(t)(0 \leq t \leq T)$ with given terminal value at $T$ using $W$. Let $\tilde{W}_{T}(t, v)=W(T t) W(T)^{-1} v$. Then $\tilde{W}_{T}(t, v) 0 \leq t \leq 1$ satisfies the Jacobi equation

$$
\begin{equation*}
\tilde{W}_{T}^{\prime \prime}(t, v)+R^{\leftarrow}(t T) T^{2} \tilde{W}_{T}(t, v)=0, \quad \tilde{W}_{T}(0, v)=0, \quad \tilde{W}_{T}(1, v)=v \tag{4.7}
\end{equation*}
$$

Hence $\nabla^{2} k\left(c_{y_{0}, x_{0}}(t)\right)\left(\tau\left(c_{x_{0}, y_{0}}\right)_{1-t} u_{0} v, \tau\left(c_{x_{0}, y_{0}}\right)_{1-t} u_{0} v\right)=t\left(W^{\prime}(t) W(t)^{-1} v, v\right)$.
Next we prove that $A(t):=t W^{\prime}(t) W(t)^{-1}$ is a symmetric matrix for $0<t \leq 1$. This can be checked by the following argument. Note that $W(t)=t I+\int_{0}^{t} \int_{0}^{s} \int_{0}^{r} W^{\prime \prime \prime}(u) d u$. This follows from the equation of $W$. By this observation, if we extend $A=A(t)$ by setting $A(0)=I$, then $A(t)$ is continuously differentiable on $[0,1]$ and $A^{\prime}(0)=0$. We have

$$
\begin{align*}
A^{\prime}(t) & =W^{\prime}(t) W(t)^{-1}+t W^{\prime \prime}(t) W(t)^{-1}-t W^{\prime}(t) W(t)^{-1} W^{\prime}(t) W(t)^{-1} \\
& =-t R^{\leftarrow}(t)-\frac{A(t)^{2}}{t}+\frac{A(t)}{t} . \tag{4.8}
\end{align*}
$$

Let $B(t)=A(t)-A(t)^{*}$, where $A(t)^{*}$ denotes the transposed matrix. Since $R^{\leftarrow}(t)$ is a symmetric matrix, (4.8) implies

$$
\begin{equation*}
B(t)=\frac{1}{t} \int_{0}^{t}\left(I-A(s)^{*}\right) B(s) d s+\frac{1}{t} \int_{0}^{t} B(s)(I-A(s)) d s, \quad 0<t \leq 1 . \tag{4.9}
\end{equation*}
$$

Noting

$$
\begin{align*}
& \frac{1}{t} \int_{0}^{t}\left(I-A(s)^{*}\right) B(s) d s \\
& =\frac{I-A(t)^{*}}{t} \int_{0}^{t} B(s) d s+\frac{1}{t} \int_{0}^{t}\left(A(s)^{*}\right)^{\prime}\left(\int_{0}^{s} B(r) d r\right) d s \tag{4.10}
\end{align*}
$$

and using Gronwall's inequality, we obtain $B(t)=0$ for all $t$ which implies the desired result.
Let $f(t)=W(1-t)$. Then $f$ satisfies

$$
\begin{equation*}
f^{\prime \prime}(t)+R(t) f(t)=0, \quad 0 \leq t \leq 1, \quad f(1)=0, \quad f^{\prime}(1)=-I . \tag{4.11}
\end{equation*}
$$

Since $f^{\prime}(t) f(t)^{-1}$ is a symmetric matrix, we have the following key relations:

$$
\begin{align*}
& \left.\overline{\nabla^{2} k\left(c_{x_{0}, y_{0}}\right.}\right)_{t}=-(1-t) f^{\prime}(t) f(t)^{-1}  \tag{4.12}\\
& K(t)=-\frac{1}{1-t} \bar{\nabla}^{2} k\left(c_{x_{0}, y_{0}}\right)_{t}=f^{\prime}(t) f(t)^{-1} . \tag{4.13}
\end{align*}
$$

Let

$$
\begin{equation*}
\tilde{K}(t)=K(t)+\frac{1}{1-t} . \tag{4.14}
\end{equation*}
$$

Since $\tilde{K}(t)=\frac{I-A(1-t)}{1-t}$, we see that $\tilde{K}(t)(0 \leq t \leq 1)$ is a matrix-valued continuous mapping. Let $N(t)$ be the solution to

$$
N^{\prime}(t)=\tilde{K}(t) N(t), \quad N(0)=I
$$

Then $\sup _{t}\left(\|N(t)\|_{o p}+\left\|N^{-1}(t)\right\|_{o p}\right)<\infty$ and $M(t)=(1-t) N(t)$, where $M(t)$ is the solution to (4.4). Also we have $M(t)=f(t) f(0)^{-1}$.

We write $\mathrm{L}_{0}^{2}=\left\{\varphi \in \mathrm{L}^{2} \mid \int_{0}^{1} \varphi(t) d t=0\right\}$. Then $(U \varphi)(t)=\int_{0}^{t} \varphi(s) d s$ is a bijective linear isometry from $\mathrm{L}_{0}^{2}$ to $\mathrm{H}_{0}$. Also $U^{-1} h(t)=\dot{h}(t)$. Let us introduce an operator

$$
\begin{align*}
(S \varphi)(t) & =\varphi(t)-f^{\prime}(t) f(t)^{-1} \int_{0}^{t} \varphi(s) d s  \tag{4.15}\\
\mathrm{D}(S) & =\mathrm{L}_{0}^{2} . \tag{4.16}
\end{align*}
$$

By Hardy's inequality,

$$
\begin{equation*}
\int_{0}^{1}\left|\frac{1}{1-t} \int_{t}^{1} \varphi(s) d s\right|^{2} d t \leq 4 \int_{0}^{1}|\varphi(s)|^{2} d s \quad \text { for any } \varphi \in \mathrm{L}^{2} \tag{4.17}
\end{equation*}
$$

we see that $S$ is a bounded linear operator from $\mathrm{L}_{0}^{2}$ to $\mathrm{L}^{2}$. The following lemma shows that $S$ is a square root of the Hessian of the energy function $E$. This relation is key to identify the limit of $e_{D i r, 2, \mathcal{D}}^{\lambda}$.
Lemma 4.1. Let $T$ be the bounded linear operator on $L_{0}^{2}$ such that

$$
\begin{equation*}
(T \varphi)(t)=-\int_{t}^{1} R(s)\left(\int_{0}^{s} \varphi(u) d u\right) d s+\int_{0}^{1}\left(\int_{t}^{1} R(s)\left(\int_{0}^{s} \varphi(u) d u\right) d s\right) d t \tag{4.18}
\end{equation*}
$$

Then $T$ is a symmetric operator and for any $\varphi \in \mathrm{L}_{0}^{2}$,

$$
\begin{equation*}
\|S \varphi\|^{2}=((I+T) \varphi, \varphi) \tag{4.19}
\end{equation*}
$$

where $I$ denotes the identity operator on $\mathrm{L}_{0}^{2}$. Moreover,

$$
\begin{equation*}
\left(D_{0}^{2} E\right)\left(c_{x_{0}, y_{0}}\right)=U(I+T) U^{-1} \tag{4.20}
\end{equation*}
$$

where $E$ is the energy function of the path (3.10).
Proof. The symmetry of $T$ follows from direct calculation. Using

$$
\begin{gathered}
\lim _{t \rightarrow 1} \frac{1}{1-t}\left|\int_{t}^{1} \varphi(s) d s\right|^{2}=0, \quad f^{\prime \prime}(t)=-R(t) f(t), \quad f^{\prime}(t) f(t)^{-1} \text { is symmetric } \\
\left(f(t)^{-1}\right)^{\prime}=-f(t)^{-1} f^{\prime}(t) f(t)^{-1}
\end{gathered}
$$

we have

$$
\begin{align*}
\|S \varphi\|^{2} & =\|\varphi\|^{2}-2 \int_{0}^{1}\left(f^{\prime}(t) f(t)^{-1} \int_{0}^{t} \varphi(s) d s, \varphi(t)\right) d t \\
& +\int_{0}^{1}\left|f^{\prime}(t) f(t)^{-1} \int_{0}^{t} \varphi(s) d s\right|^{2} d t \\
& =\|\varphi\|^{2}+\int_{0}^{1}\left(\left(f^{\prime}(t) f(t)^{-1}\right)^{\prime} \int_{0}^{t} \varphi(s) d s, \int_{0}^{t} \varphi(s) d s\right) d t \\
& +\int_{0}^{1}\left|f^{\prime}(t) f(t)^{-1} \int_{0}^{t} \varphi(s) d s\right|^{2} d t \\
& =\|\varphi\|^{2}-\int_{0}^{1}\left(R(t) \int_{0}^{t} \varphi(s) d s, \int_{0}^{t} \varphi(s) d s\right) d t \\
& =((I+T) \varphi, \varphi) . \tag{4.21}
\end{align*}
$$

By the second variation formula of the energy function along geodesics ([40]), we have

$$
\left(D_{0}^{2} E\right)\left(c_{x_{0}, y_{0}}\right)(U \varphi, U \varphi)=((I+T) \varphi, \varphi)
$$

Thus the proof is completed.

Let

$$
\begin{equation*}
\left(S_{2} \varphi\right)(t)=\varphi(t)+f^{\prime}(t) \int_{0}^{t} f(s)^{-1} \varphi(s) d s \tag{4.22}
\end{equation*}
$$

Then again by Hardy's inequality $S_{2}$ is a bounded linear operator on $\mathrm{L}^{2}$. Moreover, it is easy to see that Image $\left(S_{2}\right) \subset \mathrm{L}_{0}^{2}, S S_{2}=I_{\mathrm{L}^{2}}$ and $S_{2} S=I_{\mathrm{L}_{0}^{2}}$. Therefore, $S_{2}=S^{-1}$ and $\operatorname{Image}(S)=\mathrm{L}^{2}$. Moreover we have $S^{*} S=I+T$ on $\mathrm{L}_{0}^{2}$ by (4.19). Note that by identifying the dual space of a Hilbert space with the Hilbert space itself using Riesz's theorem, we view $S^{*}:\left(\mathrm{L}^{2}\right)^{*} \rightarrow\left(\mathrm{~L}_{0}^{2}\right)^{*}$ as the operator from $\mathrm{L}^{2}$ to $\mathrm{L}_{0}^{2}$. We have the following explicit expression of $S^{-1}, S^{*}$ and $\left(S^{-1}\right)^{*}$.
Lemma 4.2. (1) $S^{-1}: \mathrm{L}^{2} \rightarrow \mathrm{~L}_{0}^{2}, S^{*}: \mathrm{L}^{2} \rightarrow \mathrm{~L}_{0}^{2}$ are bijective linear maps and we have for any $\varphi \in \mathrm{L}^{2}$,

$$
\begin{align*}
\left(S^{-1} \varphi\right)(t) & =\varphi(t)+f^{\prime}(t) \int_{0}^{t} f(s)^{-1} \varphi(s) d s  \tag{4.23}\\
\left(S^{*} \varphi\right)(t) & =\varphi(t)-\int_{0}^{1} \varphi(t) d t+\int_{0}^{t} f^{\prime}(s) f(s)^{-1} \varphi(s) d s \\
& -\int_{0}^{1}\left(\int_{0}^{t} f^{\prime}(s) f(s)^{-1} \varphi(s) d s\right) d t \tag{4.24}
\end{align*}
$$

(2) $\left(S^{-1}\right)^{*}$ is a bijective linear map from $\mathrm{L}_{0}^{2}$ to $\mathrm{L}^{2}$. If we define $\left(S^{-1}\right)^{*}$ is equal to 0 on the subset of constant functions, then for any $\varphi \in \mathrm{L}^{2}$,

$$
\begin{equation*}
\left(\left(S^{-1}\right)^{*} \varphi\right)(t)=\varphi(t)+\left(f(t)^{*}\right)^{-1} \int_{t}^{1} f(s)^{*} f^{\prime}(s) f(s)^{-1} \varphi(s) d s \tag{4.25}
\end{equation*}
$$

Also $\left(S^{-1}\right)^{*} \varphi$ can be written using $M(t)$ and $K(t)$ as

$$
\begin{equation*}
\left(\left(S^{-1}\right)^{*} \varphi\right)(t)=\varphi(t)+\left(M(t)^{*}\right)^{-1} \int_{t}^{1} M(s)^{*} K(s) \varphi(s) d s \tag{4.26}
\end{equation*}
$$

Proof. All the calculation are almost similar and so we show how to calculate ( $\left.S^{-1}\right)^{*}$ only. Using $\left(f^{\prime}(t) f(t)^{-1}\right)^{*}=f^{\prime}(t) f(t)^{-1}$, we have for $\varphi \in \mathrm{L}^{2}$ and $\psi \in \mathrm{L}^{2}$,

$$
\begin{align*}
& \left(S^{-1} \varphi, \psi\right)_{\mathrm{L}^{2}} \\
& \quad=(\varphi, \psi)-\int_{0}^{1}\left\langle\int_{0}^{t} f(s)^{-1} \varphi(s) d s,\left(\int_{t}^{1} f(s)^{*} f^{\prime}(s) f(s)^{-1} \psi(s) d s\right)^{\prime}\right\rangle d t \\
& \quad=(\varphi, \psi)+\int_{0}^{1}\left\langle\varphi(t),\left(f(t)^{-1}\right)^{*} \int_{t}^{1} f(s)^{*} f^{\prime}(s) f(s)^{-1} \psi(s) d s\right\rangle d t . \tag{4.27}
\end{align*}
$$

This shows (4.25) and $\left(S^{-1}\right)^{*}$ const $=0$.
We summarize the relation between $S$ and $T$ in the proposition below.
Proposition 4.3. (1) We have

$$
I+T=S^{*} S, \quad\left(S^{-1}\right)^{*}(I+T)=S, \quad(I+T)^{-1}=S^{-1}\left(S^{-1}\right)^{*} .
$$

(2) The following identities hold.

$$
\begin{equation*}
\inf \sigma(I+T)=\inf \left\{\|S \varphi\|^{2} \mid\|\varphi\|_{\mathrm{L}^{2}}=1, \varphi \in \mathrm{~L}_{0}^{2}\right\}=\frac{1}{\left\|\left(S^{-1}\right)^{*}\right\|_{o p}^{2}} . \tag{4.28}
\end{equation*}
$$

Proof. $I+T=S^{*} S$ follows from Lemma 4.1. $(I+T)^{-1}=S^{-1}\left(S^{-1}\right)^{*}$ follows from $\left(S^{-1}\right)^{*}=$ $\left(S^{*}\right)^{-1}$. (2) follows from (1).

The identity $\|S \varphi\|^{2}=((I+T) \varphi, \varphi) \quad\left(\varphi \in \mathrm{L}_{0}^{2}\right)$ is used to prove the upper bound estimate, while the inequality $\inf \sigma((I+T)) \leq \frac{1}{\left\|\left(S^{-1}\right)^{*}\right\|_{o p}^{2}}$ is used for the proof of the lower bound estimate in Theorem 3.2. See (5.39) and (5.59).

## 5 Proof of Theorem 3.2

We prove Theorem 3.2. Hence we assume that $\mathcal{D}$ satisfies conditions (1), (2) in the theorem throughout this Section. As explained already, furthermore, we may assume $M$ is diffeomorphic to $\mathbb{R}^{n}$ and the Riemannian metric is flat outside a compact set. Therefore, Assumptions A, B, D are satisfied.

We consider the ground state function of $L_{\lambda}$. Let $\tilde{\chi}_{\delta}(\gamma)=\chi_{\delta}\left(\max _{0 \leq t \leq 1} d\left(\gamma(t), c_{x_{0}, y_{0}}(t)\right)\right)$, where $\chi_{\delta}$ is a non-negative smooth function such that $\chi_{\delta}(u)=1$ for $|u| \leq \delta$ and $\chi_{\delta}(u)=0$ for $|u| \geq 2 \delta$. Here $\delta$ is a sufficiently small positive number. Note that there exists $C_{\delta}>0$ such that $\nu_{x_{0}, y_{0}}^{\lambda}\left(\max _{0 \leq t \leq 1} d\left(\gamma(t), c_{x_{0}, y_{0}}(t)\right) \geq \delta\right) \leq e^{-\lambda C_{\delta}}$. This can be proved by a large deviation result for solutions of SDE. Since the proof is similar to that of (5.32), we omit the proof.

Thus $\left\|\tilde{\chi}_{\delta}\right\|_{L^{2}\left(\nu_{x_{0}, y_{0}}^{\lambda}\right)} \geq 1-C e^{-C^{\prime} \lambda}$. Also we have $\left\|D_{0} \tilde{\chi}_{\delta}\right\|_{L^{2}\left(\nu_{x_{0}, y_{0}}^{\lambda}\right)} \leq C e^{-C^{\prime} \lambda}$. Here we have used that the function $q(\gamma)=\max _{0 \leq t \leq 1} d\left(\gamma(t), c_{x_{0}, y_{0}}(t)\right)$ belongs to $\mathrm{D}\left(\mathcal{E}^{\lambda}\right)$ and $\left|D_{0} q(\gamma)\right| \leq 1$ $\nu_{x_{0}, y_{0}}^{\lambda}$-a.s. $\gamma$. This is proved in a similar way to Lemma 2.2 (2) in [3]. Hence

$$
\begin{equation*}
e_{D i r, 1, \mathcal{D}}^{\lambda} \leq C e^{-\lambda C^{\prime}} \tag{5.1}
\end{equation*}
$$

On the other hand, it is proved in [7] that $\lim \inf _{\lambda \rightarrow \infty} \frac{e_{D i r, 2, \mathcal{D}}^{\lambda}}{\lambda}>0$. In [7], we studied the case of compact manifolds. However, the proof works as well as the present case by the assumption on $M$. These estimates imply that $e_{\text {Dir,1,D }}^{\lambda}$ is a simple eigenvalue. Let $\Psi_{\lambda}$ denote the normalized non-negative eigenfunction (ground state function). It is clear that $\Psi_{\lambda} \in H_{0}^{1,2}\left(\mathcal{D}, \nu_{x_{0}, y_{0}}^{\lambda}\right)$. From (5.1), we obtain $\left\|D_{0} \Psi_{\lambda}\right\|_{L^{2}\left(\nu_{x_{0}, y_{0}}\right)} \leq C e^{-C^{\prime} \lambda}$. It is plausible that $\Psi_{\lambda}$ is strictly positive for $\nu_{x_{0}, y_{0}}^{\lambda}$ almost all $\gamma$ which follows from the positivity improving property of the corresponding $L^{2}$-semigroup. However, we do not need such a property in this paper and we do not consider such a problem.

We use the following representation of $e_{D i r, 2, \mathcal{D}}^{\lambda}$ to prove LHS $\leq$ RHS in (3.11) in Theorem 3.2.

$$
\begin{align*}
& e_{D i r, 2, \mathcal{D}}^{\lambda}=\inf \left\{\frac{\int_{\mathcal{D}}\left|D_{0}\left(F-\left(\Psi_{\lambda}, F\right) \Psi_{\lambda}\right)\right|^{2} d \nu_{x_{0}, y_{0}}^{\lambda}}{\left\|F-\left(\Psi_{\lambda}, F\right) \Psi_{\lambda}\right\|_{L^{2}\left(\nu_{x_{0}, y_{0}}^{\lambda}\right)}^{2} \mid F \in H_{0}^{1,2}(\mathcal{D})}\right. \\
& \left.\quad \text { and }\left\|F-\left(\Psi_{\lambda}, F\right) \Psi_{\lambda}\right\|_{L^{2}\left(\nu_{x_{0}, y_{0}}^{\lambda}\right)} \neq 0\right\} \tag{5.2}
\end{align*}
$$

The following estimate is necessary for the proof of Theorem 3.2.
Lemma 5.1. We have

$$
\begin{equation*}
\left\|\Psi_{\lambda}-1\right\|_{L^{2}\left(P_{x_{0}, y_{0}}(M), \nu_{x_{0}, y_{0}}^{\lambda}\right)} \leq C e^{-C^{\prime} \lambda} \tag{5.3}
\end{equation*}
$$

where $C, C^{\prime}$ are positive constants.

Proof. By the COH formula,

$$
\left\|\Psi_{\lambda}-\left(\Psi_{\lambda}, 1\right)_{L^{2}\left(\nu \lambda_{x}^{\lambda}, y\right)}\right\|_{L^{2}\left(\nu \nu_{x_{0}}, y_{0}\right)} \leq C e^{-C^{\prime} \lambda}
$$

This implies

$$
1-\left(\Psi_{\lambda}, 1\right)_{L^{2}\left(\nu \nu_{x}^{\lambda}, y\right)}^{2}=\left(\Psi_{\lambda}, \Psi_{\lambda}-\left(\Psi_{\lambda}, 1\right)_{L^{2}\left(\nu_{x}^{\lambda}, y\right)}\right)_{L^{2}\left(\nu_{\lambda_{0}}^{\lambda}, y_{0}\right)} \leq C e^{-C^{\prime} \lambda}
$$

which shows $\left\|\Psi_{\lambda}-1\right\|_{L^{2}\left(P_{x_{0}, y_{0}}(M), \nu_{x_{0}, y_{0}}\right)} \leq 2 C e^{-C^{\prime} \lambda}$.
We need the following lemma to prove that $A(\gamma)_{\lambda}$ can be approximated by $A\left(c_{x_{0}, y_{0}}\right)_{\infty}(=$ $\left.\left(S^{-1}\right)^{*}\right)$ when $\gamma$ is close to $c_{x_{0}, y_{0}}$ and $\lambda$ is large.

Lemma 5.2. Recall that we have defined

$$
\begin{equation*}
K(t)=-\frac{\bar{\nabla}^{2} k\left(c_{x_{0}, y_{0}}\right)_{t}}{1-t} . \tag{5.4}
\end{equation*}
$$

We consider a perturbation of $K(t)$ such that

$$
K_{\varepsilon}(t)=K(t)+\frac{C_{\varepsilon}(t)}{(1-t)^{\delta}},
$$

where $0<\delta<1$ is a constant and $C_{\varepsilon}(t)(0 \leq \varepsilon \leq 1)$ is a symmetric matrix-valued continuous function satisfying $\sup _{t}\left\|C_{\varepsilon}(t)\right\| \leq \varepsilon$. Let $M_{\varepsilon}(t)$ be the solution to

$$
\begin{align*}
& M_{\varepsilon}^{\prime}(t)=K_{\varepsilon}(t) M_{\varepsilon}(t) \quad 0 \leq t<1,  \tag{5.5}\\
& M_{\varepsilon}(0)=I . \tag{5.6}
\end{align*}
$$

Define

$$
\begin{equation*}
\left(J_{\varepsilon} \varphi\right)(t)=\left(M_{\varepsilon}(t)^{*}\right)^{-1} \int_{t}^{1} M_{\varepsilon}(s)^{*} K_{\varepsilon}(s) \varphi(s) d s \tag{5.7}
\end{equation*}
$$

Then for sufficiently small $\varepsilon$, there exists a positive constant $C$ which is independent of $\varepsilon$ such that

$$
\begin{equation*}
\left\|J_{\varepsilon}-J_{0}\right\|_{o p} \leq C \varepsilon . \tag{5.8}
\end{equation*}
$$

By Lemma 4.2, we see that $\left(S^{-1}\right)^{*}=I+J_{0}$ holds.
Proof. As already mentioned, $\tilde{K}(t)=\frac{1}{1-t}+K(t)$ is a matrix-valued continuous mapping for $0 \leq t \leq 1$. Taking this into account, we rewrite

$$
K_{\varepsilon}(t)=-\frac{1}{1-t}+\tilde{K}_{\varepsilon}(t)
$$

where $\tilde{K}_{\varepsilon}(t)=\tilde{K}(t)+\frac{C_{\varepsilon}(t)}{(1-t)^{\delta}}$. Let $N_{\varepsilon}(t)$ be the solution to

$$
\begin{equation*}
N_{\varepsilon}(t)^{\prime}=\tilde{K}_{\varepsilon}(t) N_{\varepsilon}(t) \quad 0 \leq t<1, \quad N_{\varepsilon}(0)=I . \tag{5.9}
\end{equation*}
$$

Clearly, the solution to this equation exists. Moreover, $\lim _{t \rightarrow 1} N_{\varepsilon}(t)$ exists and $\sup _{0 \leq t<1}\left\|N_{\varepsilon}(t)\right\|<$ $\infty$. To see this, we prove the continuity of $N_{\varepsilon}(t)$ with respect to $t$. Note that for $0 \leq s \leq t<1$,

$$
\begin{align*}
\left\|N_{\varepsilon}(t)-N_{\varepsilon}(s)\right\| \leq & \int_{s}^{t} C\left(1+\frac{1}{(1-u)^{\delta}}\right)\left\|N_{\varepsilon}(u)\right\| d u \\
\leq & \left\|N_{\varepsilon}(s)\right\| C\left((t-s)+\frac{(1-s)^{1-\delta}-(1-t)^{1-\delta}}{1-\delta}\right) \\
& +\int_{s}^{t} C\left(1+\frac{1}{(1-u)^{\delta}}\right)\left\|N_{\varepsilon}(u)-N_{\varepsilon}(s)\right\| d u . \tag{5.10}
\end{align*}
$$

Hence by the Gronwall inequality, we have

$$
\begin{align*}
\left\|N_{\varepsilon}(t)-N_{\varepsilon}(s)\right\| \leq & \left\|N_{\varepsilon}(s)\right\| C\left((t-s)+\frac{(1-s)^{1-\delta}-(1-t)^{1-\delta}}{1-\delta}\right) \\
& \times \exp \left\{C\left((t-s)+\frac{(1-s)^{1-\delta}-(1-t)^{1-\delta}}{1-\delta}\right)\right\} \tag{5.11}
\end{align*}
$$

which implies the desired result. Note that $\tilde{K}_{0}(t)=\tilde{K}(t), N_{0}(t)=N(t)$ and $M_{\varepsilon}(t)=(1-t) N_{\varepsilon}(t)$. Also we have $N_{\varepsilon}(t)(0 \leq t<1)$ is invertible and

$$
N_{\varepsilon}(s) N_{\varepsilon}(t)^{-1}=N_{\varepsilon}^{t}(s-t) \quad 0 \leq t \leq s<1,
$$

where $N_{\varepsilon}^{t}(u)(0 \leq u<1-t)$ is the solution to the equation

$$
\partial_{u} N_{\varepsilon}^{t}(u)=\tilde{K}_{\varepsilon}(t+u) N_{\varepsilon}^{t}(u) \quad 0 \leq u<1-t, \quad N_{\varepsilon}^{t}(0)=I .
$$

By a similar calculation to $N_{\varepsilon}$, we have $\sup _{\varepsilon, t, 0 \leq u<1-t}\left\|N_{\varepsilon}^{t}(u)\right\|<\infty$. By the definition of $J_{\varepsilon}$, we have

$$
\begin{equation*}
\left(J_{\varepsilon} \varphi\right)(t)=\frac{1}{1-t} \int_{t}^{1}(1-s) N_{\varepsilon}^{t}(s-t)^{*} K_{\varepsilon}(s) \varphi(s) d s \tag{5.12}
\end{equation*}
$$

Hence by Hardy's inequality, in order to estimate $J_{\varepsilon}-J_{0}$, it suffices to estimate $N_{\varepsilon}^{t}-N_{0}^{t}$. Note that for $0 \leq u<1-t$,

$$
N_{\varepsilon}^{t}(u)=N_{0}^{t}(u)\left(I+\int_{0}^{u} N_{0}^{t}(\tau)^{-1} \frac{C_{\varepsilon}(t+\tau)}{(1-(t+\tau))^{\delta}} N_{\varepsilon}^{t}(\tau) d \tau\right) .
$$

This and the estimate for $C_{\varepsilon}$ and $N_{\varepsilon}^{t}(u)$ imply

$$
\sup _{t}\left|N_{\varepsilon}^{t}(u)-N_{0}^{t}(u)\right| \leq C \varepsilon,
$$

which completes the proof of (5.8).
Let us apply the lemma above in the case where $K_{\varepsilon}(t)=K(\gamma)_{\lambda, t}$. We have

$$
\begin{align*}
K(\gamma)_{\lambda, t}= & K(t)+\frac{1}{1-t}\left(\frac{1-t}{\lambda} \overline{\nabla^{2} \log p\left(\frac{1-t}{\lambda}, y_{0}, \gamma\right)_{t}}+\overline{\nabla^{2} k\left(c_{x_{0}, y_{0}}\right)_{t}}\right)-\frac{1}{2 \lambda} \overline{\operatorname{Ric}(\gamma)_{t}} \\
= & K(t)+\frac{1}{1-t}\left(\frac{1-t}{\lambda} \overline{\nabla^{2} \log p\left(\frac{1-t}{\lambda}, y_{0}, \gamma\right)_{t}}+{\overline{\nabla^{2} k(\gamma)}}_{t}\right) \\
& +\frac{1}{1-t}\left({\overline{\nabla^{2} k\left(c_{x_{0}, y_{0}}\right)}}_{t}-{\overline{\nabla^{2} k(\gamma)}}_{t}\right)-\frac{1}{2 \lambda} \overline{\operatorname{Ric}(\gamma)_{t}} . \tag{5.13}
\end{align*}
$$

Therefore,

$$
\begin{align*}
& C_{\varepsilon}(t)= \frac{1}{(1-t)^{1-\delta}}\left(\frac{1-t}{\lambda} \overline{\nabla^{2} \log p\left(\frac{1-t}{\lambda}, y_{0}, \gamma\right)_{t}}+\overline{\nabla^{2} k(\gamma)_{t}}\right) \\
&+\frac{1}{(1-t)^{1-\delta}}\left(\overline { \nabla } ^ { 2 } k \left(c_{\left.x_{0}, y_{0}\right)_{t}}\right.\right. \\
&\left.-\bar{\nabla}^{2} k(\gamma)_{t}\right)  \tag{5.14}\\
&-\frac{(1-t)^{\delta}}{2 \lambda} \overline{\operatorname{Ric}(\gamma)_{t}} .
\end{align*}
$$

We need to show that if $\gamma$ and $c_{x_{0}, y_{0}}$ are close enough and $\lambda$ is large, then $C_{\varepsilon}(t)$ is small. Then by Lemma 5.2, we obtain that $\left\|J(\gamma)_{\lambda}-\left(S^{-1}\right)^{*}\right\|_{o p}$ is small. Let us check each term of $C_{\varepsilon}(t)$. If $\gamma(t) \in B_{l}\left(y_{0}\right)$ for all $0 \leq t \leq 1$, the first term converges to 0 by Lemma 3.9 (1) as $\lambda \rightarrow \infty$ for $\delta>1 / 2$. It is trivial to see that the third term goes to 0 . Hence, it suffices to prove that if $\gamma$
 use the results in rough path analysis.

Here, we summarize necessary results from rough path analysis. The readers are referred to [46, 48, 47, 29, 28] for rough path analysis. In Section 3, we define a Brownian motion $b$ with variance $1 / \lambda$ on $\mathbb{R}^{n}$ by using the stochastic parallel translation along $\gamma$ and $b$ is a functional of $\gamma$. Conversely, $\gamma$ can be obtained by solving a stochastic differential equation driven by a Brownian motion $b(t)$. We may use notation $b_{t}$ instead of $b(t)$. From now on, $\mu^{\lambda}$ denotes the Brownian motion measure with variance $1 / \lambda$. We use the notation $\mu$ when $\lambda=1$. Let $\left\{L_{i}\right\}_{i=1}^{n}$ be the canonical horizontal vector fields and consider an SDE on $O(M)$ :

$$
\begin{align*}
d r(t, u, b) & =\sum_{i=1}^{n} L_{i}(r(t, u, b)) \circ d b^{i}(t)  \tag{5.15}\\
r(0, u, b) & =u \in O(M) . \tag{5.16}
\end{align*}
$$

Let $X(t, b)=\pi\left(r\left(t, u_{0}, b\right)\right)$. Then the law of $X(\cdot, b)$ coincides with $\nu_{x_{0}}^{\lambda}$. Also it holds that

$$
\begin{equation*}
{\overline{\nabla^{2} k(X(b))_{t}}}_{t}=r\left(t, u_{0}, b\right)^{-1}\left(\nabla^{2} k\right)(X(t, b)) r\left(t, u_{0}, b\right) \quad \mu^{\lambda} \text {-a.s. b. } \tag{5.17}
\end{equation*}
$$

Note that if $b$ is the anti-stochastic development of the Brownian motion $\gamma(t)$ on $M$, then it holds that $\tau(\gamma)_{t}=r\left(t, u_{0}, b\right) u_{0}^{-1} \nu_{x_{0}}^{\lambda}$-a.s. $\gamma$. Since we assume $M$ is diffeomorphic to $\mathbb{R}^{n}$, we have a global coordinate $x=\left(x^{i}\right) \in \mathbb{R}^{n}$ and the Riemannian metric $g(x)=\left(g_{i j}(x)\right)$ on the tangent space $T_{x} M$ which can be identified with $\mathbb{R}^{n}$. Then the SDE of $r\left(t, u_{0}, b\right)=\left(X^{i}(t, b), e_{l}^{k}(t, b)\right)(e(t, b)=$ $\left.\left(e_{l}^{k}(t, b)\right) \in G L(n, \mathbb{R})\right)$ can be written down explicitly (see $\left.[38,36]\right)$ as

$$
\begin{align*}
d X^{i}(t) & =e_{j}^{i}(t) \circ d b^{j}(t)  \tag{5.18}\\
d e_{j}^{i}(t) & =-\sum_{k, l} \Gamma_{k l}^{i}(X(t)) e_{j}^{l}(t) \circ d X^{k}(t) . \tag{5.19}
\end{align*}
$$

Moreover, the coefficients of the SDE are $C_{b}^{\infty}$ because the Riemannian metric is flat outside a certain compact subset. Therefore we can apply rough path analysis and Malliavin calculus to the solution of the SDE. Now let us recall the definition of the Brownian rough path. Let $b(N)$ be the dyadic polygonal approximation of $b$ such that $b(N)_{k 2^{-N}}=b_{k 2^{-N}}$ and $b(N)_{t}$ is linear for $k 2^{-N} \leq t \leq(k+1) 2^{-N}$ with $0 \leq k \leq 2^{N}-1$. Define $b(N)_{s, t}^{1}=b(N)_{t}-b(N)_{s}$,
$b(N)_{s, t}^{2}=\int_{s}^{t}\left(b(N)_{u}-b(N)_{s}\right) \otimes d b(N)_{u}$ for $0 \leq s \leq t \leq 1$. Let $\Omega$ be all elements $b$ belonging to the Wiener space $W^{n}$ such that $b(N)_{s, t}^{1}$ and $b(N)_{s, t}^{2}$ converge in the Besov type norm $\|\cdot\|_{4 m, \theta / 2}$ and $\|\cdot\|_{2 m, \theta}$ respectively ([8]). Here $2 / 3<\theta<1$ and $m$ is a sufficiently large positive number. It is proved in [8] that $\Omega^{c}$ is a slim set in the sense of Malliavin with respect to the Brownian motion measure $\mu$. However, it is easy to check that the same result holds for the Brownian motion measure $\mu^{\lambda}$ with variance $1 / \lambda$ for any $\lambda>0$. Moreover, if $b \in \Omega$, then $b+h \in \Omega$ for any element $h \in \mathrm{H}$. For $b \in \Omega$, we define $b_{s, t}^{1}=\lim _{N \rightarrow \infty} b(N)_{s, t}^{1}$ and $b_{s, t}^{2}=\lim _{N \rightarrow \infty} b(N)_{s, t}^{2}$. The triple $\left(1, b_{s, t}^{1}, b_{s, t}^{2}\right)$ is a $p$-rough path $\left(2<p=\frac{2}{\theta}<3\right)$ and its control function is given by $\omega(s, t)=C(b)|t-s| . C(b)$ depends on the Besov norm of $b^{1}$ and $b^{2}$. For $h \in \mathrm{H}$, we have, $(b+h)_{s, t}^{1}=b_{s, t}^{1}+h_{s, t}^{1}$ and

$$
(b+h)_{s, t}^{2}=b_{s, t}^{2}+h_{s, t}^{2}+\int_{s}^{t}\left(b_{u}-b_{s}\right) \otimes d h_{u}+\int_{s}^{t}\left(h_{u}-h_{s}\right) \otimes d b_{u}
$$

Note that solutions of rough differential equations driven by geometric rough paths are smooth. See Definition 7.1.1 and Corollary 7.1.1 in [48]. Therefore, considering the composition of the two maps, $b(\in \Omega) \mapsto\left(1, b_{s, t}^{1}, b_{s, t}^{2}\right)$ and the solution map between geometric rough paths, we obtain a smooth version $r\left(t, u_{0}, b\right)$ of the solution to (5.18) and (5.19). Here smooth means

1. the mapping $b(\in \Omega) \mapsto r\left(t, u_{0}, b\right)$ is differentiable in the $H$-direction and smooth in the sense of Malliavin,
2. the mapping $b(\in \Omega) \mapsto r\left(t, u_{0}, b\right)$ is $\infty$-quasi-continuous (See Theorem 3.2 in [8]).

In the terminology of Malliavin calculus, $r\left(t, u_{0}, b\right)$ is a version of redifinition of the solution to (5.15).

By the uniform ellipticity of (5.18), we have the following estimate for the Malliavin covariance matrix. For $p \geq 1$, there exists $p^{\prime}>0$ such that for large $\lambda$,

$$
\begin{equation*}
E\left[\left\{\operatorname{det}\left(D X(1, b) D X(1, b)^{*}\right)\right\}^{-p}\right] \leq C \lambda^{p^{\prime}} \tag{5.20}
\end{equation*}
$$

Thus the probability measure $d \mu_{x_{0}, y_{0}}^{\lambda}=\frac{\delta_{y_{0}}(X(1, b)) d \mu^{\lambda}}{c\left(y_{0}\right) p\left(1 / \lambda, x_{0}, y_{0}\right)}$ is well-defined, where $c\left(y_{0}\right)=\sqrt{\operatorname{det}\left(g_{i j}\left(y_{0}\right)\right)}$ and $\delta_{y_{0}}$ denotes Dirac's delta function on $\mathbb{R}^{n}$ and $\delta_{y_{0}}(X(1, b))$ is a generalized Wiener functional ([55]). Note that $\mu_{x_{0}, y_{0}}^{\lambda}$ does not charge the slim sets. Thus the image measure $X_{*} \mu_{x_{0}, y_{0}}^{\lambda}$ is well-defined for smooth $X(b)$. Moreover, we have

$$
\begin{equation*}
\text { The joint law of }(b, \gamma) \text { under } \nu_{x_{0}, y_{0}}^{\lambda}=\text { The joint law of }(b, X(b)) \text { under } \mu_{x_{0}, y_{0}}^{\lambda} \tag{5.21}
\end{equation*}
$$

This observation implies that one can use estimates on integration with respect to (Brownian) rough paths to study the estimate on the stochastic integrals for the pinned Brownian motion. In the proof in Section 2, we use cut-off functions $\chi_{1, \kappa}, \chi_{2, \kappa}$. In our problem, the existence of such cut-off functions is not trivial. The existence of such an appropriate cut-off functions are proved in [6]. We use the following result in rough paths. Below, $r\left(t, u_{0}, b\right)$ may be denoted by $r(t, b)$ for simplicity.

Lemma 5.3. (1) In this statement, we consider the smooth version $r(t, b)$ for $b \in \Omega$. By adopting this version, a version of $\bar{\nabla}^{2} k(X(b))_{t}$ can be defined as $r\left(t, u_{0}, b\right)^{-1}\left(\nabla^{2} k\right)(X(t, b)) r\left(t, u_{0}, b\right)$ which is smooth in the above sense. Let $l_{\xi}(t)=t \xi$, where $\xi$ is chosen as $\exp _{x_{0}}\left(u_{0} \xi\right)=y_{0}$. Let us define

$$
\begin{equation*}
\Xi(b)=\left\|b^{1}\right\|_{4 m, \theta / 2}^{4 m}+\left\|b^{2}\right\|_{2 m, \theta}^{2 m} \quad b \in \Omega \tag{5.22}
\end{equation*}
$$

Then for any $\varepsilon>0$, there exists $\varepsilon^{\prime}>0$ such that if $\Xi\left(b-l_{\xi}\right) \leq \varepsilon^{\prime}$ and $X(1, b)=y_{0}$,

$$
\begin{align*}
\left|X(t, b)-c_{x_{0}, y_{0}}(t)\right| & \leq \varepsilon t^{\theta / 2} \quad 0 \leq t \leq 1  \tag{5.23}\\
\left|\bar{\nabla}^{2} k(X(b))_{t}-\overline{\nabla^{2} k\left(X\left(l_{\xi}\right)\right)_{t}}\right| & \leq \varepsilon(1-t)^{\theta / 2} \quad 0 \leq t \leq 1,  \tag{5.24}\\
\sup _{0 \leq t \leq 1}\left|I^{2}(b)_{t, 1}-I^{2}\left(l_{\xi}\right)_{t, 1}\right| & \leq\left(\|\varphi\|_{\infty}+\left\|\varphi^{\prime}\right\|_{\infty}\right) \varepsilon \tag{5.25}
\end{align*}
$$

where

$$
\begin{equation*}
I^{2}(b)_{s, t}=\int_{t}^{1} \overline{R(X(b))_{s}}\left(\int_{s}^{1} \varphi(r) d b^{i}(r), \varepsilon_{i}\right) \circ d b(s) \tag{5.26}
\end{equation*}
$$

and $\varphi \in C^{1}\left([0,1], \mathbb{R}^{n}\right)$. The integral is defined in the sense of rough paths.
(2) In this statement, let $b$ be the Brownian motion which is obtained by the anti-stochastic development of the pinned Brownian motion $\gamma$. Let $\eta$ be a $C_{b}^{1}$ function with compact support on $\mathbb{R}$. Let $\tilde{\eta}(\gamma)=\eta\left(\Xi\left(b-l_{\xi}\right)\right)$. Then there exists a constant $C>0$ such that for all $\lambda \geq 1$

$$
\begin{equation*}
\left|D_{0} \tilde{\eta}(\gamma)\right|_{\mathrm{H}_{0}} \leq C \quad \text { for } \nu_{x_{0}, y_{0}}^{\lambda} \text {-almost all } \gamma \text {. } \tag{5.27}
\end{equation*}
$$

Proof. (1) (5.23) and (5.25) follow from the fact that $c_{x_{0}, y_{0}}(t)=X\left(t, l_{\xi}\right)$ and the continuity theorem for $p$-rough paths $\left(2<p=\frac{2}{\theta}<3\right)$. We prove (5.24). We have

$$
\begin{align*}
& \bar{\nabla}^{2} k(X(b))_{t}-\bar{\nabla}^{2} k\left(X\left(l_{\xi}\right)\right)_{t} \\
& =\left\{{\overline{\nabla^{2} k(X(b))_{t}}}_{t}-{\overline{\nabla^{2} k(X(b))_{1}}}_{1}\right\}-\left\{\bar{\nabla}^{2} k\left(X\left(l_{\xi}\right)\right)_{t}-\bar{\nabla}^{2} k\left(X\left(l_{\xi}\right)\right)_{1}\right\} \\
& +{\overline{\nabla^{2} k(X(b))_{1}}}_{1}-{\overline{\nabla^{2} k\left(X\left(l_{\xi}\right)\right)_{1}}}_{1} \\
& =\left\{{\overline{\nabla^{2} k(X(b))}}_{t}-{\overline{\nabla^{2} k(X(b))_{1}}}_{1}\right\}-\left\{{\overline{\nabla^{2} k\left(X\left(l_{\xi}\right)\right)_{t}}}_{t}-{\overline{\nabla^{2} k\left(X\left(l_{\xi}\right)\right.}}_{1}\right\}, \tag{5.28}
\end{align*}
$$

where we have used $\left(\nabla^{2} k\right)\left(y_{0}\right)=I_{T_{y_{0}} M}$ and $X(1, b)=c_{x_{0}, y_{0}}(1)=y_{0}$. Hence it suffices to apply the continuity theorem for $p$-rough paths $\left(2<p=\frac{2}{\theta}<3\right)$.
(2) In the case of the derivative $D$, this immediately follows from Lemma 7.11 in [6]. The proof for $D_{0}$ is the same. Here we give a sketch of the proof. Recall that

$$
\begin{equation*}
\left(D_{0}\right)_{h} b(t)=h(t)+\int_{0}^{t} \int_{0}^{s} \overline{R(\gamma)}_{u}(h(u), \circ d b(u))(\circ d b(s)) . \tag{5.29}
\end{equation*}
$$

We already used this formula in the proof of Theorem 3.11 for the derivative $D$. From this formula, we see that $D_{0}\left(\Xi\left(b-l_{\xi}\right)\right)$ are given by iterated stochastic integrals of $b$ and $\gamma$. By (5.21), we can apply estimates for integration with respect to the Brownian rough path for $b \in \Omega$. Thus, the iterated integrals of solutions of rough differential equations can be estimated by the control function of the Brownian rough path. Since the support of $\eta$ is compact, this implies the desired estimate.

Now, we are ready to prove our first main theorem.
Proof of Theorem 3.2. First we prove the upper bound estimate. This will be done by using (5.2) and choosing appropriate functions $F$ below. For that purpose, we prepare a large deviation estimate. Below, several constants depending on parameters $\kappa, \varepsilon$ appear. We use the notation
$M(x)$ to denote positive functions of $x$ which may diverge as $x \rightarrow 0$. On the other hand, we use the notation $C(x)$ to denote positive functions of $x$ which converge to 0 as $x \rightarrow 0 . M(x)$ and $C(x)$ may change line by line. Let $\eta$ be a non-negative smooth function such that $\eta(u)=1$ for $u \leq 1$ and $\eta(u)=0$ for $u \geq 2$. Let $0<\kappa<1$ and set

$$
\begin{equation*}
\eta_{1, \kappa}(\gamma)=\eta\left(\kappa^{-1} \Xi\left(b-l_{\xi}\right)\right), \quad \eta_{2, \kappa}(\gamma)=\left\{1-\eta_{1, \kappa}(\gamma)^{2}\right\}^{1 / 2} \tag{5.30}
\end{equation*}
$$

By (5.29) and Lemma $5.3(2)$, there exists a positive constant $M(\kappa)$ such that

$$
\begin{equation*}
\left|D_{0} \eta_{1, \kappa}(\gamma)\right|+\left|D_{0} \eta_{2, \kappa}(\gamma)\right| \leq M(\kappa) \quad \nu_{x_{0}, y_{0}}^{\lambda}-\text { a.s. } \gamma . \tag{5.31}
\end{equation*}
$$

From (5.23), for any $\varepsilon>0$, $\sup _{0 \leq t \leq 1}\left|X(t, b)-c_{x_{0}, y_{0}}(t)\right| \leq \varepsilon$ holds if $\kappa$ is sufficiently small and $\eta_{1, \kappa}(\gamma) \neq 0$. Hence $\eta_{1, \kappa} \in H_{0}^{1,2}(\mathcal{D})$. Let $\psi$ be a smooth non-negative function on $\mathbb{R}$ satisfying $\psi(u)=0$ for $u \leq \delta_{1}$ and $\psi(u)=1$ for $u \geq \delta_{2}$, where $0<\delta_{1}<\delta_{2}$. Then there exist $C, C^{\prime}>0$ which depend on $\psi$ such that for large $\lambda$

$$
\begin{equation*}
E^{\nu_{x_{0}}^{\lambda}, y_{0}}\left[\psi\left(\Xi\left(b-l_{\xi}\right)\right)\right] \leq C e^{-C^{\prime} \lambda} \tag{5.32}
\end{equation*}
$$

We prove this estimate. Let $B$ be a standard Brownian motion on $\mathbb{R}^{n}$. Since the Wiener functional $B \mapsto X\left(1, \frac{B}{\sqrt{\lambda}}\right)$ is non-degenerate, by using the integration by parts formula (see $[50,53])$,

$$
\begin{align*}
& E^{\nu_{x_{0}}^{\lambda}, y_{0}}\left[\psi\left(\Xi\left(b-l_{\xi}\right)\right)\right] \\
& =\left(c\left(y_{0}\right) p\left(1 / \lambda, x_{0}, y_{0}\right)\right)^{-1} E\left[\psi\left(\Xi\left(\frac{B}{\sqrt{\lambda}}-l_{\xi}\right)\right) \delta_{y_{0}}\left(X\left(1, \frac{B}{\sqrt{\lambda}}\right)\right)\right] \\
& =\left(c\left(y_{0}\right) p\left(1 / \lambda, x_{0}, y_{0}\right)\right)^{-1} E\left[\tilde{\psi}\left(\Xi\left(\frac{B}{\sqrt{\lambda}}-l_{\xi}\right)\right) G(\varepsilon, \lambda, B) \phi_{\varepsilon}\left(X\left(1, \frac{B}{\sqrt{\lambda}}\right)-y_{0}\right)\right] \tag{5.33}
\end{align*}
$$

where $\tilde{\psi}, \phi_{\varepsilon}$ are bounded continuous functions on $\mathbb{R}$ and $\mathbb{R}^{n}$ respectively such that $\tilde{\psi} \subset\left[\delta_{1}, \infty\right)$ and $\operatorname{supp} \phi_{\varepsilon} \subset B_{\varepsilon}(0)$. Also the random variable $G(\lambda, \varepsilon, B)$ satisfies that for any $p>1$

$$
\begin{equation*}
E\left[|G(\lambda, \varepsilon, B)|^{p}\right]^{1 / p} \leq C_{\varepsilon, p}(\lambda) \tag{5.34}
\end{equation*}
$$

where $C_{\varepsilon, p}(\lambda)$ is a polynomial function of $\lambda$. Let $q=p /(p-1)$. By the Hölder inequality,

$$
\begin{equation*}
E^{\nu_{x_{0}, y_{0}}^{\lambda}}\left[\psi\left(\Xi\left(b-l_{\xi}\right)\right)\right] \leq p\left(1 / \lambda, x_{0}, y_{0}\right)^{-1} C_{\varepsilon, p}(\lambda) \mu\left(A_{\varepsilon}\right)^{1 / q} \tag{5.35}
\end{equation*}
$$

where

$$
\begin{equation*}
A_{\varepsilon}=\left\{B\left|\Xi\left(\frac{B}{\sqrt{\lambda}}-l_{\xi}\right) \geq \delta_{1},\left|X\left(1, \frac{B}{\sqrt{\lambda}}\right)-y_{0}\right| \leq \varepsilon\right\} .\right. \tag{5.36}
\end{equation*}
$$

By the large deviation estimate for Brownian rough path ([29, 39, 43]), we have

$$
\begin{equation*}
\limsup _{\lambda \rightarrow \infty} \frac{1}{\lambda} \log \mu\left(A_{\varepsilon}\right) \leq-\frac{1}{2} \inf \left\{\|h\|_{\mathrm{H}}^{2}\left|\Xi\left(h-l_{\xi}\right) \geq \delta_{1},\left|X(1, h)-y_{0}\right| \leq \varepsilon\right\}=: J_{\varepsilon} .\right. \tag{5.37}
\end{equation*}
$$

For sufficiently small $\varepsilon$, it holds that $J_{\varepsilon}<-\frac{1}{2} d\left(x_{0}, y_{0}\right)^{2}$ which can be proved by a contradiction. Suppose there exists $h_{\varepsilon} \in \mathrm{H}$ such that $\lim _{\varepsilon \rightarrow 0}\left\|h_{\varepsilon}\right\|_{H} \leq d\left(x_{0}, y_{0}\right)$, $\Xi\left(h_{\varepsilon}-l_{\xi}\right) \geq \delta_{1}$ and
$\left|X\left(1, h_{\varepsilon}\right)-y_{0}\right| \leq \varepsilon$. Let $h_{0}$ be a weak limit point of $h_{\varepsilon}$. Then $\left\|h_{0}\right\|_{\mathrm{H}} \leq d\left(x_{0}, y_{0}\right)$. By Lemma 7.12 in [6], $\Xi\left(h_{0}-l_{\xi}\right)=\lim _{\varepsilon \rightarrow 0} \Xi\left(h_{\varepsilon}-l_{\xi}\right) \geq \delta_{1}$ and $X\left(1, h_{0}\right)=\lim _{\varepsilon \rightarrow 0} X\left(1, h_{\varepsilon}\right)=y_{0}$. By the uniqueness of the minimal geodesic between $x_{0}$ and $y_{0}$, we have $h_{0}=l_{\xi}$. This contradicts $\Xi\left(h_{0}-l_{\xi}\right) \geq \delta_{1}$. Hence there exist $\varepsilon>0$ and $\delta>0$ such that

$$
\begin{equation*}
E^{\nu_{x_{0}, y_{0}}^{\lambda}}\left[\psi\left(\Xi\left(b-l_{\xi}\right)\right)\right] \leq C_{\varepsilon, p}(\lambda) p\left(1 / \lambda, x_{0}, y_{0}\right)^{-1} \exp \left\{-\lambda\left(\frac{d\left(x_{0}, y_{0}\right)^{2}+\delta}{2 q}\right)\right\} . \tag{5.38}
\end{equation*}
$$

Since $\lim _{\lambda \rightarrow \infty} \frac{\lambda^{n / 2} \exp \left(-\lambda d\left(x_{0}, y_{0}\right)^{2} / 2\right)}{p\left(1 / \lambda, x_{0}, y_{0}\right)}$ exists, by taking $p$ sufficiently large, this proved the desired inequality.

We now apply (5.2) to prove the upper bound. Let us fix a positive number $\varepsilon>0$ and choose $\varphi_{\varepsilon} \in \mathrm{L}_{0}^{2} \cap C^{1}\left([0,1], \mathbb{R}^{n}\right)$ with $\left\|\varphi_{\varepsilon}\right\|=1$ such that

$$
\begin{equation*}
\sigma_{1} \leq\left\|S \varphi_{\varepsilon}\right\|^{2} \leq\left\|(I+T) \varphi_{\varepsilon}\right\| \leq \sigma_{1}+\varepsilon . \tag{5.39}
\end{equation*}
$$

This is possible thanks to Lemma 4.1. Note that $\left\|\varphi_{\varepsilon}^{\prime}\right\|_{\infty}$ may diverge when $\varepsilon \rightarrow 0$. Define

$$
\begin{equation*}
F_{\varepsilon}(\gamma)=\sqrt{\lambda}\left(\int_{0}^{1}\left(\varphi_{\varepsilon}(t), d b(t)\right)-\int_{0}^{1}\left(\varphi_{\varepsilon}(t), \xi\right) d t\right) . \tag{5.40}
\end{equation*}
$$

Let $\tilde{F}_{\varepsilon}=F_{\varepsilon} \eta_{1, \kappa} \in H_{0}^{1,2}(\mathcal{D})$. We estimate the numerator of the ratio in (5.2) for $\tilde{F}_{\varepsilon}$. Since the Besov norm is stronger than the supremum norm, we have

$$
\begin{equation*}
\left|\tilde{F}_{\varepsilon}(\gamma)\right| \leq C \sqrt{\lambda} M(\varepsilon) C(\kappa) . \tag{5.41}
\end{equation*}
$$

By (5.29)

$$
\begin{align*}
\left(D_{0} F_{\varepsilon}(\gamma), h\right)_{\mathrm{H}_{0}}= & \sqrt{\lambda} \int_{0}^{1}\left(\varphi_{\varepsilon}(t), h^{\prime}(t)\right) d t+\sqrt{\lambda} \int_{0}^{1}\left(\varphi_{\varepsilon}(t), \int_{0}^{t} \overline{R(\gamma)}_{u}(h(u), \circ d b(u)) \circ d b(t)\right) \\
= & \sqrt{\lambda} \int_{0}^{1}\left(\varphi_{\varepsilon}(t), h^{\prime}(t)\right) d t \\
& +\int_{0}^{1}\left(\int_{t}^{1} \overline{R(\gamma)}_{s}\left(\int_{s}^{1} \varphi_{\varepsilon}(u) d b^{i}(u), \varepsilon_{i}\right) \circ d b(t), h^{\prime}(t)\right) d t \tag{5.42}
\end{align*}
$$

and so we have

$$
\begin{align*}
D_{0} F_{\varepsilon}(\gamma)_{t}^{\prime}= & \sqrt{\lambda} \varphi_{\varepsilon}(t)+\sqrt{\lambda} \int_{t}^{1} \overline{R(\gamma)_{s}}\left(\int_{s}^{1} \varphi_{\varepsilon}(r) d b^{i}(r), \varepsilon_{i}\right) \circ d b(s) \\
& -\sqrt{\lambda} \int_{0}^{1} \int_{t}^{1} \overline{R(\gamma)_{s}}\left(\int_{s}^{1} \varphi_{\varepsilon}(r) d b^{i}(r), \circ \varepsilon_{i}\right)(\circ d b(s)) d t \\
= & \sqrt{\lambda} \varphi_{\varepsilon}(t)-\sqrt{\lambda} \int_{t}^{1} R(s)\left(\int_{0}^{s} \varphi_{\varepsilon}(u) d u\right) d s \\
& +\sqrt{\lambda} \int_{0}^{1} \int_{t}^{1} R(s)\left(\int_{0}^{s} \varphi_{\varepsilon}(u) d u\right) d s d t+I(\lambda)_{t} \\
= & \sqrt{\lambda}(I+T)\left(\varphi_{\varepsilon}\right)(t)+I(\lambda)_{t}, \tag{5.43}
\end{align*}
$$

where $R(s)=\overline{R\left(c_{x_{0}, y_{0}}\right)_{s}}(\cdot, \xi)(\xi)$ and $I(\lambda)_{t}=\left(D_{0} F\right)(X(\cdot, b))_{t}^{\prime}-\left(D_{0} F\right)\left(X\left(\cdot, l_{\xi}\right)\right)_{t}^{\prime}$. Note that we have used $\varphi_{\varepsilon} \in \mathrm{L}_{0}^{2}$ in the above. By (5.25), we have

$$
\begin{equation*}
\sup _{0 \leq t \leq 1}\left|I(\lambda)_{t}\right| \leq \sqrt{\lambda} C(\kappa) M(\varepsilon) \quad \text { if } \eta_{1, \kappa}(\gamma) \neq 0 \tag{5.44}
\end{equation*}
$$

Thus we have

$$
\begin{align*}
\left|D_{0} \tilde{F}_{\varepsilon}(\gamma)\right|^{2}= & \lambda\left|(I+T) \varphi_{\varepsilon}\right|^{2} \eta_{1, \kappa}^{2}+|I(\lambda)|^{2} \eta_{1, \kappa}^{2}+2 \sqrt{\lambda}\left((I+T) \varphi_{\varepsilon}, I(\lambda)\right) \eta_{1, \kappa}^{2} \\
& +F_{\varepsilon}^{2}\left|D_{0} \eta_{1, \kappa}\right|^{2}+2\left(D_{0} F_{\varepsilon}, D_{0} \eta_{1, \kappa}\right) \eta_{1, \kappa} . \tag{5.45}
\end{align*}
$$

By (5.32) and (5.44), we get

$$
\begin{equation*}
\left\|D_{0} \tilde{F}_{\varepsilon}\right\|_{L^{2}\left(\nu_{x_{0}, y_{0}}\right)}^{2} \leq \lambda\left\|(I+T) \varphi_{\varepsilon}\right\|_{L^{2}}^{2}+\lambda C(\kappa) M(\varepsilon)+\lambda C M(\varepsilon) M(\kappa) e^{-C(\kappa) \lambda} \tag{5.46}
\end{equation*}
$$

Combining $\left\|D_{0} \Psi_{\lambda}\right\| \leq C e^{-C^{\prime} \lambda}$, we obtain

$$
\begin{equation*}
\left\|D_{0} \tilde{F}_{\varepsilon}-\left(\tilde{F}_{\varepsilon}, \Psi_{\lambda}\right) D_{0} \Psi_{\lambda}\right\|_{L^{2}\left(\nu_{x_{0}, y_{0}}\right.}^{2} \leq \lambda\left\|(I+T) \varphi_{\varepsilon}\right\|_{L^{2}}^{2}+\lambda C(\kappa) M(\varepsilon)+\lambda M(\varepsilon) M(\kappa) e^{-C(\kappa) \lambda} . \tag{5.47}
\end{equation*}
$$

We next turn to the estimate of the denominator in (5.2) for $\tilde{F}_{\varepsilon}$. To do so, we use COH formula. For large $\lambda>0$, by taking $\kappa$ sufficiently small and combining Lemma 5.2 and Lemma 5.3 (1), we have

$$
\begin{equation*}
\left|\left(J(\gamma)_{\lambda}-J_{0}\right)\left(D_{0} \tilde{F}_{\varepsilon}\right)(\gamma)^{\prime}\right|_{L^{2}(0,1)} \leq \varepsilon\left|D_{0} \tilde{F}_{\varepsilon}(\gamma)^{\prime}\right|_{L^{2}(0,1)} \tag{5.48}
\end{equation*}
$$

Therefore, using $A(\gamma)_{\lambda}=I+J(\gamma)_{\lambda},\left(S^{-1}\right)^{*}=I+J_{0}$ and $\left(S^{-1}\right)^{*}(I+T)=S$, we have

$$
\begin{align*}
& A(\gamma)_{\lambda}\left(D_{0} \tilde{F}_{\varepsilon}(\gamma)^{\prime}\right)_{t} \\
& =\left(S^{-1}\right)^{*}\left(D_{0} \tilde{F}_{\varepsilon}(\gamma)^{\prime}\right)_{t}+\left(J(\gamma)_{\lambda}-J_{0}\right)\left(D_{0} \tilde{F}_{\varepsilon}(\gamma)^{\prime}\right)_{t} \\
& =\sqrt{\lambda}\left(S^{-1}\right)^{*}(I+T) \varphi_{\varepsilon}(t) \eta_{1, \kappa}+\left(S^{-1}\right)^{*} I(\lambda)_{t} \eta_{1, \kappa}+F_{\varepsilon}(\gamma)\left(S^{-1}\right)^{*}\left(D_{0} \eta_{1, \kappa}\right)_{t}^{\prime} \\
& \quad+\left(J(\gamma)_{\lambda}-J_{0}\right)\left(D_{0} \tilde{F}_{\varepsilon}(\gamma)^{\prime}\right)_{t} \\
& =\sqrt{\lambda} S \varphi_{\varepsilon}(t)+I_{2}(\lambda), \tag{5.49}
\end{align*}
$$

and

$$
\begin{align*}
\left.\left\|I_{2}(\lambda)\right\|_{L^{2}\left(\nu_{x_{0}}, y_{0}\right.}\right) \leq & \sqrt{\lambda} M(\varepsilon) e^{-C(\kappa) \lambda}+\sqrt{\lambda} C(\kappa) M(\varepsilon)+\sqrt{\lambda} M(\varepsilon) M(\kappa) e^{-C(\kappa) \lambda} \\
& +\varepsilon \sqrt{\lambda}\left(C+C(\kappa) M(\varepsilon)+M(\varepsilon) M(\kappa) e^{-C(\kappa) \lambda}\right) . \tag{5.50}
\end{align*}
$$

Since $S \varphi_{\varepsilon}(t)$ is a non-random function, from (5.49) and (5.50) and the COH formula (3.29), we obtain

$$
\begin{align*}
\left\|\tilde{F}_{\varepsilon}-E^{\nu_{x_{0}}^{\lambda}, y_{0}}\left[\tilde{F}_{\varepsilon}\right]\right\|_{L^{2}\left(\nu_{x_{0}, y_{0}}^{\lambda}\right)}^{2} \geq & \left\|S \varphi_{\varepsilon}\right\|^{2}-C(\kappa) M(\varepsilon)-M(\varepsilon) M(\kappa) e^{-C(\kappa) \lambda} \\
& -\varepsilon\left(C+C(\kappa) M(\varepsilon)+M(\varepsilon) M(\kappa) e^{-C(\kappa) \lambda}\right) . \tag{5.51}
\end{align*}
$$

## Using Lemma 5.1,

$$
\begin{align*}
\left\|\tilde{F}_{\varepsilon}-\left(\tilde{F}_{\varepsilon}, \Psi_{\lambda}\right) \Psi_{\lambda}\right\|_{L^{2}\left(\nu_{x_{0}, y_{0}}^{\lambda}\right)}^{2}= & \left\|\tilde{F}_{\varepsilon}-\left(\tilde{F}_{\varepsilon}, 1\right)\right\|_{L^{2}}^{2}-2\left(\tilde{F}_{\varepsilon}-\left(\tilde{F}_{\varepsilon}, \Psi_{\lambda}\right),\left(\tilde{F}_{\varepsilon}, \Psi_{\lambda}\right)\left(\Psi_{\lambda}-1\right)\right) \\
& +\left(\tilde{F}_{\varepsilon}, 1-\Psi_{\lambda}\right)^{2}+\left(\tilde{F}_{\varepsilon}, \Psi_{\lambda}\right)^{2}\left\|1-\Psi_{\lambda}\right\|^{2} \\
\geq & \left\|\tilde{F}_{\varepsilon}-\left(\tilde{F}_{\varepsilon}, 1\right)\right\|_{L^{2}}^{2}-M(\varepsilon) M(\kappa) e^{-C^{\prime} \lambda} \tag{5.52}
\end{align*}
$$

Now we set $\varepsilon$ sufficiently small and next $\kappa$ sufficiently small. By using the estimates (5.47), (5.51), (5.52) and (5.39), we obtain for large $\lambda$,

$$
\begin{align*}
\frac{\left\|D_{0} \tilde{F}_{\varepsilon}-\left(\tilde{F}_{\varepsilon}, \Psi_{\lambda}\right) D_{0} \Psi_{\lambda}\right\|_{L^{2}\left(\nu_{x_{0}, y_{0}}^{\lambda}\right)}^{2}}{\left\|\tilde{F}_{\varepsilon}-\left(\tilde{F}_{\varepsilon}, \Psi_{\lambda}\right) \Psi_{\lambda}\right\|_{L^{2}\left(\nu_{x_{0}, y_{0}}^{\lambda}\right)}^{2}} & \leq \frac{\lambda\left\|(I+T) \varphi_{\varepsilon}\right\|_{L^{2}}^{2}+\lambda \varepsilon+\lambda M(\varepsilon) M(\kappa) e^{-C(\kappa) \lambda}}{\left\|S \varphi_{\varepsilon}\right\|_{L^{2}}^{2}-C \varepsilon-M(\varepsilon) M(\kappa) e^{-C(\kappa) \lambda}} \\
& \leq \frac{\lambda\left(\sigma_{1}+\varepsilon\right)^{2}+\lambda \varepsilon+\lambda M(\varepsilon) M(\kappa) e^{-C(\kappa) \lambda}}{\sigma_{1}-C \varepsilon-M(\varepsilon) M(\kappa) e^{-C(\kappa) \lambda}} \tag{5.53}
\end{align*}
$$

This completes the proof of the upper bound.
We next prove lower bound estimate. Take $F \in H_{0}^{1,2}(\mathcal{D})$ such that $\|F\|_{L^{2}\left(\nu_{x_{0}, y_{0}}^{\lambda}\right)}=1$ and $\left(F, \eta_{1, \kappa}\right)=0$. By the IMS localization formula,

$$
\begin{equation*}
\mathcal{E}(F, F)=\sum_{i=1,2} \mathcal{E}\left(F \eta_{i, \kappa}, F \eta_{i, \kappa}\right)-\sum_{i=1,2} E^{\nu_{x_{0}, y_{0}}^{\lambda}}\left[\left|D_{0} \eta_{i, \kappa}\right|^{2} F^{2}\right] \tag{5.54}
\end{equation*}
$$

For any $\varepsilon>0$, by taking $\kappa$ sufficiently small and large $\lambda$, by Lemma 3.10 (1), Lemma 5.2, Lemma 5.3,

$$
\begin{align*}
& \left\|F \eta_{1, \kappa}-E^{\nu_{x_{0}, y_{0}}^{\lambda}}\left[F \eta_{1, \kappa}\right]\right\|_{L^{2}\left(\nu_{x_{0}, y_{0}}^{\lambda}\right)}^{2} \\
& \quad \leq \frac{\left(\left\|\left(S^{-1}\right)^{*}\right\|_{o p}+C \varepsilon\right)^{2}}{\lambda} E^{\nu_{x_{0}, y_{0}}^{\lambda}}\left[\left|D_{0}\left(F \eta_{1, \kappa}\right)\right|^{2}\right] . \tag{5.55}
\end{align*}
$$

Thus we have

$$
\begin{equation*}
\left\|F \eta_{1, \kappa}\right\|_{L^{2}\left(\nu_{x_{0}, y_{0}}^{\lambda}\right)}^{2} \leq \frac{\left(\left\|\left(S^{-1}\right)^{*}\right\|_{o p}+C \varepsilon\right)^{2}}{\lambda} E^{\nu_{x_{0}, y_{0}}^{\lambda}}\left[\left|D_{0}\left(F \eta_{1, \kappa}\right)\right|^{2}\right] \tag{5.56}
\end{equation*}
$$

Now we estimate the Dirichlet norm of $F \eta_{2, \kappa}$. The log-Sobolev inequality (3.31) implies that there exists a positive constant $C$ such that for any $F \in H_{0}^{1,2}(\mathcal{D})$ and bounded measurable function $V$ on $P_{x_{0}, y_{0}}(M)$,

$$
\begin{equation*}
\mathcal{E}(F, F)+E^{\nu_{x_{0}, y_{0}}^{\lambda}}\left[\lambda^{2} V F^{2}\right] \geq-\frac{\lambda}{C} \log E^{\nu_{x_{0}, y_{0}}^{\lambda}}\left[e^{-C \lambda V}\right]\|F\|_{L^{2}\left(\nu_{x_{0}, y_{0}}^{\lambda}\right)}^{2} . \tag{5.57}
\end{equation*}
$$

See Theorem 7 in [33]. Also see Lemma 6.1 in the present paper. Let $\delta$ be a sufficiently small positive number and define $V(\gamma)=\delta 1_{\eta_{2, \kappa} \neq 0}(\gamma)$, where $1_{A}$ denotes the indicator function of a set
A. By (5.57), there exists $\delta^{\prime}>0$ such that

$$
\begin{align*}
& \mathcal{E}\left(F \eta_{2, \kappa}, F \eta_{2, \kappa}\right) \\
& \quad=\mathcal{E}\left(F \eta_{2, \kappa}, F \eta_{2, \kappa}\right)-\lambda^{2} E^{\nu_{x_{0}, y_{0}}^{\lambda}}\left[V\left(F \eta_{2, \kappa}\right)^{2}\right]+\lambda^{2} E^{\nu \nu_{x_{0}, y_{0}}^{\lambda}}\left[V\left(F \eta_{2, \kappa}\right)^{2}\right] \\
& \left.\quad \geq-\frac{\lambda}{C} \log E^{\nu_{x_{0}, y_{0}}^{\lambda}}\left[e^{C \lambda V}\right]\left\|F \eta_{2, \kappa}\right\|_{L^{2}\left(\nu_{x_{0}}, y_{0}\right)}^{2}+\lambda^{2} \delta\left\|F \eta_{2, \kappa}\right\|_{L^{2}\left(\nu_{x_{0}, y_{0}}^{\lambda}\right)}^{2}\right) \\
& \left.\quad \geq-\frac{\lambda}{C} \log \left(1+e^{-\lambda \delta^{\prime}}\right)\left\|F \eta_{2, \kappa}\right\|_{L^{2}\left(\nu \nu_{x_{0}, y_{0}}\right.}^{2}+\lambda^{2} \delta\left\|F \eta_{2, \kappa}\right\|_{L^{2}\left(\nu_{x_{0}, y_{0}}^{\lambda}\right)}^{2}\right) \\
& \quad \geq\left(\lambda^{2} \delta-C \lambda e^{-\lambda \delta^{\prime}}\right)\left\|F \eta_{2, \kappa}\right\|_{L^{2}\left(\nu_{x_{0}, y_{0}}^{\lambda}\right)}^{2}, \tag{5.58}
\end{align*}
$$

where in the third inequality we have used the estimate (5.32).
By the estimates (5.31), (5.56), (5.58) and the fact that $\left\|F \eta_{1, \kappa}\right\|_{L^{2}\left(\nu_{\left.x_{0}, y_{0}\right)}^{2}\right.}^{2}+\left\|F \eta_{2, \kappa}\right\|_{L^{2}\left(\nu_{x_{0}, y_{0}}\right)}^{2}=$ 1 , we get

$$
\begin{equation*}
\mathcal{E}^{\lambda}(F, F) \geq \lambda \min \left(\left(\left\|\left(S^{-1}\right)^{*}\right\|_{o p}+C \varepsilon\right)^{-2}, \lambda \delta-C e^{-\lambda \delta^{\prime}}\right)-M(\kappa) . \tag{5.59}
\end{equation*}
$$

By the definition of $e_{D i r, 2, \mathcal{D}}^{\lambda}$, this completes the proof.
Remark 5.4. Eberle [23] defined a local spectral gap on $\mathcal{D}$ by

$$
\begin{equation*}
e_{E}^{\lambda}=\inf _{F(\neq 0) \in H_{0}^{1,2}(\mathcal{D})} \frac{\int_{\mathcal{D}}\left|D_{0} F\right|^{2} d \nu_{x_{0}, y_{0}}^{\lambda}}{\int_{\mathcal{D}}\left(F-\frac{1}{\nu_{x_{0}, y_{0}}^{\lambda}(\mathcal{D})} \int_{\mathcal{D}} F d \nu_{x_{0}, y_{0}}^{\lambda}\right)^{2} d \nu_{x_{0}, y_{0}}^{\lambda}} . \tag{5.60}
\end{equation*}
$$

When $\mathcal{D}$ satisfies conditions (1), (2) in Theorem 3.2, the above proof shows also that

$$
\begin{equation*}
\lim _{\lambda \rightarrow \infty} \frac{e_{E}^{\lambda}}{\lambda}=\sigma_{1} \tag{5.61}
\end{equation*}
$$

Actually, $e_{E}^{\lambda}$ is more related to $e_{2}^{\lambda}$ than $e_{D i r, 2, \mathcal{D}}^{\lambda}$. We cannot expect the existence of the spectral gap in general as we already mentioned. However, the weak Poincaré inequality does hold on the loop space over a simply connected compact Riemannian manifold. We refer the reader to [15] and references therein for the weak Poincaré inequality.

## 6 A proof of existence of spectral gap

We consider the following setting. Let $(\Omega, \mathfrak{F}, \nu)$ be a probability space and consider a Dirichlet form $(\mathcal{E}, \mathcal{F})$ defined on $L^{2}(\Omega, \nu)$. We assume the existence of square field operator $\Gamma$ such that

$$
\mathcal{E}(F, F)=\int_{\Omega} \Gamma(F, F) d \nu, \quad F \in \mathcal{F} .
$$

Also we assume $1 \in \mathcal{F}$ and the diffusion property. That is, for any $\varphi \in C_{b}^{1}(\mathbb{R})$ and $F \in \mathcal{F}$, it holds that $\varphi(F) \in \mathcal{F}$ and

$$
\begin{equation*}
\Gamma(\varphi(F), \varphi(F))=\Gamma(F, F) \varphi^{\prime}(F)^{2} . \tag{6.1}
\end{equation*}
$$

We write $\Gamma(F)=\Gamma(F, F)$. We already used the following well known estimate ([33]).

Lemma 6.1. Suppose that for any $F \in \mathcal{F}$,

$$
\begin{equation*}
\int_{\Omega} F(w)^{2} \log \left(F(w)^{2} /\|F\|_{L^{2}(\nu)}^{2}\right) d \nu \leq \alpha \mathcal{E}(F, F) \tag{6.2}
\end{equation*}
$$

Then for any bounded measurable function $V$, we have

$$
\begin{equation*}
\mathcal{E}(F, F)+\int_{\Omega} V(w) F(w)^{2} d \nu(w) \geq-\frac{1}{\alpha} \log \left(\int_{\Omega} e^{-\alpha V(\omega)} d \nu(\omega)\right)\|F\|_{L^{2}(\nu)}^{2} \quad \text { for any } F \in \mathcal{F} \tag{6.3}
\end{equation*}
$$

Note that in the above lemma, $(\mathcal{E}, \mathcal{F})$ is not necessarily a closed form and the lemma holds for any bilinear form $(\mathcal{E}, \mathcal{F})$ satisfying the logarithmic Sobolev inequality (6.2). The spectral gap $e_{2}$ is defined by

$$
e_{2}=\inf \left\{\mathcal{E}(F, F) \mid\|F\|_{L^{2}(\nu)}=1, \int_{\Omega} F(w) d \nu(w)=0, F \in \mathcal{F}\right\}
$$

Theorem 6.2. Let $\mathcal{F}_{0}$ be a dense linear subset of $\mathcal{F}$ with respect to $\mathcal{E}_{1}$-norm. Suppose that there exist positive numbers $\alpha, \beta, r_{0}$ and $\rho \in \mathcal{F}$ such that $\Gamma(\rho)(w) \leq 1 \nu$-a.s. $w$ and

$$
\begin{gather*}
\int_{\Omega} F(w)^{2} \log \left(F(w)^{2} /\|F\|_{L^{2}(\nu)}^{2}\right) d \nu \leq \alpha \int_{\Omega} \rho(w)^{2} \Gamma(F, F)(w) d \nu(w), \quad \text { for all } F \in \mathcal{F}_{0}  \tag{6.4}\\
\nu(\rho \geq r) \leq e^{-\beta r^{2}}, \quad \text { for all } r \geq r_{0} \tag{6.5}
\end{gather*}
$$

Then

$$
\begin{equation*}
e_{2} \geq \frac{1}{4} \min \left(\frac{1}{8 \alpha R\left(\alpha, \beta, r_{0}\right)^{2}}, \frac{\beta}{36 \alpha}\right) \tag{6.6}
\end{equation*}
$$

where

$$
\begin{equation*}
R\left(\alpha, \beta, r_{0}\right)=\max \left(\sqrt{\frac{2}{\beta}}, \frac{192 \alpha}{\sqrt{\beta}}, 48 \sqrt{\frac{\alpha}{\beta}}, r_{0}\right) . \tag{6.7}
\end{equation*}
$$

Proof. Let $R \geq r_{0}$. We consider the partition of unity $\left\{\chi_{k}\right\}_{k \geq 0}$ on $[0, \infty)$ such that
(i) $\chi_{k}$ is a $C^{1}$ function,
(ii) $\chi_{0}(u)=1$ for $0 \leq u \leq R$ and $\chi_{0}(u)=0$ for $u \geq 2 R$,
(iii) $\operatorname{supp} \chi_{k} \subset[R k, R(k+2)] \quad(k \geq 1)$,
(iv) $\sum_{k=0}^{\infty} \chi_{k}(u)^{2}=1$ for all $u \geq 0$.
(v) $\sup _{k, u}\left|\chi_{k}^{\prime}(u)\right| \leq \frac{2}{R}$,

Define $\tilde{\chi}_{k}(w)=\chi_{k}(\rho(w))$. Let $F \in \mathcal{F}_{0}$ and assume $\|F\|_{L^{2}(\nu)}=1$ and $\int_{\Omega} F(w) d \nu(w)=0$. By the IMS localization formula, we have

$$
\begin{equation*}
\mathcal{E}(F, F)=\sum_{k=0}^{\infty} \mathcal{E}\left(F \tilde{\chi}_{k}, F \tilde{\chi}_{k}\right)-\sum_{k=0}^{\infty} \int_{\Omega} \Gamma\left(\tilde{\chi}_{k}\right) F^{2} d \nu \geq \sum_{k=0}^{\infty} \mathcal{E}\left(F \tilde{\chi}_{k}, F \tilde{\chi}_{k}\right)-\frac{8}{R^{2}} \int_{\rho \geq R} F^{2} d \nu \tag{6.8}
\end{equation*}
$$

We estimate each term $\mathcal{E}\left(F \tilde{\chi}_{k}, F \tilde{\chi}_{k}\right)$. First, we estimate $\mathcal{E}\left(F \tilde{\chi}_{0}, F \tilde{\chi}_{0}\right)$. We have

$$
\begin{equation*}
\left|\int_{\Omega} F(w) \tilde{\chi}_{0}(w) d \nu(w)\right|=\left|\int_{\Omega} F(w)\left(\tilde{\chi}_{0}(w)-1\right) d \nu(w)\right| \leq \nu(\rho \geq R)^{1 / 2} \leq e^{-\beta R^{2} / 2} . \tag{6.9}
\end{equation*}
$$

The log-Sobolev inequality implies the Poincaré inequality and we have

$$
\begin{equation*}
\mathcal{E}\left(F \tilde{\chi}_{0}, F \tilde{\chi}_{0}\right) \geq \frac{1}{2 \alpha R^{2}}\left(\left\|F \tilde{\chi}_{0}\right\|_{L^{2}(\nu)}^{2}-e^{-\beta R^{2}}\right) . \tag{6.10}
\end{equation*}
$$

Next we estimate $\mathcal{E}\left(F \tilde{\chi}_{k}, F \tilde{\chi}_{k}\right)$ for $k \geq 1$. Let $\phi_{k}(w)=1_{[R k, R(k+2)]}(\rho(w))$ and $\delta>0$. Then by (6.4) and Lemma 6.1,

$$
\begin{align*}
\mathcal{E}\left(F \tilde{\chi}_{k}, F \tilde{\chi}_{k}\right)= & \mathcal{E}\left(F \tilde{\chi}_{k}, F \tilde{\chi}_{k}\right)-\int_{\Omega} \delta \phi_{k}(w)\left(F \tilde{\chi}_{k}\right)^{2}(w) d \nu(w)+\int_{\Omega} \delta \phi_{k}(w)\left(F \tilde{\chi}_{k}\right)^{2}(w) d \nu(w) \\
\geq & -\frac{1}{\alpha R^{2}(k+2)^{2}} \log \left(\int_{\Omega} e^{\alpha \delta R^{2}(k+2)^{2} \phi_{k}(w)} d \nu(w)\right)\left\|F \tilde{\chi}_{k}\right\|_{L^{2}(\nu)}^{2} \\
& +\delta\left\|F \tilde{\chi}_{k}\right\|_{L^{2}(\nu)}^{2} . \tag{6.11}
\end{align*}
$$

By the tail estimate of $\rho$, we have

$$
\begin{equation*}
\int_{\Omega} e^{\alpha \delta R^{2}(k+2)^{2} \phi_{k}(w)} d \nu(w) \leq 1+e^{\alpha \delta R^{2}(k+2)^{2}-\beta(R k)^{2}} . \tag{6.12}
\end{equation*}
$$

Hence

$$
\begin{equation*}
\mathcal{E}\left(F \tilde{\chi}_{k}, F \tilde{\chi}_{k}\right) \geq\left(\delta-\frac{\exp \left\{\left(\alpha \delta(k+2)^{2}-\beta k^{2}\right) R^{2}\right\}}{\alpha R^{2}(k+2)^{2}}\right)\left\|F \tilde{\chi}_{k}\right\|_{L^{2}(\nu)}^{2} . \tag{6.13}
\end{equation*}
$$

For simplicity, we write

$$
\begin{equation*}
G(\delta, \alpha, \beta, R)=\delta-\sup _{k \geq 1} \frac{\exp \left\{\left(\alpha \delta(k+2)^{2}-\beta k^{2}\right) R^{2}\right\}}{\alpha R^{2}(k+2)^{2}} . \tag{6.14}
\end{equation*}
$$

Summing the both sides in the inequalities (6.10), (6.13) and by using the property (iv), we obtain the following inequality

$$
\begin{equation*}
\mathcal{E}(F, F) \geq \min \left(\frac{1}{2 \alpha R^{2}}, G(\delta, \alpha, \beta, R)\right)-\frac{e^{-\beta R^{2}}}{2 \alpha R^{2}}-\frac{8}{R^{2}} \int_{\rho \geq R} F^{2} d \nu \tag{6.15}
\end{equation*}
$$

which is denoted by $I(\delta, \alpha, \beta, R)$. If $\frac{1}{2 \alpha}>8$, this inequality with large $R$ and small $\delta$ implies the existence of spectral gap. In general, we need more considerations. Since $\sum_{k=1}^{\infty}\left\|F \tilde{\chi}_{k}\right\|_{L^{2}(\nu)}^{2} \geq$ $\int_{\rho \geq 2 R} F(w)^{2} d \nu(w)$, by (6.8) and (6.13),

$$
\begin{equation*}
\mathcal{E}(F, F) \geq G(\delta, \alpha, \beta, R) \int_{\rho \geq 2 R} F^{2}(w) d \nu(w)-\frac{8}{R^{2}} . \tag{6.16}
\end{equation*}
$$

Let $0 \leq \varepsilon \leq 1$. Multiplying both sides on the inequality $I(\delta, \alpha, \beta, 2 R)$ by $1-\varepsilon$ and the both sides on (6.16) by $\varepsilon$ and taking summation, we obtain

$$
\begin{align*}
\mathcal{E}(F, F) & \geq(1-\varepsilon) \min \left(\frac{1}{8 \alpha R^{2}}, G(\delta, \alpha, \beta, 2 R)\right) \\
& -\frac{(1-\varepsilon) e^{-4 \beta R^{2}}}{8 \alpha R^{2}}-\frac{8 \varepsilon}{R^{2}}+\left(\varepsilon G(\delta, \alpha, \beta, R)-\frac{2(1-\varepsilon)}{R^{2}}\right) \int_{\rho \geq 2 R} F^{2}(w) d \nu(w) . \tag{6.17}
\end{align*}
$$

Now let $\delta=\frac{\beta}{18 \alpha}$. Then by an elementary calculation,

$$
\begin{equation*}
G(\delta, \alpha, \beta, R) \geq \frac{\beta}{18 \alpha}-\frac{e^{-\beta R^{2} / 2}}{9 \alpha R^{2}} \tag{6.18}
\end{equation*}
$$

Hence, if

$$
\begin{equation*}
\frac{\beta}{18 \alpha} \geq \frac{e^{-\beta R^{2} / 2}}{9 \alpha R^{2}}+\frac{2(1-\varepsilon)}{R^{2} \varepsilon} \tag{6.19}
\end{equation*}
$$

then

$$
\begin{equation*}
\mathcal{E}(F, F) \geq(1-\varepsilon) \min \left(\frac{1}{8 \alpha R^{2}}, \frac{\beta}{18 \alpha}-\frac{e^{-2 \beta R^{2}}}{36 \alpha R^{2}}\right)-\frac{(1-\varepsilon) e^{-4 \beta R^{2}}}{8 \alpha R^{2}}-\frac{8 \varepsilon}{R^{2}} \tag{6.20}
\end{equation*}
$$

By choosing $\varepsilon, R$ appropriately, we give a lower bound for $\mathcal{E}(F, F)$. First, let us choose $\varepsilon$ such that

$$
\begin{equation*}
\varepsilon=\min \left(\frac{1}{2}, \frac{1}{512 \alpha}\right) \tag{6.21}
\end{equation*}
$$

We next choose $R$ such that

$$
\begin{equation*}
\max \left(\frac{e^{-\beta R^{2} / 2}}{9 \alpha R^{2}}, \frac{2}{R^{2} \varepsilon}\right) \leq \frac{\beta}{36 \alpha} \tag{6.22}
\end{equation*}
$$

This condition is equivalent to

$$
\begin{equation*}
e^{-\beta R^{2} / 2} \leq \frac{1}{4} \beta R^{2}, \quad R^{2} \geq \frac{72 \alpha}{\beta \varepsilon} \tag{6.23}
\end{equation*}
$$

Under this condition, the inequality (6.19) holds and by using (6.20), we have

$$
\begin{equation*}
\mathcal{E}(F, F) \geq \frac{1}{2} \min \left(\frac{1}{8 \alpha R^{2}}, \frac{\beta}{36 \alpha}\right)-\frac{e^{-4 \beta R^{2}}}{8 \alpha R^{2}}-\frac{8 \varepsilon}{R^{2}} \tag{6.24}
\end{equation*}
$$

Furthermore, we restrict $R$ so that

$$
\begin{equation*}
\max \left(\frac{e^{-4 \beta R^{2}}}{8 \alpha R^{2}}, \frac{8 \varepsilon}{R^{2}}\right) \leq \frac{1}{8} \min \left(\frac{1}{8 \alpha R^{2}}, \frac{\beta}{36 \alpha}\right) \tag{6.25}
\end{equation*}
$$

This condition is equivalent to

$$
\begin{equation*}
e^{-2 \beta R^{2}} \leq \frac{1}{8}, \quad e^{-4 \beta R^{2}} \leq \frac{\beta R^{2}}{36}, \quad \varepsilon \leq \frac{1}{512 \alpha}, \quad R^{2} \geq \frac{48^{2} \alpha}{\beta} \varepsilon \tag{6.26}
\end{equation*}
$$

Thus, (6.22) and (6.25) hold if

$$
\begin{equation*}
R \geq \max \left(\sqrt{\frac{2}{\beta}}, 48 \sqrt{\frac{\alpha}{\beta}}, \sqrt{\frac{72 \alpha}{\beta \varepsilon}}\right) . \tag{6.27}
\end{equation*}
$$

Combining the inequalities (6.24) and (6.25), we obtain the desired estimate.

## 7 Proof of Theorem 3.6

We prove Theorem 3.6 by using the argument in the proof of Theorem 3.2 and Theorem 6.2. To this end, we need a tail estimate of $\rho_{y_{0}}(\gamma)$.

Lemma 7.1. Let $M$ be an n-dimensional rotationally symmetric Riemannian manifold with a pole $y_{0}$. Suppose $\left\|\varphi^{\prime}\right\|_{\infty}<\infty$ and Assumption A is satisfied. Let $\lambda_{0}>0$. Let $\rho_{y_{0}}(\gamma)=$ $1+\max _{0 \leq t \leq 1} d\left(y_{0}, \gamma(t)\right)$. Then there exists a positive constant $r_{0}$ which depends on $\varphi, \lambda_{0}$, $d\left(x_{0}, y_{0}\right)$ and the dimension $n$ and a positive constant $C_{2}$ which depends only on $n$ such that

$$
\begin{equation*}
\nu_{x_{0}, y_{0}}^{\lambda}\left(\rho_{y_{0}}(\gamma) \geq r\right) \leq e^{-C_{2} \lambda r^{2}} \quad \text { for all } r \geq r_{0} \text { and } \lambda \geq \lambda_{0} . \tag{7.1}
\end{equation*}
$$

Proof. Let $z_{0}$ be a point either $x_{0}$ or $y_{0}$. Let $X_{t}$ be the Brownian motion starting at $z_{0}$ on $M$ whose generator is $\Delta /(2 \lambda)$. First, we give a tail estimate for $\rho_{y_{0}}$ with respect to $\nu_{z_{0}}^{\lambda}$. Let $Y_{t}=d\left(X_{t}, y_{0}\right)$. Note that $\Delta_{x} d\left(x, y_{0}\right)=(n-1)\left(\frac{1}{d\left(x, y_{0}\right)}+\varphi^{\prime}\left(d\left(x, y_{0}\right)\right)\right)$ and $\left|\nabla_{x} d\left(x, y_{0}\right)\right|=1$. By the Itô formula, we have

$$
\begin{equation*}
Y_{t}=d\left(z_{0}, y_{0}\right)+\frac{1}{\sqrt{\lambda}} B_{t}+\int_{0}^{t} \frac{n-1}{2 \lambda}\left(\frac{1}{Y_{s}}+\varphi^{\prime}\left(Y_{s}\right)\right) d s \tag{7.2}
\end{equation*}
$$

Here $B_{t}$ is 1-dimensional standard Brownian motion. We can rewrite this equation as

$$
\begin{align*}
\sqrt{\lambda} Y_{t}= & \sqrt{\lambda} d\left(z_{0}, y_{0}\right)+B_{t}+\frac{n-1}{2 \sqrt{\lambda}}\left\|\varphi^{\prime}\right\|_{\infty} t+\int_{0}^{t} \frac{n-1}{2 \sqrt{\lambda} Y_{s}} d s \\
& +\int_{0}^{t} \frac{n-1}{2 \sqrt{\lambda}}\left(\varphi^{\prime}\left(Y_{s}\right)-\left\|\varphi^{\prime}\right\|_{\infty}\right) d s . \tag{7.3}
\end{align*}
$$

Let $\tilde{Z}_{t}$ be the strong solution to the SDE:

$$
\begin{equation*}
\tilde{Z}_{t}=\sqrt{\lambda} d\left(z_{0}, y_{0}\right)+B_{t}+\frac{n-1}{2 \sqrt{\lambda}}\left\|\varphi^{\prime}\right\|_{\infty} t+\int_{0}^{t} \frac{n-1}{2 \tilde{Z}_{s}} d s \tag{7.4}
\end{equation*}
$$

where $B_{t}$ is the same Brownian motion as in (7.3). Then by the comparison theorem of 1 dimensional SDE (see Chapter VI in [38]), we see

$$
\begin{equation*}
\sqrt{\lambda} Y_{t} \leq \tilde{Z}_{t} \quad t \geq 0 . \tag{7.5}
\end{equation*}
$$

Let us define $\hat{Z}_{t}=\tilde{Z}_{t}-\frac{n-1}{2 \sqrt{\lambda}}\left\|\varphi^{\prime}\right\|_{\infty} t$. Then $\hat{Z}_{t}$ satisfies the SDE

$$
\begin{equation*}
\hat{Z}_{t}=\sqrt{\lambda} d\left(z_{0}, y_{0}\right)+\int_{0}^{t} \frac{n-1}{2} \frac{1}{\hat{Z}_{s}+\frac{n-1}{2 \sqrt{\lambda}}\left\|\varphi^{\prime}\right\| s} d s+B_{t} . \tag{7.6}
\end{equation*}
$$

Now consider the $n-1$ dimensional Bessel process $Z_{t}$ as the strong solution of the SDE:

$$
\begin{equation*}
Z_{t}=\sqrt{\lambda} d\left(z_{0}, y_{0}\right)+\int_{0}^{t} \frac{n-1}{2} \frac{1}{Z_{s}} d s+B_{t} . \tag{7.7}
\end{equation*}
$$

Again by the comparison theorem, we have

$$
\begin{equation*}
\hat{Z}_{t} \leq Z_{t} \quad t \geq 0 \tag{7.8}
\end{equation*}
$$

The law of $\left\{Z_{t}\right\}_{t \geq 0}$ is the same as the law of $\left\{\left|B_{t}^{(n)}+\sqrt{\lambda} d\left(z_{0}, y_{0}\right) \mathbf{e}\right|\right\}$, where $B^{(n)}$ is the standard Brownian motion starting at 0 and $\mathbf{e}$ is the unit vector in $\mathbb{R}^{n}$. Thus, for any $r>0$, we have

$$
\begin{align*}
P\left(\max _{0 \leq t \leq 1} Y_{t} \geq r\right) & \leq P\left(\max _{0 \leq t \leq 1}\left|B_{t}^{(n)}+\sqrt{\lambda} d\left(z_{0}, y_{0}\right) \mathbf{e}\right|+\frac{n-1}{2 \sqrt{\lambda}}\left\|\varphi^{\prime}\right\|_{\infty} \geq \sqrt{\lambda} r\right) \\
& \leq P\left(\max _{0 \leq t \leq 1}\left|B_{t}^{(n)}\right| \geq \sqrt{\lambda}\left(r-d\left(z_{0}, y_{0}\right)-\frac{n-1}{2 \lambda}\left\|\varphi^{\prime}\right\|_{\infty}\right)\right) \tag{7.9}
\end{align*}
$$

Let $C_{n}=E\left[\max _{0 \leq t \leq 1}\left|B_{t}^{(n)}\right|\right]$. Then there exists $C>0$ such that for any $r>C_{n}$,

$$
\begin{equation*}
P\left(\max _{0 \leq t \leq 1}\left|B_{t}^{(n)}\right| \geq r\right) \leq C \exp \left(-\frac{1}{2}\left(r-C_{n}\right)^{2}\right) \tag{7.10}
\end{equation*}
$$

Hence, if $r>d\left(z_{0}, y_{0}\right)+\frac{n-1}{2 \lambda}\left\|\varphi^{\prime}\right\|_{\infty}+\frac{C_{n}}{\sqrt{\lambda}}$, then

$$
\begin{equation*}
P\left(\max _{0 \leq t \leq 1} Y_{t} \geq r\right) \leq C \exp \left[-\frac{\lambda}{2}\left(r-d\left(z_{0}, y_{0}\right)-\frac{n-1}{2 \lambda}\left\|\varphi^{\prime}\right\|_{\infty}-\frac{C_{n}}{\sqrt{\lambda}}\right)^{2}\right] \tag{7.11}
\end{equation*}
$$

This shows that there exists $r_{0}>0$ which depends only on $d\left(z_{0}, y_{0}\right), \lambda_{0}$ and a positive constant $C$ such that

$$
\begin{equation*}
\nu_{z_{0}}^{\lambda}\left(\rho_{y_{0}}(\gamma) \geq r\right) \leq e^{-\lambda C r^{2}} \quad \text { for all } r \geq r_{0} \tag{7.12}
\end{equation*}
$$

The tail estimate for $\nu_{x_{0}, y_{0}}^{\lambda}$ can be proved by using the absolute continuity of $\nu_{x_{0}, y_{0}}^{\lambda}$ with respect to $\nu_{x_{0}}^{\lambda}$ up to time $t<1$. The density is given by

$$
\begin{equation*}
\left.\frac{d \nu_{x_{0}, y_{0}}^{\lambda}}{d \nu_{x_{0}}^{\lambda}}(\gamma)\right|_{\mathfrak{F} t}=\frac{p\left(\frac{1-t}{\lambda}, y_{0}, \gamma(t)\right)}{p\left(\frac{1}{\lambda}, y_{0}, x_{0}\right)}=\varphi_{x_{0}, y_{0}}(t, \gamma) \tag{7.13}
\end{equation*}
$$

Recall that Gaussian upper bound holds for all $0<t \leq 1$ and $x, y \in M$,

$$
\begin{equation*}
p(t, x, y) \leq C^{\prime} t^{-n / 2} e^{-C^{\prime \prime} d(x, y)^{2} / t} \tag{7.14}
\end{equation*}
$$

By Varadhan's heat kernel estimate, for any $\varepsilon>0$, we have for sufficiently large $\lambda$,

$$
\begin{equation*}
p\left(1 / \lambda, y_{0}, x_{0}\right) \geq e^{-\lambda \frac{d\left(y_{0}, x_{0}\right)^{2}+\varepsilon}{2}} \tag{7.15}
\end{equation*}
$$

By using these estimates, we obtain

$$
\begin{equation*}
\varphi_{x_{0}, y_{0}}\left(\frac{1}{2}, \gamma\right) \leq C^{\prime} \lambda^{n / 2} e^{\frac{\lambda}{2}\left(d\left(x_{0}, y_{0}\right)^{2}+\varepsilon\right)} \tag{7.16}
\end{equation*}
$$

This estimate and (7.12) implies that

$$
\begin{equation*}
\nu_{x_{0}, y_{0}}^{\lambda}\left(1+\max _{0 \leq t \leq 1 / 2} d\left(y_{0}, \gamma(t)\right) \geq r\right) \leq C^{\prime} \lambda^{n / 2} e^{\frac{\lambda}{2}\left(d\left(x_{0}, y_{0}\right)^{2}+\varepsilon\right)-\lambda C r^{2}} \quad \text { for all } r \geq r_{0} \tag{7.17}
\end{equation*}
$$

Since

$$
\begin{equation*}
\nu_{x_{0}, y_{0}}^{\lambda}\left(1+\max _{1 / 2 \leq t \leq 1} d\left(y_{0}, \gamma(t)\right) \geq r\right)=\nu_{y_{0}, x_{0}}^{\lambda}\left(1+\max _{0 \leq t \leq 1 / 2} d\left(y_{0}, \gamma(t)\right) \geq r\right) \tag{7.18}
\end{equation*}
$$

using (7.12) with $z_{0}=y_{0}$, similarly, we obtain the desired tail estimate for $\rho_{y_{0}}$ under $\nu_{x_{0}, y_{0}}^{\lambda}$.

Proof of Theorem 3.6. Let $\lambda_{0}>0$ and consider a positive number $\lambda \geq \lambda_{0}$. By Lemma 7.1, the assumptions in Theorem 6.2 are valid for $\rho=\rho_{y_{0}}, \alpha=C_{1} / \lambda, \beta=C_{2} \lambda$ and $r_{0}$. Hence Theorem 6.2 implies $e_{2}^{\lambda}>0$ for all $\lambda>0$. We need to prove the asymptotic behavior (3.15). We argue similarly to the proof of Theorem 6.2. That is, we use the same functions there and choose $R, \delta, \varepsilon$ which were defined there. Let $F \in \mathcal{F C}_{b}^{\infty}\left(P_{x_{0}, y_{0}}(M)\right)$ and assume $\|F\|_{L^{2}\left(\nu \nu_{x_{0}}, y_{0}\right)}=1$ and $E^{\nu_{x_{0}}^{\lambda}, y_{0}}[F]=0$. Then by the IMS localization formula (6.8), we get

$$
\begin{equation*}
\mathcal{E}^{\lambda}(F, F) \geq \mathcal{E}^{\lambda}\left(F \tilde{\chi}_{0}, F \tilde{\chi}_{0}\right)+\left(C \lambda^{2}-C^{\prime} \lambda\right) \sum_{k=1}^{\infty}\left\|F \tilde{\chi}_{k}\right\|_{L^{2}}^{2}-\frac{8}{R^{2}} . \tag{7.19}
\end{equation*}
$$

Next we estimate $\mathcal{E}^{\lambda}\left(F \tilde{\chi}_{0}, F \tilde{\chi}_{0}\right)$. Since this is a local estimate, we may vary the Riemannian metric so that the metric is flat outside certain compact subset. Take the same function $\eta_{1, \kappa}, \eta_{2, \kappa}$ as in the proof of the lower bound estimate in Theorem 3.2. Then by the estimate (5.32), $\left|E^{\nu_{x_{0}}^{\lambda}, y_{0}}\left[F \tilde{\chi}_{0} \eta_{1, \kappa}\right]\right| \leq C e^{-\lambda C}$. In a similar way to the proof of the lower bound in Theorem 3.2, we obtain
$\mathcal{E}^{\lambda}\left(F \tilde{\chi}_{0}, F \tilde{\chi}_{0}\right) \geq \lambda \min \left(\left(\left(\left\|\left(S^{-1}\right)^{*}\right\|_{o p}+C \varepsilon\right)^{-2}, \lambda \delta-C e^{-\lambda \delta^{\prime}}\right)\right)\left\|F \tilde{\chi}_{0}\right\|_{L^{2}\left(\nu_{x_{0}, y_{0}}\right)}^{2}-C e^{-\lambda C}-M(\kappa)$.
Combining the above, we complete the proof of the lower bound. The upper bound estimate immediately follows from the estimate (5.46) and (5.51).
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