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1. Let {X;}5°, be the i.i.d. such that P(X; =1) =p, P(X; =0) = 1—p, where 0 < p < 1.
Let S, =, X;. Using the Stirling formula, prove that for any p < a <b <1,

| S
lim —log P (2" cla.b]) = — inf I
i tog P (% € o)) = int 1(0),
where
11—z

T
I(z) =2zlog—+(1—2)1
(@) = 7log - + (1 - 2)log §

2. (1) Let 2 be a set. For any subsets of 2, {A;}, {B;}, prove that
(UizlAZ‘) A (U(;ile) C U;’i1<A1ABz)

Here AAB := (AN B°)U (BN A°).
(2) Let (2, F, P) be a probability space. Prove that for any A, B € F,

|P(A) — P(B)| < P(AAB), |P(A) — P(AN B)| < P(AAB).

3. Let {X,,}22, be random variables. Let B,, = o(X,,). Set

A = {w| lim X, (w) exists}

n—o0

B, = {w | lim X,(w) = a} (a €R)

n—oo

C = {w| lim ZX,-(w) exists}
i=1

1 n
D = lim — X ists o .
{w ] Jim o~ ;:1 (w) exis s}
Show that B,, C, D are tail events of {B,, | n =1,2,---}.

4. Let X be a real-valued random variable. Let Mx () = log E[e?X] and set Ix(x) =
supgeg (28 — M(6)). We assume that Mx(0) < oo for all 6 € R.

(1) Assume that P(X = 1) = p,P(X = 0) = 1 — p, where 0 < p < 1. Prove that
I(x) ::clog%—i—(l—:c)logi%; for 0 <ax <1and I(z) =400 for x > 1 or x < 0.

(2) Let X be the random variable whose law is the uniform distribution on [0, 1]. Prove
that lim, 1o Ix(z) = lim,_ o Ix(x) = +00.



5 Let X be a metric space. Let fi = fia(z) (z € X, A € A) be a family of continuous
functions on X. Let f(x) = supycy fa(z). Show that f is a lower semi-continuous function
on X.

6 Let f be a funcion on X with values in [—00, oo]. Prove that the following two statements
are equivalent.

(1) f is a lower semi-continuous function.

(2) For any K € R, {z | f(z) < K} is a closed set.

7. Let X = C([0,1] — R%) be the set of continuous paths z = x(¢) (0 < ¢t < 1) with
x(0) = 0. We define a norm on X by ||z|| = max; |z(t)|. (Note: (X,]| ||) is a separable
Banach space). Let

H = {h eX ‘ h is an absolutely continuous function
and ' € L*(]0, 1},dt)}.

Define 1
1 / 2 .

I(z) = 3 Jo 12 (1)[dt ?fer

+00 ifr¢ H

Prove that I satisfies the property of the rate function.

8 Let u be a probability measure on a metric space (X, d), where d denotes the distance
function.

(1) Prove the existence of the largest open set O, of X such that ;(O,) = 0. (Note:
the empty set is an open set).

(2) Let us define supp p := Oy, (supp p is called the topological support (if there are
no confusion, support, in short) of the measure p). Then prove that

supp u = {z € X | for any € > 0, u(B:(x)) > 0 holds},

where B.(z) ={y € X | d(z,y) < ¢}.
(3) It is trivial to see that suppu is a closed set by the definition in (2). By the way,
prove that supp u is a closed set, using the expression

supp p = {x € X | for any € > 0, p(B-(x)) > 0 holds }.
9. Let X be a real-valued random variable. Let My (6) = log E[e?*] and set Ix(z) =

supgeg (28 — M(6)). We assume that Mx () < oo for all # € R and X # const a.s.. Let
m = E[X]. Prove that



(1) Let > m. Then I(z) < —log P(X > x)
(2) Let < m. Then I(z) < —log P(X < x).

Remark This shows I(x) < oo for z € (inf supppx,sup supppx), where py is the law
of X. (In the class, we denote r,, = supsuppjx). Actually, the above inequalities are
the same as for t > m

p (% > x) < exp (—nl(z)),

which we prove in the class and so on.

10. Let {X;}5°, be independent integer-valued random variables. We assume that X; and
—X; have the same law. Let

So=0,  Sa=> Xi (n=1).
i=1
Then for any positive integers k and N, we have

P ( max S, > k) = 2P(Sy > k) + P(Sy = k) (%)

0<n<N

Prove (x) following the next argument.

(1) Let A, ={w e Q| Si(w) <k,...,% -1(w) < k,S(w) =k} (1 <n < N). Show
that P({Sxy — S, >0} NA,) = P{Sy—5,<0}nA,) forall 1 <n < N. Summing
both sides in this identity, show that

P ({SN >k} N {121%)3\/5” > k}) =P ({SN <k}n {12%%}3\/ Sp > k:}) :
(2) Prove the identity (x).
11. Let {aa}aeca C R? and {b,}aeca C R. Define

o(x) = sup {(aa, ) + ba }, r e R?
acA

where (-, ) is the inner product in R%. Suppose that ¢(z) < oo for all z. Prove that ¢(z)
is a lower semi-continuous convex function.

12. Let u be a probability measure on R? Let F' be the support of p. Assume the
following (i), (ii):

(1) Jea lzlldu(z) < oo,

(i) The smallest affine subspace including F is R

3



Let m := fRd xzdp(x) be the mean value of the probability distribution p. Let Conv F
be the smallest convex set containing F. Prove that m is an interior point of Conv F'.

13. Let {X;} be Révalued i.i.d. We write S, = > | X;. Assume that Flexp (|| X;]|)] <
oo, where || || denotes the Euclidean norm. Using the Chebyshev inequality, prove that
for any L > 0, there exists Ry > 0 such that

) <L

Sn
14. Let f = f(z) (a < = < b) be a non-negative bounded Borel measurable function.

lim sup — log P ( —
Prove that
b 1/p
fo ([ sorse) =l

where || f]|oc = inf{a | f(z) < a dr —a=s.on [a,b]} and dr denotes the Lebesgue measure.

15. Let I = I(z) be a rate function on a separable metric space X. Let ® be a bounded
continuous function on X and set W(x) = I(z) + ®(x). Prove that there exists g € X
such that
U (zg) = ;él)fflll(a:)
16. Let f: N — [0, +00] be a subadditive function. That is, f satisfies
f(n+m) < f(n)+ f(m) for any n,m € N.

Assume that there exists N € N such that f(n) < oo for all n > N.
Under these assumptions, prove

lim S = infm

< 0
n—oo N n>1 n

17. Let X; be i.i.d. with values in R?. Assume that E[e"*?)] < oo for all § € R?. Let
S, =>"" X;. Let z € R and B.(z) = {y € R? | ||z — y|| < €}. Define

1(B.(z)) = lim ~log P (% € Ba(x)>

n—oo M

and set A(x) = lim._o (—!
Hint: First prove that A (
of A, prove that

(B-(2))). Prove that A : R — [0, +00] is a convex function.

=) < L (X&) + Ay)). Next, using the lower semi-continuity

AMtx 4+ (1 —t)y) < tA(x) + (1 =) \(y) forall 0 <t < 1.



