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Abstract

We consider stationary solutions to the three-dimensional Navier-Stokes equa-
tions for viscous incompressible flows in the presence of a linear strain. For certain
class of strains we prove a Liouville type theorem under suitable decay conditions
on vorticity fields.

1 Introduction

In this paper we consider stationary solutions to the three-dimensional Navier-Stokes
equations for viscous incompressible flows with a linear strain:

AU+ Mz-VU+MU+U-VU+VP = 0 v e RS
(NSwm)
V-U =0 r € R3,
A 00
M=1[0 2 0], MeRr (1.1)
0 0 MXs

Here U(z) = (Ui(x), Us(x), Us(x)) represents the velocity field, P(x) is the pressure field,
x = (1,72, 73) € R? is the space variable, and each ); is a given real number.

The system (NSy) is closely related with the original Navier-Stokes equations. For
example, the first equation of (NSy) is formally obtained by considering the stationary
solution to the Navier-Stokes equations of the form U(z) + Mz. If the trace of M,
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denoted by Tr(M) in the sequel, is equal to zero then the second equation of (NSy) is
also recovered. Even in the case Tr(M) # 0, (NSy) is derived from the Navier-Stokes
equations through self-similar solutions. To formulate this relation in a more precise way,
let us recall the three-dimensional Navier-Stokes equations for viscous incompressible
flows:

(NS)

v—Av+v-Vo+Vp =0 t>0, xz¢€lR3,
Vv =0 t>0, x¢clR3,

where v = v(x,t) = (v1(z,t),v2(x,t),v3(x,t)) and p = p(z,t). As stated above, when
Tr(M) = 0 the system (NSy) describes the stationary solutions to (NS) of the form
v(z) = U(x) + Mz and p(x) = P(x) — %|Mx|2, where | - | denotes the Euclidean norm
in R3. The reader is referred to [8] for the analysis of the nonstationary problem (NS)
with a linear strain, where more general matrices M are treated. If Tr(M) < 0 then
(NS ) is related with the forward self-similar solutions to (NS) with a linear strain, i.e.,
the solutions to (NS) of the form

1 (=), plat) =5 -
V2at Y V2at” PRV =5 V2at
where o = |Tr(M)|/3, Si(z) = (M — od)z, Sy(z) = (o?|z]? — |[Mz[*)/2. Finally, if

Tr(M) > 0 then (NSyr) describes the backward self-similar solutions to (NS) with a linear
strain,

v(z,t) = U+S (P +Ss)(

) (1.2)

1 T 1 x
U(;E,t) - 205(T—t)<U+Sl)( 20((T—t)>’ p(l’,t) - 206(T—t>(P+SZ)( 20&(T—t>>7
(1.3)
where T' > 0, and 57, S, and « are the same as above.
Despite of the simple structure of the matrix M in (1.1), the above observation shows
that (NSyr) describes three important classes of solutions to (NS) depending on the eigen-
values \; of M. However, it is still not clear whether (NSy) admits nontrivial solutions

or not, except for the following cases:

3
A >0 i=1,23 (i) A <0, Aa<0, D X =0, (ili) &y =X = X5 <0.

i=1

We note that the sign of the eigenvalues \; plays a critical role for the existence of nontriv-
ial solutions to (NSy). Indeed, if ); is positive then the transport term Mz - V possesses
an expanding effect in x; direction, which tends to trivialize solutions. Conversely, if A;
is negative then the term Mz -V induces a localization in x; direction, bringing an effect
to keep solutions nontrivial.

In this paper we study the case when one of \; is negative and the other two are
positive, for this case is essentially open in the literature and is also important as an
intermediate case between (i) and (ii). By suitable scaling and coordinate transformation
we may assume without loss of generality that

)\1 =A< 0, )\2 = ]_, /\3 = U > 1. (14)

Before stating our results, we briefly recall the known results on the cases (i)-(iii).
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(i) Ay > 0, i = 1,2,3: The most important example is Ay = Ay = A3 > 0. In this case
(NSm) is called “Leray’s equation”, for it was suggested by [10] to prove the existence
of blow-up solutions to (NS) by constructing backward self-similar solutions. For this
particular case it was proved by [14] that any weak solution to Leray’s equation in L?(R?)
must be trivial. This result declared that Leray’s idea does not give the construction
of blow-up solutions to (NS). A simpler proof of the same conclusion was obtained by
[15] under a slightly stronger assumption. The result of [14, 15] was extended by [17],
where the condition of the spatial decay on U was completely removed. The expanding
effect of Mx -V in all directions was essentially used in [17]. Although the eigenvalues
A; in [14, 15, 17] are assumed to be positive and identical, one can apply the method
especially in [17] for proving the nonexistence of nontrivial solutions to (NSy;) even when
the eigenvalues are all positive but does not coincide with each other. We also refer to [3]
for a related problem on the Euler equations.

3
(il)) Ay < 0,y < 0, Z)‘i = 0: When A\; = Ay (NSy) has an explicit two-dimensional
i=1
solution, called the Burgers vortex [1]. Even in the case A\; # A2 the analog of the Burgers
vortex is known to exist; see [4, 5, 12, 13]. For stability of the Burgers vortex the reader
is referred to a recent book [6, Chapter 2| and references cited there.
(iii) Ay = A2 = A3 < 0: In this case (NSy) describes the forward self-similar solutions to
(NS), and their existence is already well known. For example, see [2, 7, 9, 16].

For more references about forward and backward self-similar solutions to (NS) the reader
is referred to [6].

Now let us go back to the case (1.4) treated in the present paper. In this case the solu-
tions are more likely to be trivial due to the expanding effect of Mz -V in two directions.
However, the presence of the negative eigenvalue A\; gives rise to the interaction of the
localization and the expansion through the diffusion and the nonlinearity, which makes
the problem rather complicated. The aim of this paper is to give sufficient conditions for
(U, P) so that U must be a constant vector, by overcoming this difficulty. The key idea
is to focus on the vorticity field 2 = V x U. The assumptions and the main result of this
paper are stated as follows.

(CO) [U(o)] + 7k € L¥(R)

(C1) either (i) there is {z™} c R® such that

Pz
lim [2{"| = 0o, sup(|2Y”] + ]xgn)|) < oo, lim (=) =0
or (ii) there is {z™} c R® such that lim || =00, lim U;(z™) = 0;
n—oo n—oo

(C2) (1+|z))|Q(z)| € LP(R*)  for some py € (1,3);

(C3) there is 6 > A such that
cither (i) (14 |22+ Q(x)] € L2(R?) or (i) (14 |as))* 1 |Qx)| € L2(R?) holds.



Theorem 1.1 Let (U, P) € (C*(R%))? x C*(R®) be a solution to (NSy;). Assume that
(C0)-(C3) hold. Then U = const.

Remark 1.2 Under the conditions (C0) and (C2) it is not difficult to deduce V¥U €
L>=(R?) for each k € N. We will freely use this fact in the rest of the paper.

This theorem implies that when the vorticity field decays sufficiently fast there are only
trivial solutions to (NSy;). We note that the absolute value of each eigenvalue represents
the intensity of its straining effect, and it crucially acts on the structure of (NSy). In
particular, the ratios of |A\;| = A (localizing effect) and Ay = 1, A3 = p (expanding effect)
are important and they appear in the condition (C3).

As in the previous papers [14, 15, 17], the key of our proof is to estimate the generalized
pressure

() = 3 |U()P + Mz Ulx) + Pl). (15)

However, the arguments in [14, 15, 17] rely on the positivity of each ); in the core part of
the proof. So another new idea is needed to deal with the negative eigenvalue in our case.
Under the conditions (C0) and (C2) the generalized pressure 11 is written as I = a + Iy,
where a is a constant and Iy decays uniformly at |z| — oo. The basic strategy is to
investigate the spatial decay of Il in details. In particular, we establish the pointwise
estimates of |IIp(z)| from above and below that cannot be compatible to hold at the same
time when Ilj is not trivial. Theorem 1.1 is an immediate consequence of this result. As for
the lower bound, we observe that Il satisfies the inequality Allg— Mz -VIlg—U-VIly > 0
and then apply the argument in [11] to get

o(z)] > Coy (1 + 22 + (1 + 22)%) % if  To(z) 20, (1.6)

where O, is a positive constant independent of xo and x3; see Proposition 3.5. In fact,
when Iy decays at spatial infinity the estimate (1.6) is proved only under the conditions
(C0) and (C1’): limpy|—o0 [Ur(x)| = 0. Especially, it is possible to derive the conclusion in
Theorem 1.1 by alternatively assuming (C0), (C1’), and suitable decay conditions on II
(or on Ilj) so as to contradict with (1.6). Although we do not need to pay much attention
on vorticity fields in this alternative result, instead, there we are forced to assume strong
spatial decay conditions on IT if |A| is large. But these are not so “realistic” assumptions
because II includes the pressure term P for which we cannot expect fast spatial decay in
general even if U decays rapidly. On the other hand, the flows with localized vorticity
fields are considered to be natural objects, and Theorem 1.1 excludes the possibility of
the realization of such flows.

From mathematical point of view it is essential that Il solves the Poisson equation
with the inhomogeneous terms which are written in terms of the vorticity field €2. Then
under the assumptions in Theorem 1.1 the lower bound (1.6) is improved by

T1o(0, 22,0)| > Cy(1+23)"" or [[p(0,0,23)] > C)(1 +23)™" if Tlo(z) #£0, (1.7)

for all [ > 0; see Proposition 3.8. Since [ > 0 in (1.7) is arbitrary it is not difficult to obtain
the upper bound of |IIy(z)| such that a contradiction arises. Indeed, after establishing



several estimates of €} by using the vorticity equations, we can deduce some polynomial
decay of Iy from the analysis of the Poisson equation.

The plan of this paper is as follows. In Section 2.1 we recall some equations which IT or
() satisfies. In Section 2.2 we prove some estimates of {2 by using the vorticity equations.
In this step we use the weighted estimates of the Ornstein-Uhlenbeck semigroup which
are given in the appendix. In Section 2.3 we give the estimates of the velocity field from
the Biot-Savart law. Section 3 is devoted to establish the pointwise estimates of II;. Then
Theorem 1.1 is proved in Section 4.

2 Preliminaries

2.1 Fundamental equality

In this section we state several equalities which are fundamental in this paper. Set
M(z) = %\U(m)|2 + P(x) + Mz - U(x). (2.1)
Let £ be the differential operator defined by
Lf=Af—Mx-Vf. (2.2)

Proposition 2.1 Let (U, P) be a smooth solution to (NSy). Then the following equalities
hold.

LII-U-VII = |Qf, (2.3)
—AUj—(UxQ)j+8jH —Mx-(VUj—ﬁjU), .
LO+ (M —Te(M))Q = U-VQ—Q-VU. (2.5)

Proof. Since each equality is derived from a direct computation without difficulty we omit
the details here.

2.2 Estimates for vorticity

In this section we prove some estimates of €2 from the vorticity equations (2.5).
Proposition 2.2 Assume that (CO) and (C2) hold. Let k =0,1,2. Then

(1 + |2)| V()| € LP(R?) for all p € [po, 00]. (2.6)
Moreover, we have

(14 |ao) P VFQ(2)| € L (R?) if (i) of (C3) holds, (2.7)
(14 [2s]) * Y V*Q(2)| € L2(R?) it (ii) of (C3) holds. (2.8)



To prove Proposition 2.2 we introduce the semigroup e** f associated with the operator

L defined by

() () = (2m) 2 (det Q) 2™ / e HAT Db i) (e (0 y)) ay.
R3
(2.9)
Here
det Q; = At (e — 1)(1 — e 2)(1 — 721, (2.10)

The operator like £ is well known as the Ornstein-Uhlenbeck operator. The representation
(2.9) is easily obtained through the Fourier transform, so we proceed by admitting (2.9).

Lemma 2.3 Let 01,05,03 >0 and 1 < g <p < oo. Set

b(z) = (1+ 2D + (1 +23)" + (1 +23)*. (2.11)
Then for each k € NU {0} there are positive constants C' and ¢ such that
1BV fll e < Ct 260736 bf [ o (2.12)

The proof of Lemma 2.3 will be stated in the appendix. The LP-L? estimates for e**
without weight functions are obtained by [8] for a general class of M.

Proof of Proposition 2.2. We give the proof only for (2.6), since (2.7) and (2.8) are
obtained in the similar manner. By taking (2.5) and the Laplace transform into account
we set

(F) = / et (M= D +)1) ({Q=U-VF+F-VU)dt. (2.13)
0

Here F' satisfies bF € (L (R?*) N LP*(R?))? and b0, F € (LP°(R?*) N LP2(R?))® for some
p1, P2 € (po, o0] satisfying 1/p; > 1/po —2/3 and 1/ps > 1/pg — 1/3, and ¢ > 0 is taken
sufficiently large. Then by Lemma 2.3 and by using the L* bound of U and VU, it is
not difficult to see

6@ (F) | orzm < CloQ w0 + 3() ([F || so + 1DV F| o0,

V()| prorer < ClIbQ|zo0 + 6() (IBF | 0 + BV F oo ).

[6@(Fy) — b®(F) || zrorrer < 6(¢) (I0F7 — bFy||1eo + |[BVFy — bV Fy || 100),
16V O(EL) — bVO(F) || ronrre < 0(C) ([[0F) — bE| oo + DV E) — bV o[ 100 ).

Here the constant d(c’) satisfies 6(¢’) — 0 as ¢ — oo. Hence by taking ¢’ large enough we
find a fixed point F, of ® from the contraction mapping theorem in the natural weighted
Sobolev space. Since VU is bounded we can also show that F, is smooth and bounded,
and satisfies the equation

LF, 4+ (M — (Te(M) + ))F, = —¢Q+U-VF, - F, - VU. (2.14)

Moreover, solving the adjoint equation of (2.14), we can show the uniqueness of solutions
to (2.14) in (LP°(R?))3; the details are omitted here since the argument is standard. Thus
we have Q = F, i.e., bQ2 € (LP*(R?))? and 09, € (LP°(R?) N LP*(R?))?. Repeating this
argument at most finite times, we conclude that bQ € (L>°(R?))? and b9;Q € (L>=(R?))3.
The property b@ij € (LP(R3))3 for p € [pg, 0] is then proved by the same argument
as above, if one uses the equality Ve'*f = e*e "MV f. This completes the proof of
Proposition 2.2.



2.3 Estimates for velocity

Let V' be the velocity field recovered from ) via the Biot-Savart law, i.e.,

1 (z —y)

V(z)=(-A)"'V xQ= g M x Q(y) dy. (2.15)
Then by (CO0) we have
U=u.+V u. : a constant vector. (2.16)
Proposition 2.4 Assume that (CO) and (C2) hold. Then
V(z)| <O+ |z)~ (2.17)

Proof. We first note the inequality

(1+ |2V (2)] < C(/ P gy /R LD ay) = o1+ 1)

g3 |2 — Y| |z —y|?

Then for 1/py + 1/po = 1, the term I; is estimated as

Q Q
I o< / 2(y)] dy+/ 2@ g,
|lz—y|<1 |ZL’ - y| lze—y|>1 |$ - y|

1
< ClQf g + (/ | [z — y|7Po(1+ [y])Po dy) P [[(1 + ] - [)Q| 0 < o0,
z—y|>1

since pg € (1, 3). By Proposition 2.2 we have (1+|z|)|Q(z)| € LF°(R¥)N L>(R3). Then by
applying the Hardy-Littlewood-Sobolev inequality and the Calderén-Zygmund inequality,
we get Iy € L>°(R?). This completes the proof.

3 Estimates for II

In this section we establish the estimates for I, which is the core of the proof of Theorem
1.1. From (2.4) we have

ATl = -V - (U x Q)+ Y 9;(Mz-(VU; — 0;U)). (3.1)

J
Taking (3.1) into account, we set

Ho(x) = —(=A)'V - (U x Q) + Y (=A)7'9;(M() - (VU; = 9,0))

J

N CZ/; iz — g’ ( (y) x Uy)); — My - (VU;(y) — 8jU(y))) dy. (32




3.1 Upper bound of —II

Proposition 3.1 Assume that (C0O) and (C2) hold. Set {x) = (1 + |z|*)Y/2. Then

Mo[| 200 < C(L A+ U] o) [[ ()] ro,
VTl e < CQLA[|U][Lo) [ )€ o :
IV*Iollze < C((L+ VUl o)) Qze + (1 + [Tl ) [()VQ2e),  (3.5)

for 1/qo = 1/po — 1/3 and for all p € [py, >0). In particular, Ty, VII, € L>=(R?) and

lim sup (|Ily(z)| + |VIIy(z)|) = 0. (3.6)

Moreover, if (C3) holds in addition, then there is § > 0 such that
Ho(0,22,0)] < C(1+ |af)™? if (i) of (C3) holds, (3.7)
(0,0, 23)] < C(14 |as])™° if (i) of (C3) holds. (3.8)

Proof. 1t is easy to see that

1
Mo(a)| < O+ [U]=) [ sl . (39)
s |2 — Y
Hence by the Hardy-Littlewood-Sobolev inequality we have
1 1 1
Moz < C(L+ (Ul L) 1)Uz for — = —— 2. (3.10)
% po 3
Moreover, the Calderén-Zygmund inequality implies
IVIole < C(L+ U L)l () Lr <00 for all p € [py, o0). (3.11)

by Proposition 2.2. The estimate for ||V?IIy||z» is obtained in the similar manner. To
prove (3.7) we use the inequality (3.9) and observe that

(14 |2])°[To ()|

< ([ s+ IRy + [ =1+ (1 + el 126 )
= C(L(z) + L(x)). (3.12)

Since (1 + |z|)|Q(z)| € LP(R?) N L=(R?) and p, € (1,3), if § € (0,6p) is small enough,
then it is not difficult to see I € L>®(R?) by dividing the integral into f|$_y|<1 and f\x—y|>1'
As for I, we observe that - -

1
1,(0,25,0) = 1 1 °1Q(y)|d
0.00.0) = [ e (L )1+ ) ) dy

0/ 1

B wil+lysl<1 (T2 — y2)? + 7 + 3
1

+ C/ 2 2 2

i l+lys|>1 (T2 — Y2)? + yi + u3

1
+C (1+ [y2))°|(y)| dy
ly1|+|ys|>1 |“52 - 92’ + |Z/1| + |y3|

= Di(x2) + Laa(xe) + Ir3(x2).

(1+ |))"°12y)| dy

(1+ |y=)"1(y)| dy
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Then Ir; € L>*(R) if 6 € (0,6y). As for I55, we note that for any € > 0 if 6 < ey then
(1+ lpa) 19(w)| < C{(L+ [pa)I2(w) [} by (i) of (C3). Since {(1 -+ [y])|Ay) [} €
LP(R?) for some p € (1, 3) if € > 0 is sufficiently small due to (C2), we have I3 € L=(R?)
by the Holder inequality. Similarly, from (1 + |ya])?|Q(y)| < C|Q(y)|} € for any € € (0, 1)
with 0 < (1 + 6p), we have

=

1 —€
Raa)| < C( [ ) ¥ ORI

szt (2 — yo| + Jya| + [ys])7 (1 + [y)-97

where 1/¢' +1/q = 1. We choose ¢ > 0 sufficiently small so that both py < (1 — €)g and
q < 3/(1+ 2¢) are satisfied. Then the right-hand side of the above inequality is uniformly
bounded with respect to xzy, since (1 — €)¢’ > 3/2 in such case. The estimate (3.8) is
proved in the same way. This completes the proof.

The condition (CO0) implies |II(x)| < C(1 + |z|), and hence, we have from (3.1) and
the definition of IIj,

M(z) = > ax; + ag + o(x), (3.13)

7

for some a; € R, ¢ =0, 1,2,3. Then (2.3) yields
(U+ Mz)-a=—|QP +Ally — (U + Mx) -VIly, a= (a,as,as). (3.14)

By Proposition 3.1 the right-hand side of (3.14) has the order o(|z|) at |z| — oo, so a
must be the zero vector. Hence we have II = q¢ + 11y and

Since |lIp(z)| — 0 as |z| — oo by Proposition 3.1, the strong maximum principle implies

Corollary 3.2 Assume that (CO) and (C2) hold. Then either Iy = 0 or Ig(x) < 0 for
all z € R?.

By using (2.4) we can derive the estimates for the derivatives of Iy, which are different
from the ones in Proposition 3.1.

Proposition 3.3 Assume that (CO0), (C2), (C3) hold. Let k = 1,2. Then it follows
that

IVFIIo(2)] < C(1+ Jar| + |2s)(1 + Jzo))™®  if (i) of (C3) holds, (3.16)
IVFTIo(2)] < C(1+ |a1| + |2o)(1 + |25))™ % if (ii) of (C3) holds. (3.17)

Proof. Tt suffices to consider the case when (i) of (C3) holds. By (2.4) and II = ag + I,
we have

8jH0:8jH = AUJ+(U><Q)j—Mx(VUJ—8JU)

= —(V X Q>J+(UX Q)j—Ml" (VUJ—8]U>
= L+ L+ (3.18)



Here we have used AU = —V x Q. From Propositions 2.2, 2.4 we have

11(2)] + [T2(2)] < C(1+ |aa) ™7 (3.19)
As for I3, we have from (C3),
I3(2)| < ClzllQ@)] < C(1+ o] + las) (1 + [aa]) 7" (3.20)

The estimate for V211, is proved in the same way, due to Proposition 2.2. This completes
the proof.

3.2 Lower bound of —II
For the moment we consider a smooth nontrivial function f which satisfies

Lf—B-Vf>0, lim sup |f(z)| = 0. (3.21)

In this section B is always assumed to be a smooth vector function satisfying V - B = 0.
The strong maximum principle implies that f(z) < 0 for all x € R3. The aim of this
section is to derive a lower bound on the spatial decay of —f. We start from the “rough”
lower bound.

Proposition 3.4 Let f € BC%*(R?) be a nontrivial solution to (3.21). Assume that

B
lim sup 1B@)] = 0. (3.22)
R—o0 \x|2R ‘3;"

Then for all € > 0 there exists C. > 0 such that

—f(a) > O~ 5 ei=5adtnal) z € R, (3.23)
Proof. We set
F(x) = —f(z)e~ 2@ ms®) = _ f(g)e=2e"Mow (3.24)
where
v 0 0
M,=(010 for v €R. (3.25)
0 0 u

Then the direct calculations yield
Af = e 3 Mo (_Af 4 2Mox - Vf — f|Mox|? + fTr(My)),
(—B+ Myz) - Vf=e 2 M2(B.Vf - Myx - Vf— fMyx- B+ fMyz- Moz).
Thus we see
Lf = Af+(=B+ Mx)-Vf+ (Te(My) — Moz - B)f
= ¢ 3 M(_Af4+ B-Vf+ Mz V)
= e @MI(_Lfy B-Vf)<O0. (3.26)
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Now we set N = 2||f|l, > 0, and let 6 € (0,1/4) and K > 1. Then we define the
function Fs by

1 f(z)

Fs(x) = (@) log(T +6) <0,
where | ,
w(z) = K + 5()@:12 + 29% + prs®) = K + ExtM)\a:,
Since
VF; = ~Vf B Vw .
w(f+No)  w
and
3 =2
AF; = ~Af — QVU} ' VEs — AwFa - |~Vf| 2
w(f+N6) w w IU(f—FN(S)
Af -VF; A
_ A Ve VE Bwp VR - wa| D B2 — 2RV - VI,
w(f + NJ) w w

we get from (3.26) the equation for Fs such as

—AF;> (= B+ My + AL 2F5Vw) - VF;
w
Vw |Vw|

w w

(Tr(My) — My - B)f.

+ ((—B + Myx) - w(f—i— N3)

F5)F5 -+ w|VF5| +

Since Fs < 0, we have for large p € N,
(2p—1) / IVEsPF2P Y dg = / —AF;Fs? " da
R3 R3

v
< / (= B+ My +2~— + 2F, V) - VF,F " dz
R3 w

{(=B + Myx) - Vw"“ |V“”

F5}F5? dx
w

Tr(My) — Mox - B
+/ w|VF5|2F52p1dx+/ ( r( 0)~ ot )fF(;Qpild:L’.
R3 R3 w(f + No)

(3.27)

By the integration by parts and V- B = 0 the first term of right hand side of (3.27) equals

1

V- ( Myx — 2V_ — 2F5Vw) ? dz.
2p R3

11



Since the third term of the right hand sider of (3.27) is nonpositive and Tr(M,) > 0, we

get
1 1
(2p—1)/ IVEsPF?eVde < —/ (= sTr(My) — V- Vo _yg. (FsVw)) F5 da
R3 P Jrs 2 w

+/ (=B + Myz) - Vw + Aw + |Vw|2F5)
R3

2p

F,
0 Az
w

Myx - B
Moz - Bl oy g

R3 w|F5|

By the integration by parts we have

2p
- (F Fs?Pdx = AwFs?Pt d
V - (FsVw)F5?dx 2p—|—1/st5 x,

R3
and observe that Vw = Mz and Aw = Tr(M,) > 0. Thus we obtain
_ Tr(My)w
op—1 VFs|?F5?P~V ¢ </ B+ Myz) -V — ———+ (1 — - —
(2p )/RB! 5[ F5 vs AL o) Vo 2p ( p 2p+1

1 Moz - B|\ Fs*
+ (F5 + —) |Vl | Mo |) " da
pw | Fs| w

2UJF§
= —B+ M - M 1-— Tr(M
/RB <( + Myz) - Mz + ( 2p+1) (M)

Moz - B|\ Fs*
| 0% |) i dx

F; M
(5+p )’ /\‘ ’F5| w
Here
2wF5
I, = —B+Mzx) - M 1-— Tr(M
! /F5>15<( + M) My + (1= 2T
\Mox-B\ FyP
F; M d
+(6+p )| Myz|? + i o4z
2’LUF5
I :/ (—B—{—Mx-Ma:—l— 1-— Tr(M
’ Fy<—l1—c ( @) Mo 2p+1) (A4)
|M0x-B| Fs2P
F; M dz. 3.29
+ ()Ml + ) e (3.29)

We claim that if p > (|| F5||;« + 1)(K + 1) then there are positive constants C’ and R’

which are independent of p and ¢ such that

I < C'|Fsxgrys—1-a 7ot I, < C'|Fsxqai<ry || 7o,

12



Indeed, we have

B M| Mz My  Tr(M F
I §/ (’ | Mo Ma | T oy B
Fs>—1—¢

w w w 2p+1

Myz|*>  |Myz- B
Wl ot B g,
pw w| F|
B Myx B - Myx 91
<C(1+ “THLOO + |l oo ) 1Esx (55— 1-ey | Fops

and

dx

2p+1 w

Mz |? Fs2P

2wFs |\ F5*
I, g/ (|B-MA:C|—i—M,\x-M,\:c—l—Tr(M)\)(l— o 5)) 0
Fs<—1—¢

dx

+/ (= (L+e)Myaf” +
Fs<—1—¢ w

B - Mx B - Myx Tr(M 2F;
S/ <| A |+| 0 |+ ( ’\)—Tr(MA) 5
Fs<—1-—¢

w w w 2p+1
|Myz* [Mya|”
+ 0 —€

>F52p dz.

w
We observe that if R and p are sufficiently large and |z| > R’ then

|B - Myz| N 1B - Myz| N Tr(M,) 26, |Mya|* €|MA:5F

— Tr(M <0.
w w w I ’\)Qp—i- 1 pw? wo
Therefore B. M B\
. :E . O$ 2

L <O+ =22 Fsxtal<rn | .

> < O(1+|— I == )IEsxqmsmyll
So the claim holds by taking

B - Mx B - Myx
C'=C+[——=I ~+| I ).
w Loe oo

We have from the Sobolev inequality
B3l = B < CIVEG = C [ 920 DIV s
R3

Then by the claim and (3.28) we get

2

El? < oL
IRl < 030

2p—1 2
(1Esxmy>—1-c3 | onts + 1 EsXiai<rry || o) -

Hence by letting p — oo we have

1 Esll oo < NFsX(Fs>—1-c} |l 1o + 1 EsXqlel<r} ] poo < 1+ €+ [[FsX{jei<r} ] oo

Since R’ does not depend on ¢ and K, we have for |z| < R/,

1 inf‘$|<R/ f(:lj‘) 1 inf|$‘<R, f(l‘)
F < — 1 = )) < ——=log(——————) <

13



if K is sufficiently large but independent of §. So we have |Fjsl|r~ < 1+ 2¢, that is,

log(% +0) > —(1+2¢)(K + %(:L‘tM)\LC)), which implies

f(z) 45> o~ (120K ,— U et e
Hence the proof is complete by letting & — 0 and from the definition of f(z).

Next we show a more precise lower bound of — f under the additional condition on B.

Proposition 3.5 Let f € BC?*(R3) be a nontrivial solution to (3.21). Assume that
B € (L>(R%))? and

lim sup |By(x)] =0 for all Ry > 0. (3.30)

R—=00 |4, |<Rg,|wa|+]x3| >R

Then for all @ > X\ and € > 0 there is Cy. > 0 such that

—f(z) > Co (1 + 224+ (1 +22 W)~ 5e et r € R3. 3.31
: 2 3
Proof. For €, > 0 we set
L 2 2Ly _@ ;El(x22+uw32)—1+5)\x12 L WE,E’(:E)
Wela) = (1+ a3 + (1 + 23)#) “he B Helw) = 5 20
—f(z

Note that by Proposition 3.4 the function H.(z) rapidly decays at spatial infinity for
each €, ¢ > 0. The direct calculation shows

Vf VWE e Vf VW6 €
VHe,e’ = _He,e’_ - — = _He,e’_ + 7 He,e’7
f f f We,s’
Af Vf AWE €
AHe ¢ = __He,e’ —2—- VHe,e’ - :
’ f f f
Af VH.e. VWu AW, o
= __Hee’ 2 — — : 'VHee’ : Hee’-
f ’ * ( He,e’ We,e’ ) ’ i We,e’ ’
Thus by (3.21) we have
vf VHe € VWe € AWE €
_AHee’ S B M ' _Hee’ -2 — — 7 'VHEE’ - 7 Hee’
o € (B Ma) Tl — 2T - ) V- S,
2 / ’ A /
g(—B—Mw#vw&yVHw—«—B—M@-WM‘+ W*ﬂmh

We,e’ We,s’ We,e/
Then the integration by parts yields

o —1 VH. J2H*PY 4y
(2p | TH
R3 ’
1

VWE 134
<—— | V- (=B-Mz+2 2"
N 2p R3 ( v We,e’

VW / AW / 2
| (=B - M) e “VH* d
/]R3 (( x> We,e’ * We,e’ ) o v

TI“(M) 1 VWE e AWE e VW€ e
= | {- ) VR € 4 (=B — Mz) ~<
/R“{ 2p - p We,e’ * We,e’ * ( x) We,e’

YHZ dz  (3.32)

14



We observe that

AWeﬁl VW@e/ 1322 + (1 + ZE32)%_1[E32

W Mz - W = (0+2€0) ot (Lt $32)% — A+ Xe(1+ €z + €' My
(€)% Moz — A — ¢Tr(My) + O(m), (3.33)
5 Wl (14 OBy + B Myp 1 DBt Bars(1+ $32)1’1‘_1 (3.34)
Wee B 1+ a9 + (14 232) %
and
V- VWee _ —( A+ e+ +€p)+ O ! ). (3.35)

We e 1+ a3+ 23
From the assumption on B and the condition 6 > ), if € and ¢’ are small enough and p is
sufficiently large then there exists R > 0 independent of € (but depending on €) such that
the integrand of the right hand side of (3.32) is nonnegative when |z| > R. Indeed, it
suffices to consider each case of (i) |z1| > R/2 and (ii) |z;| < R/2 and (z2+22)'/2 > R/2;
when |z1] > R/2 the term M\¢(1 + €)z12 + ¢’ 2t My is dominant, and when |z;| < R/2 and
(z2 4+ 22)'/2 > R/2 the term

2 1 NEt-1_ 2
(6 + 26’9)362 Tty :c? + €x' Myx
14 292 + (14 232)x

becomes dominant by the assumptions. Therefore we have
@ -1) [ [VHPEY ™ do < Ol Hxin |2
R3

and then |[H.o||%, < Cp*(2p — 1)"Y|HeoX(ei<ry||72- By taking p — oo, we have
|Heerl|Loe < [|HeoX{jz|<ry || for all small € > 0, and thus ||Hco||re < || HeoX{jz|<r} | 2o
Since inf|z<r(—f(x)) # 0 for each R > 0, we have

(1422 + (1 +22)r) s 32ar?
—f(z)

So we conclude that |Hco(z)| < ||HeoX{jzj<r}||z < Co,e, which gives

0< He’o(I) =

S Cg,e if |13| S R.

[ 1+e)\x12

—f(2) > Co(1 4+ 22+ (1 +ad)n) 7e

This completes the proof of Proposition 3.5.
Remark 3.6 The function f(z) = —(1 + (22 + 22)/2) e *? satisfies (3.21) with B = 0,

A =2, and p = 1. Hence (3.31) is considered to be rather optimal under the conditions
in Proposition 3.5.

15



Corollary 3.7 Assume that (C0)-(C2) hold and that 11y # 0. Then for all 6 > X\ and
e > 0 there is Cy > 0 such that

“Tlo(z) > Cyo(1+ 2% + (1 + a2)i) e 22k, z RS, (3.36)

Proof. From (2.16) and Proposition 2.4 it suffices to show U; = V; then the assumptions
in Proposition 3.5 are satisfied. Assume that (i) of (C1) holds. Then by the relation
(z) = |U(x)|*/2 + P(z) + Mz - (u. + V(x)) we must have u, = (0,u.2,u.3) since
II(x) = ap + Ip(x) is bounded function. Thus U; = V; follows. When (ii) of (C1) holds
Ue = (0, Uc2, Ueg) is trivial due to Proposition 2.4. This completes the proof.

3.3 Lower bound of —Ilj in (z9,z3) direction

Proposition 3.8 Assume that (C0)-(C3) hold and that 11y # 0. Then for any | > 0
there is C' > 0 such that

C(1 + |ag])™ if (i) of (C3) holds, (3.37)
O(1 + |z3)) 7" if (ii) of (C3) holds. (3.38)

_H0<07 T2, 0)

>
—116(0,0,23) >

Proof. We give the proof only for the case when (i) of (C3) holds, since the other case is
proved in the same way. Set g(z2) = —II(0,29,0) > 0. From (2.3), g satisfies

039 —19029 = (0711y)(0, 22, 0)+ (93115 (0, 22, 0) —U (0, 5, 0)- (V) (0, 2o, 0) — (0, 22, 0)|?,
and hence, by Proposition 3.3 and (CO0),

029 — 19059 < C(1 + |za])~%. (3.39)
Now we use the same argument as in Proposition 3.5 to establish the lower bound of g.

Set

Wy, (2)
g(x2)
Then h € W2P(R?) for all p > 1, and we have the inequality

hy (o) = wie(xy) = (L+22) e e>0. (3.40)

(2p - 1)/ |0ahi.c (22) 2|y e (2) 2P~V da
R

1 OaW; ¢
S %/R (1 — 282( Q2U L ))Ihl7€(x2)|2pdx2

le

Dywe | Bue (1 "
_/(—“2W4—W“—Oli%ﬁ—wm@m%mz (3.41)
R

Wi e Wi e

Since [ > 0, 6y > A, and g(x3) > C(1 + |zo])~¢ for all & > X\ by Corollary 3.7, there is
R > 1 independent of € > 0 such that

=) [ 0o Pl an) P o < Cllhl F
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Then the Gagliardo-Nirenberg inequality yields
) o b 1 1 1 P
1Bl < ClALN 22 102(RP) 72 < Cp RPN E2 P Fon

1 1 ‘
that is, ||hiellze < (C’p)l/(4”)||hl76||22p||hl7€||22p(BR). Tending p — 00, we get |||~ <
| hell oo (Br) < o0. Since R is independent of € > 0, we have g(z5) > C(1 + |z,]) ™" for all
[ > 0. This completes the proof.

4 Proof of Theorem 1.1

Proof of Theorem 1.1. If 11y # 0 then the lower bound for Il in Proposition 3.8 contradicts
with the decay estimate of IIy in (3.7) or (3.8). Hence IIy = 0, i.e., II = const. Thus we
have Q = 0 from (2.3), which implies U = u, = const.

5 Appendix

Proof of Lemma 2.3. We first give the proof for k = 0. For simplicity of notations we set

A o

bt x) = e BTt ratatraiset) G = (2m) i (det Q) e ™M F(t,x) = f(e M)

Then we have

M@w“nuwﬂ%mmy/hwa@x—w@FdﬂwAgmmwx—mewd%

RS

and by the definition of b(z) we obtain

wm@“n@nsoawp/

RS

b= )bt =) F(t)|dy+ | e o)) Ft.o)] ).
R
(5.1)

For 1 <g¢<p<ooand 1 <r < oo satisfying 1/p =1/r +1/q — 1 we get by the Young
inequality

1be™ fll o < CGE)([OAE) | - |1 F ()| o + A ()] L [0F ()| o) - (5.2)
We observe that

1 FO)7. = 6tTr(M)/ |f(2)]"dz < €tTr(M)/ [b(2) || f(2)]dz = ™MD lof 14,
R3 R3
and
BFOIL = [ bl g itdy < Ot [ ) ds < Ot o
R3 R3

where C and ¢ depend on 6; and )\;. So we have

Ibe* fll e < C(det Qo) 2™ [bfI|na (IR + (11 (E)]]1+)- (5.3)
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The direct calculation implies
1

v = ([ cEEEtett ) - ([ o0 60 < 060,
R3 R3

1h(2)

where

Next we compute

16A(E)]| -
_r A2t o 1 2 I 2 r
= ([ e s i) g
1
<C 1+ =——H)7" 14 Z(e® —1)22)7 1+ = H™ Ay | G(1).
< (/RS(J% ) (= D2) T + (14 - ; %°)" dy ) Gi(t)
Since/\zj|2aj’"eijdzj<Cfor1§r<oowe have
R
22 1 2 22 1
bh(t)||r < C(1+ (5 D (EE-1)" (5 )G, ().
IBh()ler < C(1+ ) + (Gl = 1)+ G==))Got)

Then by combining the estimates of ||h(t)|| .- and ||bh(t)]| - with (5.3) we obtain

bt fl1r < O(det Q) e [bf G (8) (14 (2 Ly B 1y 2Ly
b= ! et ro e r roop '
Observing that
s(1-1)

1 1+p t 1
(det Q726 (0) < O T e ey

we finally obtain

where the constants C' and ¢ depend only on 6;, \;, p, and ¢. As for the case r = oo, the
only possibility is p = co and ¢ = 1. Then the similar argument shows

e £l < C(det Q)2 e([bfl|r ([Ibh(E) | + [1h(E) | 1).

Since h and bh are bounded functions in time and space we complete the proof for k = 0.
For k =1 it will be sufficient to show that

[681e! fllLe < Ct 3G 5736 | b L.

But as in the case of k£ = 0 it is not difficult to derive the inequality

D=

(G—3) 1

N

1
(1 _ 6—2t>\)(1 _ e—2t>(1 _ €—2tu>} (1 _ 6—2t)\>
3Lyl 4
< Ot 26972 bf]| Lo

1601 flle < Cet|bf]|za]
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The estimates (2.12) for higher order derivatives are proved in the same manner. This
completes the proof.
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