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Abstract

We propose a discretized Tikhonov regularization for a Cauchy problem for an

elliptic equation by a reproducing kernel Hilbert space. We prove the convergence of

discretized regularized solutions to an exact solution. Our numerical results demon-

strate that our method can stably reconstruct solutions to the Cauchy problems even

in severe cases of geometric configurations.

1 Introduction

In this paper, we consider a classical ill-posed problem, the Cauchy problem for an elliptic

equation: Given h, g1 and g2, find u inside of Ω or ∂Au|∂Ω\Γ where





Au = h, x ∈ Ω,

u|Γ = g1,

∂Au|Γ = g2,

(1)

In (1), the domain Ω ⊂ R
n is a bounded domain whose boundary ∂Ω is of C2 class, Γ is

an arbitrarily fixed open subset of ∂Ω, and

Au(x) =

n∑

i,j=1

∂i(aij(x)∂ju(x)) + c(x)u, x ∈ Ω,

ν = ν(x) is the unit outward normal vector to ∂Ω at x,

∂Au =

n∑

i,j=1

aij(x)(∂ju)νi.
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Moreover, we assume that aij = aji ∈ C1(Ω), 1 ≤ i, j ≤ n, c ∈ L∞(Ω) and that there

exists a constant γ0 > 0 such that

n∑

i,j=1

aij(x)ξiξj ≥ γ0

n∑

j=1

ξ2j , x ∈ Ω, ξ1, ..., ξn ∈ R.

This problem appears in many applications for example in the cardiography, the non-

destructive testing, etc. Stable and efficient numerical methods are of high importance.

However, it is well-known that the Cauchy problem for an elliptic equation is ill-posed

without any a priori bounds of u (e.g., Tikhonov and Arsenin [53]). However, under a

priori bounds of u, we can restore the stability (see section 5) and, for stable numerical re-

constructions of solutions, we can use regularization techniques. There are a large number

of works devoting to stable numerical methods. We cannot list all works completely and

the following is a partial list of papers which contain numerical tests as well as relevant

analysis: Berntsson and Eldén [6], Bourgeois [7], Cheng, Hon, Wei and Yamamoto [9], Engl

and Leitão [13], Falk and Monk [14], Hào and Lesnic [22], Hon and Wei [25], Klibanov and

Santosa [34], Lattès and Lions [37], Lesnic, Elliott and Ingham [39], Qian, Fu and Xiong

[47], Reinhardt, Han and Hào [48]. In particular, [34] uses the quasi-reversibility method

as regularization and establishes error analysis for regularized solutions.

See Baumeister [5], Engl, Hanke and Neubauer [12], Groetsch [19, 20], Hofmann [23,

24], as monographs concerning regularizing techniques. Moreover, as for the theoretical

results of the uniqueness and the conditional stability in determining u on Ω, see Isakov

[27], Klibanov and Timonov [35], Lavrent’ev, Romanov and Shishat.skĭı [38]

For stable reconstruction, we use the conventional Tikhonov regularization and have

to discretized it for numerical calculations. The novelty of the paper is the use of the

reproducing kernel Hilbert space for the discretization and we can list up the advantages:

(i) We can flexibly set up the accuracy of discretization. Since our problem is ill-posed,

we have to choose the discretization size carefully for a noise level in data ( e.g., [5,

p.109-111]). In particular, it is often that fine discretization breaks stable numerics.

(ii) With a more generous a priori choice strategy of the regularizing parameters, we

can prove the strong convergence of the regularized solutions, although a general

discretization scheme can guarantee only the weak convergence.

(iii) Our methodology is widely applicable to various linear inverse problems.

(iv) The structure of the numerical programming is simple. In particular, thanks to the
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reproducing kernel Hilbert space, the calculations of the Tikhonov regularizing terms

are very fast.

The general theory itself of the reproducing kernel Hilbert space originates for example,

from [2], and we can refer to [50], [55] as up-to-date monographs.

In particular, methods by the reproducing kernel Hilbert space are very feasible for the

computations of functions from empirical data, and the corresponding numerical method

is effectively executed. Our numerical results is satisfactory for the Laplace equation as is

seen in section 7.

To the authors’ best knowledge, there is no previous work treating the discretized

Tikhonov regularization by a reproducing kernel Hilbert space. For other interesting

approaches to the Tikhonov regularization for inverse problems, one can see Asaduzzaman,

Matsuura and Saitoh [3], Saitoh [50, 51], Saitoh, Matsuura and Asaduzzaman [52]. A

special case of a reproducing kernel Hilbert space is the radial basis functions. It often

gives accurate and fast numerical solutions for well-posed boundary value problems. See

Franke and Schaback [16], Kansa [31], Kansa and Hon [33], Ling and Schaback [41], for

example. For applications of the radial basis function to inverse problems, one can see Li

[40]. Thanks to the generalized aspect of the choice of Vm, our method can be as flexible

as the radial basis functions method.

This paper is composed of 8 sections. In section 2, we give general results for discretized

Tikhonov regularization. Our numerical method fully relies on the reproducing kernel, and

in section 3, we give a brief introduction of a reproducing kernel Hilbert space. In section

4, for a general inverse problem, we formulate a discretized Tikhonov regularization by

a reproducing kernel Hilbert space and prove the convergence of the method. In section

5, we state the conditional stability up to the boundary for the Cauchy problem and the

proof is given in appendix. The boundary estimation result for the variable coefficient

case (1) is not found in the existing works. In section 6, we show our algorithm for the

Cauchy problem (1) for the elliptic equation, and section 7 gives numerical results. Our

conditional stability up to the boundary in section 5 interprets numerical results in section

7 in comparison with the existing interior conditional stability. Section 8 gives concluding

remarks.
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2 Discretized Tikhonov regularization

Many inverse problems can be reduced to a linear ill-posed operator equation

Kf = g,

by suitably choosing Hilbert spaces V and W and a linear compact operator K : V →W .

Henceforth (·, ·)V means the inner product in V , and by ‖ · ‖V we denote the norm in V

if we need to specify the space V . Henceforth we do not assume the injectivity of K.

We aim at the reconstruction f0 satisfying

Kf0 = g0

by means of noisy data gδ satisfying

‖g0 − gδ‖W ≤ δ,

where δ > 0 is a noise level. We assume that the value of δ is known a priori.

In order to stably reconstruct f0 from some noisy data gδ, we consider the Tikhonov

regularization [53] and the following discretization. Let Vm be a finite dimensional linear

subspace. Let {fmj }1≤j≤m be a linearly independent set of Vm. We denote Pm to be the

orthogonal projection of V onto Vm. We consider the Tikhonov regularization on the finite

dimensional space Vm:

min
f∈Vm

‖Kf − gδ‖2
W + α‖f‖2

V , (2)

where α > 0 is called the regularization parameter. The formulation (2) corresponds to

a Ritz approach in [19] where Vm ⊂ Vm+1 is assumed. However such monotonicity of Vm

may be inconvenient because the monotonicity may make the discretization too fine in the

Tikhonov regularization where one usually need to control the accuracy of discretization

suitably for the noise level (see e.g., pp.109-111 in [5]) and too fine discretization may not

yield the convergence of the regularized solutions. Therefore we should develop the Ritz

approach for the Tikhonov regularization without the monotonicity of Vm, which will be

done in section 2-4.

Henceforth when we will not mention, the stated results are standard and we can refer

for example to Baumeister [5], Bukhgeim [8], Engl, Hanke and Neubauer [12], Groetsch

[19], Hofmann [24], Isakov [27], and Tikhonov and Arsenin [53].

We know that there exists a unique minimizer fα,m,δ of (2) for any α > 0, δ > 0 and

m ∈ N. Moreover, the minimizer is given by

fα,m,δ = (K∗
mKm + αI)−1K∗

mgδ,
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where Km = KPm. We denote the minimizer when δ = 0 by fα,m. With some a priori

choices of α and m for given δ > 0, we can prove the convergence of the Tikhonov

regularized solutions.

The dicsretization of the Tikhonov regularization is similar to the Ritz approach (see

[19, Chapter 4]) , but our point is the use of the reproducing kernel Hilbert space. On the

other hand, our idea for the discretization can be regarded as a linear version of the reduced

basis method, e.g., for an optimization problem subject to a nonlinear constraint (e.g., Ito

and Ravindran [28]). Thus we naturally expect that we can extend our method to a stable

numerical method for solving nonlinear inverse problems such as the determination of

coefficients in partial differential equations by boundary measurements and we will exploit

in a forthcoming paper. As for other references concerning the reduced basis method, see

Barrett and Reddien [4], Ito and Ravindran [29, 30], and Porsching and Lin Lee [46].

In order to state the convergence results, we need notions for solutions of the equation

Kf = g.

Definition 1. Let K : V →W be a bounded linear operator.

1. f ∈ V is called a least-squares solution of Kf = g if ‖Kf − g‖ = inf{‖Kf − g‖; f ∈
V }.

2. f ∈ V is called a minimum norm solution of Kf = g if

(a) f is a least-squares solution of Kf = g, and

(b) ‖f‖ = inf{‖h‖;h is a least-square solution of Kh = g}.

The minimum norm least-squares solution is uniquely determined if g belongs to a

dense subspace D(K†) := R(K) + R(K)⊥. We denote such a unique minimum least-

squares solution by K†g. If K is injective, we have f = K†g ([19, 12]).

We can now prove the convergence of the minimizer (2) to the solution K†g0. Let

γm = ‖K(I − Pm)‖.

We begin with the following lemma.

Lemma 2. Suppose that lim
m→∞

‖(I − Pm)f‖ = 0 for all f ∈ V . Let m(δ) ∈ N and α(δ)

satisfy lim
δ→0

m(δ) = ∞ and lim
δ→0

α(δ) = 0. Let Fδ := fα(δ),m(δ) − fα(δ),m(δ),δ .

If γm = O(
√
α) and δ = O(

√
α), then lim

δ→0
(Fδ , z)V = 0 for all z ∈ R(K∗K).
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Proof. The proof can be found in [19] where the monotonicity of the finite dimensional

subspaces {Vm} is assumed.

By our assumptions, there exists a constant C > 0 such that
δ√
α(δ)

< C for all

δ > 0 which is sufficiently small. Let z ∈ R(K∗K). Then there exists y ∈ V such that

z = K∗Ky. Since lim
δ→0

m(δ) = ∞, we have lim
m→∞

‖(I −Pm)f‖ = 0 for all f ∈ V . Hence, for

any ε > 0, there exits δ0 ∈ N such that

‖(I − Pm(δ))y‖ < ε,
√
α(δ)δ < ε, δ < ε,

for all 0 < δ ≤ δ0.

On the other hand, we have

|(Fδ , z)| ≤ |(Fδ ,K∗K(y − Pm(δ)y))| + |(Fδ ,K∗KPm(δ)y)| = I1 + I2.

By [19, Lemma 4.2.7], for all m ∈ N, α > 0 and δ > 0, we have

‖fα,m − fα,m,δ‖ ≤ δ√
α
.

Thus, for all δ < δ0, we have

I1 ≤ δ√
α(δ)

‖K∗K‖ε ≤ C‖K∗K‖ε.

On the other hand, by [19, forumla (10) on p. 78], we have

α(fα,m − fα,m,δ, Pmy) + (K(fα,m − fα,m,δ),KPmy) = (gδ − g,KPmy),

for all m ∈ N, α > 0 and δ > 0, and for all y ∈ V . Hence, for all δ < δ0, we have

I2 ≤ α|(Fδ , Pm(δ)y)| + |(gδ − g,KPm(δ)y)| ≤ (‖y‖ + ‖K‖‖y‖)ε.

Thus we complete the proof. �

Unlike [19], we do not assume that Vm ⊂ Vm+1, m ∈ N, so that we do not have lim
m→∞

γm = 0

(cf. Lemma 4.2.1 in [19]). However the proof of the Theorem 4.2.4 in [19] valid and gives:

Suppose that lim
m→∞

γm = 0 and lim
m→∞

‖(I − Pm)f‖ = 0 for all f ∈ V . Let lim
m→∞

αm = 0. If

γm = O(
√
αm), then lim

m→∞
fαm,m = K†g0 in V .

In the case where date gδ is contaminated with noise with level δ and we do not choose

a monotone family {Vm}m∈N, we can prove the weak convergence:

Proposition 3. Suppose that lim
m→∞

γm = 0 and lim
m→∞

‖(I − Pm)f‖ = 0 for all f ∈ V . Let

lim
δ→0

m(δ) = ∞ and lim
δ→0

α(δ) = 0. If γm = O(
√
α), δ = O(

√
α), then lim

δ→0
fα(δ),m(δ),δ = K†g0

weakly in V .
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Remark 4. See Theorem 4.2.13 in [19] when the monotonicity of {Vm}m∈N is assumed. If

we replace δ = O(
√
α) by δ = o(

√
α), then we can prove the strong convergence (Theorem

4.2.8 in [19]).

Proof. In the following, we do not indicate the dependence on δ in the notations.

Let fα = (K∗K + α)−1K∗g and let fα,m = (K∗
mKm + α)−1K∗

mg, where Km = KPm.

By [19, Lemma 4.2.7], we have

‖fα,m,δ − fα,m‖ ≤ δ√
α
.

Moreover, by [19, Lemma 4.2.3]

‖fα,m‖ ≤ ‖fα‖ +
(
1 +

γm

α

) 1
2 ‖(I − Pm)fα‖.

By γm = O(
√
α), we have

‖fα,m‖ ≤ C0‖fα‖.

Here and henceforth, Cj denote constants which are independent of α,m, and δ. Let

{vj , uj , µj}j∈N be the singular system: Kvj = µjuj and K∗uj = µjvj. Then,

fα =
∞∑

j=1

µj

µ2
j + α

(g, uj)vj ,

so that

‖fα‖2 =

∞∑

j=1

µ2
j

(µ2
j + α)2

(g, uj)
2 =

∞∑

j=1

µ4
j

(µ2
j + α)2

(g, uj)
2

µ2
j

≤
∞∑

j=1

(g, uj)
2

µ2
j

=
∞∑

j=1

(Kf0, uj)
2

µ2
j

=
∞∑

j=1

(f0, vj)
2 = ‖f0‖2.

Since δ = O(
√
α), we have

‖fα,m‖ ≤ C0‖f0‖, (3)

and

‖fα,m,δ‖ ≤ ‖fα,m‖ +
δ√
α

≤ C0‖f0‖ +
δ√
α

≤ C1. (4)

Since fα,m,δ is the minimizer, by (3) we obtain

‖Kfα,m,δ − gδ‖2 + α‖fα,m,δ‖2 ≤ ‖KPmfα − gδ‖2 + α‖Pmfα‖2

≤ ‖KPmfα − gδ‖2 + αC2
0‖f0‖2.
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On the other hand,

‖KPmfα − gδ‖ ≤ ‖KPmfα −Kfα‖ + ‖Kfα −Kf0‖ + ‖Kf0 − gδ‖

≤ ‖K(1 − Pm)‖‖fα‖ + ‖K‖‖fα − f0‖ + δ

≤ Cγm‖f0‖ + ‖K‖‖fα − f0‖ + δ.

Hence,

‖Kfα,m,δ − gδ‖ ≤ Cγm‖f0‖ + ‖K‖‖fα − f0‖ + δ +
√
αC0‖f0‖,

and we have

‖Kfα,m,δ −Kf0‖ = ‖Kfα,m,δ − gδ + gδ −Kf0‖ ≤ ‖Kfα,m,δ − gδ‖ + ‖gδ − g0‖

≤ Cγm‖f0‖ + ‖K‖‖fα − f0‖ + 2δ +
√
αC0‖f0‖.

By [19, Theorem 2.1.1], we see that lim
α→0

‖fα − f0‖ = 0. Hence,

lim
δ→0

Kfα,m,δ = Kf0.

Choose a subsequence f ′α,m,δ arbitrarily. By (4), we can extract a subsequence f ′′α,m,δ such

that

lim
δ→0

f ′′α,m,δ = f ′′0 weakly in V .

We have lim
δ→0

Kf ′′α,m,δ = Kf ′′0 in W because K is compact. Therefore, Kf ′′0 = Kf0.

Next, we prove that f ′′0 = K†g. Firstly, we observe that

f ′′0 −K†g = f ′′0 − f ′′α,m,δ + f ′′α,m,δ − f ′′α,m + f ′′α,m −K†g.

From [19, Theorem 4.2.4], we know that lim
α→0

‖f ′′α,m−K†g‖ = 0. For the proof of f ′′0 = K†g,

it is sufficient to show that

lim
δ→0

(f ′′α,m,δ − f ′′α,m, z) = 0, (5)

for all z ∈ V .

When z ∈ R(K∗K)⊥ = Ker(K) ⊂ V , we have lim
δ→0

(f ′′α,m,δ−f ′′α,m, z) = 0 by [19, Lemma

4.2.12] in which it is assumed that Vm ⊂ Vm′ if m < m′, but the proof is valid without it.

On the other hand, when z ∈ R(K∗K) ⊂ V , by Lemma 2, we see that

lim
δ→0

(f ′′α,m,δ − f ′′α,m, z) = 0.

Since the subspace R(K∗K)+R(K∗K)⊥ is dense in V , by the Banach-Steinhaus theorem,

(5) is valid for all z ∈ V .

Thus, an arbitrary subsequence f ′α,m,δ of fα,m,δ contains a subsequence that weakly

converges to the unique limit K†g. Consequently, the original sequence fα,m,δ itself con-

verges weakly to K†g. �
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3 Reproducing kernel Hilbert spaces

In this section, we introduce a reproducing kernel Hilbert space. One can refer to [2, 43,

49, 55] for detailed treatises.

Let E be an arbitrary non-empty subset of R
d. We call a symmetric function Φ: E ×

E → R a kernel. A kernel Φ is said to be positive definite (respectively, positive semi-

definite), if for all N ∈ N and all sets of pairwise distinct points X = {x1, . . . , xN} ⊂ E,

the matrix [Φ(xi, xj)]i,j is positive definite (respectively, positive semi-definite).

Definition 5. Let H be a real Hilbert space with the inner product (·, ·)H whose elements

are some real-valued functions defined in E. A function Φ: E × E → R is called a

reproducing kernel for H if

1. Φ(·, x) ∈ H for all x ∈ E,

2. f(x) = (f,Φ(·, x))H. for all f ∈ H and all x ∈ E.

We define the norm by ‖f‖H = (f, f)
1
2
H.

A Hilbert space of functions which admits a reproducing kernel is called a reproducing

kernel Hilbert space (in short, RKHS ). The reproducing kernel of a RKHS is uniquely

determined. Conversely, if a symmetric positive definite kernel Φ is given, then one can

construct a unique RKHS in which the given kernel acts as the reproducing kernel (see

[55] for details). The construction of the RKHS from a given positive definite kernel Φ is

achieved as follows. We define a pre-Hilbert space FΦ(E) by

FΦ(E) := span {Φ(·, x);x ∈ E} ,

with inner product 〈·, ·〉Φ

〈f, g〉Φ :=
N∑

j=1

M∑

k=1

αjβkΦ(xj, yk),

for functions

f =

N∑

j=1

αjΦ(·, xj), g =

M∑

k=1

βkΦ(·, yk) ∈ FΦ(E).

By taking a completion with respect to the norm of FΦ(E), we can define the RKHS H
with the inner product (·, ·)H = 〈·, ·〉Φ. See [55] for details of the construction.

For later convenience, we collect fundamental properties of RKHS:

Proposition 6 ([55]). (i) For all x, y ∈ E, we have Φ(x, y) = (Φ(·, x),Φ(·, y))H.
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(ii) For all f ∈ H in the form of f =

N∑

k=1

αkΦ(·, xk) with xk ∈ E, we have

‖f‖2
H =

N∑

k=1

N∑

j=1

αkαjΦ(xk, xj).

(iii) FΦ(E) is dense in H.

(iv) If a sequence {fn}∞n=1 of H converges to f weakly in H, then {fn(x)}∞n=1 converges

to f(x) for all x ∈ E.

(v) Suppose that Φ is bounded on E × E. If a sequence {fn}∞n=1 of H converges to f in

H, then {fn}∞n=1 uniformly converges to f on E.

(vi) Suppose
∫
E Φ(x, x)dµ < ∞. Then a RKHS has a continuous linear embedding into

L2(E,µ) where µ is a measure on E.

For a finite set of points X := {x1, . . . , xN} and f ∈ H, we define sf,X(x) by

sf,X(x) :=

N∑

k=1

αkΦ(x, xk),

where the coefficients {αk}Nk=1 are determined by the conditions

sf,X(xk) = f(xk), 1 ≤ k ≤ N.

Since the matrix [Φ(xi, xj)]i,j is positive definite, {αk}Nk=1 are uniquely determined.

We define a subspace by

VX := span {Φ(·, x);x ∈ X} ⊂ H,

and an operator PX : H → VX ⊂ H

PX(f)(x) = sf,X(x).

Then we have

Proposition 7 ([55]). PX is an orthogonal projection of H onto the closed subspace VX .

Define the fill distance hX of X by

hX,E = sup
x∈E

min
xj∈X

|x− xj|.
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We choose some finite sets of points Xm, m ∈ N of E such that hXm,E > hX′
m,E for all

m < m′ ∈ N and lim
m→∞

hXm,E = 0. We set

Vm := VXm and Pm := PVm .

In general, we cannot guarantee that the union
⋃∞
m=1 Vm is dense in H nor lim

m→∞
‖f −

Pm(f)‖H = 0. However, with a moderate assumption on the kernel Φ, we can prove these

properties, which are crucial in our regularization method.

Lemma 8. If the reproducing kernel Φ is uniformly continuous on E × E, then we have

lim
m→∞

‖f − Pm(f)‖H = 0 for all f ∈ H.

Proof. For any f ∈ H and any ε > 0, by the density of FΦ(E), there exist a finite set of

points X = {x1, . . . , xN} of E and fε,X ∈ VX such that ‖f − fε,X‖H < ε. Here fε,X ∈ VX
is of the form

fε,X(x) =
N∑

k=1

αkΦ(x, xk)

with some αk ∈ R.

Since Φ is uniformly continuous on Ω × Ω, there exists δ > 0 such that if |x− y| < δ,

then

sup
z∈E

|Φ(z, x) − Φ(z, y)| < ( max
1≤j,k≤N

|αjαk| + 1)−1(N
√

2)−2ε2.

Let B(x0, d) = {x ∈ R
d; |x − x0| < d}. Since lim

m→∞
hXm,E = 0, there exists m0 ∈ N

such that Xm ∩ B(xk, δ) 6= ∅ for all m ≥ m0, m ∈ N and for all xk ∈ X. Thus, for each

xk ∈ X and for all m ≥ m0, we can pick at least one point y = y(xk) ∈ Xm ∩B(xk, δ).

For m ≥ m0, define gm ∈ Vm by

gm(x) =
N∑

k=1

αkΦ(x, y(xk)).

Then, by Proposition 6 (i) and (ii), we have

‖fε,X − gm‖2
H =

∥∥∥∥∥

N∑

k=1

αkΦ(·, xk) −
N∑

k=1

αkΦ(·, y(xk))
∥∥∥∥∥

2

H

=

N∑

j,k=1

αjαkΦ(xj , xk) +

N∑

j,k=1

αjαkΦ(y(xj), y(xk)) − 2

N∑

j,k=1

αjαkΦ(xj , y(xk))

≤

∣∣∣∣∣∣

N∑

j,k=1

αjαkΦ(xj , xk) −
N∑

j,k=1

αjαkΦ(xj, y(xk))

∣∣∣∣∣∣

+

∣∣∣∣∣∣

N∑

j,k=1

αjαkΦ(xj , y(xk)) −
N∑

j,k=1

αjαkΦ(y(xj), y(xk))

∣∣∣∣∣∣
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≤ N2 max
1≤j,k≤N

|αjαk| sup
x∈E

|Φ(x, xk) − Φ(x, y(xk))|

+N2 max
1≤j,k≤N

|αjαk| sup
x∈E

|Φ(xj , x) − Φ(y(xj), x)| < ε2.

Hence, we have

‖f − gm‖H ≤ ‖f − fε,X‖H + ‖fε,X − gm‖H < 2ε,

for all m ≥ m0. Since ‖f − Pm(f)‖H ≤ ‖f − g‖H for all g ∈ Vm, we have that

‖f − Pm(f)‖H ≤ ‖f − gm‖H < 2ε

for all m ≥ m0. �

If we choose Φ and E suitably, then the reproducing kernel Hilbert space H realizes usual

Sobolev spaces (e.g., [50, 55]). For example, H = H1(R) if Φ(x, y) =
1

2
exp(−|x− y|).

4 Discretized Tikhonov regularization by reproducing ker-

nel Hilbert spaces

In this section, we apply the general results in section 2 to the case when V is a RKHS.

Let E be a subset of R
d. Let (E,F , µ) be a measure space on E. Let Φ: E×E → R be

a reproducing kernel. We assume that Φ is uniformly continuous on E × E. We define a

RKHS H on E generated by the kernel Φ. Let K : H →W be a linear compact operator,

where W is a Hilbert space. We consider the problem of finding the solution f0 ∈ H in

Kf0 = g0 by means of noisy data gδ satisfying ‖g − gδ‖W ≤ δ.

We choose finite sets of points Xm, m ∈ N of E such that lim
m→∞

hXm,E = 0. We set a

finite dimensional subspace Vm := VXm and the projection Pm := PVm . By Lemma 8, we

have lim
m→∞

‖(I −Pm)f‖ = 0 for all f ∈ H. Set γm = ‖K(I −Pm)‖. Henceforth we assume

that lim
m→∞

γm = 0, which is satisfied by many reproducing kernels [55].

Let fα,m,δ be a unique solution of (2) when V = H and let fα,m be a unique solution

of (2) when the data gδ = g0. Thanks to the reproducing kernel Hilbert space, we can

strengthen the convergence of the discretized Tikhonov regularized solutions:

Theorem 9. Under the above settings, we have:

1. Let lim
m→∞

αm = 0. Suppose sup
x∈E

Φ(x, x) <∞.

If γm = O(
√
αm), then lim

m→∞
‖fαm,m −K†g0‖L∞(E,µ) = 0.

2. Let lim
δ→0

m(δ) = ∞ and lim
δ→0

α(δ) = 0. Suppose
∫
E Φ(x, x)dµ(x) <∞.

If γm = O(
√
α), δ = O(

√
α), then lim

δ→0
‖fα(δ),m(δ),δ −K†g0‖L2(E,µ) = 0.

12



Proof. Part (i) follows Theorem 4.2.4 in [19] and Proposition 6 (v). We will prove part

(ii).

From Definition 5 and Proposition 3, we have

lim
δ→0

|fα,m,δ(x) −K†g0(x)| = lim
δ→0

|(fα,m,δ −K†g0,Φ(·, x))H| = 0,

for all x ∈ E.

On the other hand, since a weak convergence sequence is norm bounded, we have

|fα,m,δ(x) −K†g0(x)|2 = |(fα,m,δ −K†g0,Φ(·, x))H|2

≤ ‖fα,m,δ −K†g0‖2
HΦ(x, x) ≤ CΦ(x, x)

for all x ∈ E with a positive constant C which is independent of {fα,m,δ}. By assump-

tion, Φ(x, x) is integrable. Hence, we have lim
δ→0

‖fα,m,δ −K†g0‖L2(E) = 0 by the Lebesgue

theorem. �

Since fα,m,δ ∈ Vm, it can be expressed by

fα,m,δ =

m∑

k=1

λkΦ(·, xk),

with some {λk}mk=1. By the property of a RKHS, the minimization problem (2) is equiva-

lent to minλ∈Rm J(λ), where

J(λ) =
1

2
‖

m∑

k=1

λkK(Φ(·, xk)) − gδ‖2
W + α

m∑

k=1

m∑

j=1

Φ(xk, xj).

We can reduce the minimization for J(λ) to
∂J

∂λk
(λ) = 0, k = 1, . . . ,m. This leads to the

system

(A+ αB)λ = Gδ , (6)

where A, B and Gδ are defined, respectively, by

Ai,j = (K(Φ(·, xi)),K(Φ(·, xj)))W , Bi,j = Φ(xi, xj), i, j = 1, . . . ,m,

and Gδ is defined by

Gδ,i = (K(Φ(·, xi)), gδ)W , i = 1, . . . ,m.

As is stated in section 1, the structure of our numerical programme is simple. That is,

(i) the discretization of the function in V by the RKHS. (ii) a computation for K(Φ(·, xk))
which corresponds to well-posed problems. (iii) the Tikhonov regularization of the result-

ing finite dimensional system (6).
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5 Conditional stability

In this section, we show the conditional stability estimates for the Cauchy problem (1).

The following is proved and see [27, Theorem 3.3.1].

Theorem 10. (interior conditional stability) Let Ω0 be a domain such that Ω0 ⊂ Ω ∪ Γ.

Then, there exist constants C > 0 and κ ∈ (0, 1) such that

‖u‖H2(Ω0) ≤ C(D + ‖u‖1−κ
H1(Ω)

Dκ) (7)

where

D = ‖h‖L2(Ω) + ‖g1‖H1(Γ) + ‖g2‖L2(Γ).

Estimate (7) guarantees that ‖u‖H2(Ω0) is small if data F is small, provided that

‖u‖H1(Ω) is a priori bounded, and (7) is called a conditional stability estimate.

In Isakov [27], only the first order term ‖u‖H1(Ω0) is estimated. We can follow the same

argument in [27] with the help of Lemma 17 stated below to estimate also ‖u‖H2(Ω0). The

theorem is an interior stability estimate that is valid only in Ω0 as long as ∂Ω0 does not

touch ∂Ω \ Γ and so does not give any estimation of u on ∂Ω \ Γ.

As for interior conditional stability for the Cauchy problem for an elliptic equation,

there are many works and see, for example, Fursikov [17], Han and Reinhardt [21], Kubo

[36], Lavrent’ev, Romanov and Shishat.skĭı [38], Payne [44, 45].

In practice, such as determination of corrosion damages (e.g., Fasino and Inglese [15],

Cheng, Choulli and Yang [56]), we have to estimate boundary values of u on ∂Ω \ Γ

which is the inaccessible subboundary. There are only a few papers on such boundary

estimation and see Cheng, Choulli and Yang [56], Cheng and Yamamoto [10], and Eller

and Yamamoto [11]. The paper [11] treats the stationary anisotropic Maxwell’s equations,

and the paper [56] discusses only the case where the principal part of A is ∆, and in

particular, [10] depends essentially on the analyticity of u.

Theorem 11 (boundary conditional stability). Let η > n+2
2 . For 0 < κ0 < 1, there exists

a constant C > 0 such that

‖u‖L∞(∂Ω\Γ) ≤ C‖u‖Hη(Ω)

(
log

1

‖g1‖L2(Γ) + ‖g2‖L2(Γ) + ‖h‖L2(Ω)
+ log

1

‖u‖Hη(Ω)

)−κ0

.

The theorem says that if the norm ‖g1‖L2(Γ) + ‖g2‖L2(Γ) + ‖h‖L2(Ω) of data tends

to zero, then ‖u‖L∞(∂Ω\Γ) approaches 0 provided that we know an a priori bound for

‖u‖Hη(Ω). The rate of convergence of ‖u‖L∞(∂Ω\Γ) is logarithmic. The boundary estimate

in Theorem 11 is much weaker than the interior estimate in Theorem 10. The proof is

based on a Carleman estimate and is given in appendix.
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6 Reconstruction method

We assume that the problem (1) admits a unique solution u0 ∈ H
3
2 (Ω) for g1 and g2.

In this section, we show a reconstruction method by means of the discretized Tikhonov

regularization proposed in section 4. We assume that Ω ⊂ R
2 for simplicity. We also

assume that there exists a C∞ map

Π: [0, 1] → ∂Ω\Γ

such that Π is injective and Π([0, 1]) = ∂Ω\Γ. Set Σ := ∂Ω\Γ. Let

Φ(x, y) : [0, 1] × [0, 1] → R

be a positive definite kernel on [0, 1]. Let H be the RKHS on [0, 1] generated by the kernel

Φ. We denote ϕ(Π−1(x)) by Π∗ϕ(x) for ϕ ∈ H and x ∈ Σ. For m ∈ N, we define a

set of points Xm ⊂ [0, 1]. We define the finite subspace Vm by Vm := VXm and Pm by

Pm := PVm , respectively.

We pose the following two assumptions on the positive definite kernel that is satisfied

by many type of positive definite kernels [55].

Assumption 12. We assume that the kernel Φ is uniformly continuous on [0, 1] × [0, 1].

Assumption 13. Suppose there exists a function p : R+ → R+ satisfying lim
r→0

p(r) = 0

such that the estimate holds

‖f − Pmf‖L∞(0,1) ≤ p(hXm)‖f‖H.

for all f ∈ H. Here hXm := sup
x∈[0,1]

min
xk∈Xm

|x− xk|.

Firstly, we construct an approximation to ∂Au0|Σ of the solution of (1). After obtaining

the approximation, we solve a boundary value problem which is well-posed and obtain an

approximation to the solution of (1). Thus it suffices to approximate ∂Au0|Σ.

We define a Hilbert space on Σ by

HΣ := {Π∗ϕ : Σ → R | ϕ ∈ H},

equipped with an inner product

(Π∗ϕ1,Π∗ϕ2)HΣ
:= (ϕ1, ϕ2)H,

where ϕi ∈ H. It is easy to check that HΣ is a RKHS generated by the kernel Ψ(x, y) :=

Φ(Π−1(x),Π−1(y)).
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Let Γ0 be a relatively open subset of Γ. Let u0 denote the unique solution of (1). We

assume that ∂Au0(Π(t)) ∈ H. Suppose that the noisy data gδ1 and gδ2 satisfy

‖g1 − gδ1‖L2(Γ) ≤ δ, and ‖g2 − gδ2‖L2(Γ) ≤ δ.

We first consider the direct problem





Au = h, x ∈ Ω,

∂Au|Σ = θ1,

u|Γ0 = θ2,

∂Au|Γ\Γ0
= θ3,

(8)

for θ1 ∈ L2(Σ), θ2 ∈ L2(Γ0) and θ1 ∈ L2(Γ\Γ0). We denote the solution of (8) by

u(θ1, θ2, θ3, h).

Let L and gδ be defined, respectively, by

Lϕ := u(ϕ, 0, 0, 0)|Γ\Γ0
, gδ = gδ1 − u(0, gδ1 , g

δ
2, h)|Γ\Γ0

.

Note that the map ϕ ∈ L2(Σ) → u(ϕ, 0, 0, 0)|Γ\Γ0
∈ L2(Γ\Γ0) is compact and injective. In

fact, the injectivity follows from the unique continuation (e.g., Isakov [27]). The compact-

ness is seen as follows; the map ϕ −→ u(ϕ, 0, 0, 0) is continuous from L2(Σ) to H1(Ω) by

a variational formulation or the Lax-Milgram theorem (e.g., [42]). Since the embedding

H
1
2 (Γ \ Γ0) −→ L2(Γ \ Γ0) is compact, we see from the trace theorem that the map is

compact. Moreover, the RKHS HΣ is continuously embedded into L2(Σ). Therefore, L

is a linear and injective compact operator from HΣ to L2(Γ\Γ0). Let K be defined by

Kϕ := L(Π∗ϕ). It is clear that K is a linear and injective compact operator from H to

L2(Γ\Γ0). Also, we have gδ ∈ L2(Γ\Γ0). We set

g0 = g1 − u(0, g1, g2, h)|Γ\Γ0
.

Lemma 14. Let ϕ ∈ H. Then K(ϕ) = g0 and Π∗ϕ = ∂Au0|Σ are equivalent.

Proof. Let v := u(Π∗ϕ, g1, g2, h) − u0. Suppose K(ϕ) = g0.

Then, we have

v|Γ\Γ0
= u(Π∗ϕ, 0, 0, 0)|Γ\Γ0

+ u(0, g1, g2, h)|Γ\Γ0
− u0|Γ\Γ0

= K(ϕ) + u(0, g1, g2, h)|Γ\Γ0
− g1 = K(ϕ) − g0 = 0.

On the other hand,

∂Av|Γ\Γ0
= g2 − g2 = 0.
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Therefore, by the unique continuation theorem (e.g., [27]), we have v = 0 in Ω and

Π∗ϕ = ∂Au0|Σ.

Conversely, suppose Π∗ϕ = ∂Au0|Σ. Then, we have

K(ϕ) = u(Π∗ϕ, g1, g2, h)|Γ\Γ0
− u(0, g1, g2, h)|Γ\Γ0

= u(∂Au0, g1, g2, h)|Γ\Γ0
− u(0, g1, g2, h)|Γ\Γ0

= g1 − u(0, g1, g2, h)|Γ\Γ0

= g0.

Thus, the proof is completed. �

From Lemma 14, the problem of finding ∂Au0|Σ from gδ1 and gδ2 is equivalent to the problem

of finding the solution ϕ ∈ H in Kϕ = g0 from gδ. We solve the problem by the method

introduced in section 4; that is, we expand the data gδ0 in terms of {K(Φ(·, xk));xk ∈ Xm}
on L2(Γ\Γ0). In order to circumvent the instability of the inverse problem, the Tikhonov

regularization is applied

min
ϕ∈Vm

‖K(ϕ) − gδ‖2
L2(Γ\Γ0) + α‖ϕ‖2

HΣ
,

where α > 0 is a regularization parameter. We know that there exists a unique minimizer

which we denote by ϕα,m,δ. By ϕα,m, we denote the minimizer when gδ = g0.

We can apply Theorem 9 in section 4, we show the convergence of ϕα,m,δ.

Theorem 15. Under the above settings, we have:

(i) Let lim
m→∞

αm = 0. If p(hm) = O(
√
αm). Then, we have

lim
m→∞

‖Π∗ϕα,m − ∂Au0‖L2(Σ) = 0.

(ii) Let lim
δ→0

m(δ) = ∞ and lim
δ→0

α(δ) = 0. If p(hm) = O(
√
α) and δ = O(

√
α). Then, we

have

lim
δ→0

‖Π∗ϕα,m,δ − ∂Au0‖L2(Σ) = 0.

Proof. Part (i) follows directly from Theorem 9 (i). We only prove (ii) and we do not

indicate the dependence on δ in the notations bellow. We first show that there exists a

constant C > 0 such that γm ≤ Cp(hXm) for all m ∈ N.
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Let ϕ ∈ H with ‖ϕ‖H ≤ 1. We set g = (I − Pm)ϕ. By Assumption 13, we have

‖K(I − Pm)ϕ‖2
L2(Γ\Γ0) = ‖u(Π∗(I − Pm)ϕ, 0, 0, 0)‖2

L2 (Γ\Γ0)

≤ C‖Π∗(I − Pm)ϕ‖2
L2(Σ)

= C

∫

Σ

∣∣g(Π−1(x))
∣∣2 dS

≤ C‖g‖2
L∞(I) ≤ Cp2(hXm).

Therefore, we have lim
m→∞

γm = 0. Hence, from Theorem 9, we have

lim
δ→0

‖ϕα,m,δ −K†g0‖L2(I) = 0.

Since K is injective, then by Lemma 14, we have

K†g0 = K−1g0 = ∂Au0(Π(·)).

Consequently, we have lim
δ→0

‖Π∗ϕα,m,δ − ∂Au0‖L2(Σ) = 0. �

We solve the boundary value problem





Au = h, x ∈ Ω,

∂Au|Σ = Π∗ϕα,m,δ ,

u|Γ0 = gδ1,

∂Au|Γ\Γ0
= gδ2,

(9)

We denote a unique solution of (9) by uα,m,δ. By uα,m, we denote the solution obtained

by using ϕα,m and the noise-free data g1 and g2 in (9).

The function u0 − uα,m,δ satisfies (8) with θ1 = ∂Au0 − Π∗ϕα,m,δ , θ2 = g1 − gδ1 and

θ3 = g2 − gδ2. Hence, by Theorem 15, we have

lim
δ→0

‖u0 − uα,m,δ‖L2(Ω) = 0.

Corollary 16. Under the above settings, we have:

(i) Let lim
m→∞

αm = 0. If p(hm) = O(
√
αm). Then, we have

lim
m→∞

‖uαm,m − u0‖L2(Ω) = 0.

(ii) Let lim
δ→0

m(δ) = ∞ and lim
δ→0

α(δ) = 0. If p(hm) = O(
√
α) and δ = O(

√
α). Then, we

have

lim
δ→∞

‖uα,m,δ − u0‖L2(Ω) = 0.
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For given data gδ0, g
δ
1 and a finite set of points Xm of [0, 1], the minimizer ϕα,m,δ ∈ Vm

can be written in the form:

ϕα,m,δ =

m∑

k=1

λkΦ(·, xk).

The coefficients {λk}mk=1 are obtained by solving the linear system

∂J(λ)

∂λk
= 0, k = 1, . . . ,m,

where

J(λ) := ‖K(
m∑

k=1

λkΦ(·, xk)) − gδ‖2
L2(Γ\Γ0) + α‖

m∑

k=1

λkΦ(·, xk)‖2
H.

It is easy to check that the resultant system is

(A+ αB)λ = Gδ . (10)

In (10),

[A]i,j =

∫

Γ\Γ0

K(Φ(·, xi))K(Φ(·, xj))dS, [B]i,j = Φ(xi, xj),

[Gδ]i =

∫

Γ\Γ0

K(Φ(·, xi))gδdS.

In our numerical computations, the integrals in A and Gδ will be approximated by

some quadrature rule with P nodes {zp} ⊂ Γ\Γ0 and corresponding weights {ωp}, i.e,





[A]i,j ≈
P∑

p=1

ωpK(Φ(·, xi))(zp)K(Φ(·, xj))(zp),

[Gδ ]i ≈
P∑

p=1

ωpK(Φ(·, xi))(zp)gδ(zp).
(11)

Thus, system (10) is changed to the following system

(V ∗V + αB)λ = V ∗Gδ , (12)

where [V ]p,j =
√
ωpK(Φ(·, xj))(zp), for 1 ≤ p ≤ P , 1 ≤ j ≤ m. We note that

K(Φ(·, xi)) = L(Π∗Φ(·, xi)), 1 ≤ i ≤ m

is the trace on Γ\Γ0 of the solution ui of the following direct problem





Aui = 0 in Ω,

∂Aui|Σ = Φ(Π−1(·), xi),
ui|Γ0 = 0,

∂Aui|Γ\Γ0
= 0.

(13)
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The direct problem can be solved numerically by using a conventional method such as a

finite element method, a finite difference method, a boundary element method, the method

of fundamental solution or the Kansa’s method [32], etc.

We conclude this section with a brief explanation on the method for the case when

∂Ω\Γ is composed by piecewise smooth parts, i.e,

Σ =

J⋃

j=1

Σj,

with injective C∞ maps Πj : [0, 1] → Σj such that Πj([0, 1]) = Σj for j = 1, . . . , J .

For simplicity, we may assume J = 2 without loss of generality. Firstly, we choose a

positive definite kernel Φ and define the corresponding RKHS H on [0, 1]. We define the

reproducing kernel Hilbert spaces HΣj and the operators Πj
∗ : H → HΣj for j = 1, 2 in the

same way. For finite sets of points Xm ⊂ [0, 1] such that lim
m→∞

hXm,Ω = 0, we define the

finite subspaces Vm and the projection Pm on H in the same way.

For ϕ = (ϕ1, ϕ2) ∈ H ×H, consider the direct problem





Au = h in Ω,

∂Au|Σj = Πj
∗ϕj , j = 1, 2,

u|Γ0 = gδ1,

∂Au|Γ\Γ0
= gδ2,

(14)

and denote the solution by u(ϕ, gδ1 , g
δ
2, h). Define K : H ×H → L2(Γ\Γ0) and gδ , respec-

tively, by

K(ϕ1, ϕ2) = u(Π1
∗ϕ1,Π

2
∗ϕ2, 0, 0, 0),

gδ = u(0, 0, gδ1 , g
δ
2, h),

for (ϕ1, ϕ2) ∈ H ×H. For any (m1,m2) ∈ N × N, we construct

{K(Π1
∗Φ(·, x1), 0),K(0,Π2

∗Φ(·, x2));x1 ∈ Xm1 x
2 ∈ Xm2}.

Then, we seek the unique minimizer of the Tikhonov functional,

ϕα,m,δ := arg min
ϕ∈Vm1×Vm2

‖K(ϕ) − gδ‖2
L2(Γ\Γ0) + α

2∑

j=1

‖ϕj‖2
H.

The minimizer ϕα,m,δ in the space Vm1 × Vm2 is of the form

ϕα,m,δ = (

m1∑

i=1

λi,1Π
1
∗Φ(·, x1

i ),

m2∑

i=1

λi,2Π
2
∗Φ(·, x2

i )).
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The coefficients {λi,j}, 1 ≤ i ≤ mj, for j = 1, 2, of the minimizer is obtained by solving

the system ∇J(λ) = 0 where J is given by

J(λ) := ‖K(

m1∑

i=1

λi,1Φ(·, x1
i ),

m2∑

i=1

λi,2Φ(·, x2
i )) − gδ‖2

L2(Γ\Γ0) + α

2∑

j=1

‖
mj∑

i=1

λi,jΦ(·, xji )‖2
H.

7 Numerical experiments

In this section, we verify the numerical efficiency of the proposed method for the Cauchy

problem (1). We reconstruct an approximate solution to (1) for any given m in Xm. We

only focus on the case when A = △ and h = 0, i.e, the Laplace equation. Firstly, we give

an approximation to ∂Au0|Σ. Then, by using such approximation, we solve equation (9) or

(14) to obtain an approximate solution to (1). The regularization parameter α is chosen

by the L-curve method (e.g., [12]). We summarize the numerical procedure in Algorithm

as follows.

Algorithm 1 Pseudo-code for generating an approximation to u0.

Choose the reproducing kernel Φ(t, s).

Choose m ∈ N and set Xm := { 1
m ,

2
m , . . . , 1}.

Define the matrix B by [B]i,j = Φ(xi, xj). Set the nodes ZP := {z1, . . . , zP } ∈ Γ\Γ0

and the weights {ω1, . . . , ωp} for P ∈ N in (11).

for k = 1, . . . ,m do

Solve equation (13) to construct K(Φ(·, xk)), xk ∈ Xm.

Define the matrix by [V ]p,k :=
√
ωpK(Φ(·, xk))(zp) for p = 1, . . . ,m.

end for

For any given data {gδ1, gδ2} on Γ, compute gδ(zp) := gδ1(zp) − u(0, gδ1 , g
δ
2, h)(zp), for

p = 1, . . . , P to obtain Gδ in (11).

Choose a regularization parameter α by the L-curve method.

Solve system (12) to obtain {λk}mk=1.

Set ϕα,m,δ =
∑m

k=1 λkΦ(·, xk) and solve equation (9) to obtain an approximation solution

uα,m,δ to (1).

We consider a two-dimensional case where Ω = [−1, 1] × [0, 1] and two cases of Γ: (i)

∂Ω\Γ = [−1, 1] × {1} and (ii) Γ = [−1, 1] × {0}.
We fix the boundary Γ0 = [−0.1, 0.1]×{0} in all the cases. In all numerical experiments,

the nodes for the integral approximations in (11) are taken to be ZP = {z1, z2, . . . , zP } ⊂
Γ\Γ0 such that |zk+1 − zk| = 0.02 for all 1 ≤ k ≤ P . The weights {ωp} are always chosen
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to be uniform: ωp = 1.

We choose the following functions as test examples:

Example 1 u0(x, y) = x3 − 3xy2 + e2y sin 2x− ey cos x.

Example 2 u0(x, y) = cos πx coshπy.

In Klibanov and Santosa [34], the quasi-reversibility method is applied for reconstructing

the same function in Example 2 in the case of Γ = [−1, 1] × {0}.
We use two positive definite kernels among Φ1 and Φ2:

Kernel 1 Φ1(t, s) := exp(−10|t − s|2).

Kernel 2 Φ2(t, s) := ϕ(|t− s|), where ϕ(r) := (1 − r)3+(3r + 1) and t+ = max{t, 0}.

Each kernel satisfies the Assumption 13 with p(r) = C1 exp(−C2
r ) for the Kernel 1 and

p(r) = C3r
3 for the Kernel 2, respectively, where C1, C2 and C3 are positive constants

[55, Section 11.4].

For the case (i) Γ = [−1, 1] × {0}, the boundary Σ = ∂Ω\Γ is composed by three

segments: Σ1 := {(s, 1); s ∈ [−1, 1]}, Σ2 := {(−1, s); s ∈ [0, 1]} and Σ3 := {(1, s); s ∈
[0, 1]}. We define maps Πi : [0, 1] → Σi, i = 1, 2, 3 by Π1(t) = (−1, t), Π2(t) = (−1 + 2t, 1)

and Π3(t) = (1, t) for t ∈ [0, 1].

We take two finite sets of points X10 and X20 in [0, 1]. The fill distances of both

Π1(X10) and Π3(X10) are equal to that of Π2(X20).

The noisy data {gδ1, gδ2} are obtained by adding random numbers to the exact data

{g1, g2} = {u0|Γ, ∂Au0|Γ} by

gδi (ξ) = gi(ξ) +
δ

100
max
z∈Γ

|gi(z)|rand(ξ), i = 1, 2,

for ξ ∈ Γ, where rand(ξ) is a random number between [−1, 1] and δ% ∈ {0, 1, 5, 10} is the

noise level.

For all given noisy data {gδ1, gδ2} with various noisy levels, we apply Algorithm to

obtain an approximate solution to u0 in each example. We denote by uΦi the approximate

solution obtained with using the kernel Φi, i = 1, 2 in Algorithm. For the numerical error

estimations, we compute the relative error of uΦi over the whole domain Ω:

Er(uΦi) :=
‖u0 − uΦi‖L2(Ω)

‖u0‖L2(Ω)
,

for i = 1, 2. Table 1 shows the relative errors for Example 1 and Example 2. In Figure

1, we show the solution u0 in Example 2 for the comparison to approximate solution uΦ2 .
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Example1 Example2

Noise Er(uΦ1) Er(uΦ2) Er(uΦ1) Er(uΦ2)

0% 0.0428 0.0338 0.0919 0.0667

1% 0.0507 0.0606 0.1099 0.0781

5% 0.2449 0.2340 0.3055 0.3186

10% 0.2797 0.2682 0.3410 0.3149

Table 1: The relative errors uΦi i = 1, 2 on the whole domain Ω when the Cauchy data

are given on the boundary Γ = [−1, 1] × {0}.

The solutions uΦ2 obtained by using different noisy data with noise level δ = 0, 1, 5, 10 are

given in Figure 2 - Figure 5, respectively.

In order to study the error profiles of our numerical solution to uΦ2, in Figure 6 and

Figure 7, we draw the absolute error

Ea(x, y) := |u0(x, y) − uΦ2(x, y)|, (x, y) ∈ Ω.

In this experiment, the noise level is set to be δ = 10 and both Example 1 and Example

2 are tested. We observe that the errors becomes larger near the boundary Σ in the both

examples. This corresponds to the conditional stability estimate up to the boundary as

we stated in Theorem 11 where the rate of the convergence to the exact solution is only

logarithmic. By the interior conditional stability in Theorem 10, we may expect that the

accuracy of the numerical solution will be improved in a small part of the subset ω ⊂ Ω

whose boundary ∂ω does not touch Σ. In [34], the reconstruction was done in a subdomain

ω for the same Cauchy problem for the Laplace equation. For comparisons, we choose the

same subdomain ω:

ω := {(x, y); y + 0.6
( x

0.6

)2
− 0.6 ≤ 0, y ≥ 0}

and consider the relative error in ω

er(uΦi) :=
‖u0 − uΦi‖L2(ω)

‖u0‖L2(ω)
, i = 1, 2.

In Table 2, we can see that all the accuracies have improved.

Finally, we compute the numerical approximate solution to u0 when the Cauchy data

is given on the boundary Σ = {(x, 1);x ∈ [−1, 1]}. Table 3 and Table 4 show the relative

errors in each domain respectively.
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Example1 Example2

Noise er(uΦ1) er(uΦ2) er(uΦ1) er(uΦ2)

0% 0.0044 0.0040 0.0023 0.0019

1% 0.0041 0.0074 0.0072 0.0052

5% 0.0717 0.0677 0.0638 0.0786

10% 0.0879 0.0830 0.0768 0.0763

Table 2: The relative errors uΦi , i = 1, 2, in the interior part ω where the Cauchy data is

given on the boundary Γ = [−1, 1] × {0}.

Example1 Example2

Noise Er(uΦ1) Er(uΦ2) Er(uΦ1) Er(uΦ2)

0% 0.0069 0.0043 0.0037 0.0044

1% 0.0153 0.0106 0.0166 0.0046

5% 0.0375 0.0218 0.0361 0.0198

10% 0.0414 0.0425 0.0539 0.0292

Table 3: The relative errors uΦi , i = 1, 2, on the whole domain Ω where the Cauchy data

is given on the boundary Γ such that ∂Ω\Γ = [−1, 1] × {1}.

Example1 Example2

Noise er(uΦ1) er(uΦ2) er(uΦ1) er(uΦ2)

0% 0.0012 0.0010 0.0034 0.0037

1% 0.0078 0.0054 0.0078 0.0046

5% 0.0176 0.0098 0.0276 0.0115

10% 0.0207 0.0200 0.0406 0.0138

Table 4: The relative errors uΦi , i = 1, 2, in the interior part ω where the Cauchy data is

given on the boundary Γ such that ∂Ω\Γ = [−1, 1] × {1}.
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8 Conclusion

In this paper, we propose a reconstruction numerical method for solving the Cauchy prob-

lem for elliptic equation. The method is the discretized Tikhonov regularization by the

reproducing kernel Hilbert space. The convergence of the method is proven. Numerical

examples demonstrate that the method is robust against data noises and reasonably ac-

curate as a solver for the ill-posed problems. The method is non-iterative. Furthermore,

the method is applicable to other inverse problem that makes the method practical to

handle real-life problems. We also give the conditional stability estimate at the bound-

ary. The argument in our proof can be extended to establish such stability estimates for

other inverse problems; for example, the non-characteristic Cauchy problem for parabolic

equations which we will study in a forthcoming paper.

Appendix Proof of Theorem 11

Proof. First we show a key Carleman estimate:

Lemma 17. Let ψ ∈ C2(Ω) such that |∇ψ| 6= 0 on Ω. Then, for sufficiently large λ > 0,

there exist constants s0 > 0 and C > 0 such that

∫

Ω


1

s

n∑

i,j=1

|∂i∂ju|2 + s|∇u|2 + s3u2


 exp(2seλψ)dx

≤ C

∫

Ω
|Au|2 exp(2seλψ)dx

for any s ≥ s0 and any u ∈ H2
0 (Ω).

As for the proof, see Hörmander [26], Isakov [27] and Klibanov and Timonov [35]. In

[27], the second order terms on the left hand side are not estimated, but we can easily

include ∂i∂ju by means of an a priori estimate for the Dirichlet problem for A(uesψ) = h̃

(e.g., Gilbarg and Trudinger [18]).

We set 



M = ‖u‖Hη(Ω), η > n+2
2 ,

D = ‖g1‖H1(Γ) + ‖g2‖L2(Γ) + ‖h‖L2(Ω).

Without loss of generality, we can assume that M ≥ 1. Again, Cj > 0 and C > 0 denote

some generic constants. Both constants are independent of choices of x0 ∈ ∂Ω \Γ and the

parameter s > 0 in the Carleman estimate (Lemma 17).
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For y ∈ R
n and r > 0, we set

Br(y) = {x ∈ R
n; |x− y| < r}.

Since ∂Ω \ Γ satisfies the uniform interior sphere condition, we can choose a ball Br(y0)

such that Br(y0) \ {x0} ⊂ Ω for any x0 ∈ ∂Ω \ Γ. We can choose r > 0 uniformly for

x0 ∈ ∂Ω \ Γ. We set

Ω1 =
⋃

x0∈∂Ω\Γ

Br(y0) \Br/2(x0),

and we see that Ω1 ⊂ Ω.

We apply Theorem 10 in Ω1, so that

‖u‖H2(Ω) ≤ C(D +M1−κDκ) ≤ CM1−κDκ ≡ CD1. (15)

We can assume that D1 ≤ 1 because we can assume that D > 0 is sufficiently small by

the homogeneity of (1) in u with respect to the scalar multiplication. Let us fix

max

{
2,
n+ 2

2

}
< η1 < η.

By the interpolation inequality (e.g., Adams [1]), we have

‖u‖Hη1 (Ω1) ≤ ‖u‖
η−η1
η−2

H2(Ω1)
‖u‖

η1−2
η−2

Hη(Ω1)
. (16)

Therefore, (15) implies

‖u‖Hη1 (Ω1) ≤ CD
η−η1
η−2

1 M
η1−2
η−2 . (17)

The Sobolev embedding theorem (e.g., Adams [1]) yields

‖u‖C1(Ω1) ≤ C‖u‖Hη1 (Ω1).

Hence,

‖u‖C1(Ω1) ≤ CD
η−η1
η−2

1 M
η1−2
η−2 .

Let us fix x0 ∈ ∂Ω \ Γ arbitrarily. By some suitable rotation and translation, we may

assume that Br(0) \ {x0} ⊂ Ω and x0 = (r, 0, ..., 0). We set

E = Br(0) ∩
{
x = (x1, ..., xn) ∈ R

n; x1 >
r

4

}
.

We will apply Lemma 17 in E. First, by the Sobolev extension theorem (e.g., Adams [1]),

we can find u∗ ∈ H2(E) such that

u∗ = u, ∂Au
∗ = ∂Au on Γ0 ≡ ∂E ∩

{
x1 = r

4

}
,
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and

‖u∗‖H2(E) ≤ C(‖u‖H3/2(Γ0) + ‖∂Au‖H1/2(Γ0)) ≤ C‖u‖H2(Ω1).

By the definition of Ω1, we have Γ0 ⊂ Ω1 and (17) implies

‖u∗‖H2(E) ≤ CD
η−η1
η−2

1 M
η1−2
η−2 . (18)

We set

ψ(x) = r2 − |x|2, ϕ(x) = eλψ(x),

and

E(δ) = {x ∈ E; ψ(x) ≥ δ},

with δ > 0. We note that E(0) = E and |∇ψ| 6= 0 on E because 0 6∈ E.

Now, we take χ = χδ ∈ C∞(Rn) such that 0 ≤ χ ≤ 1 and

χ(x) =





1, x ∈ E(2δ),

0, x ∈ E \ E(δ),
(19)

and

‖χ‖C2(Rn) ≤
C

δ2
. (20)

In fact, we can choose a function χ̃ ∈ C∞(R) such that

χ̃(t) =





1, t ≥ 1,

0, t ≤ 0.

Set χ(x) = χ̃
(
ψ(x)−δ

δ

)
. We can readily verify that (19) and (20) are satisfied.

We put v = χ(u− u∗). Then, v ∈ H2
0 (E) and

Av = χ(h−Au∗) +

n∑

i,j=1

bij(x)(∂jχ)∂i(u− u∗) (21)

+
n∑

i,j=1

(̃bij(x)(∂i∂jχ+ c̃j(x)∂jχ)(u− u∗)

≡ χ(h−Au∗) +Q(x).

If χ(x) = constant, then Q(x) = 0, that is,

Q(x) 6= 0 only if x ∈ E \ E(2δ). (22)

Moreover, by (20), we have

|Q(x)| ≤ C

δ2
(|∇(u− u∗)(x)| + |(u− u∗)(x)|), x ∈ E \ E(2δ). (23)
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We apply Lemma 17 to v with (21), so that (22) and (23) yield

∫

E


1

s

n∑

i,j=1

|∂i∂jv|2 + s|∇v|2 + s3v2


 e2sϕdx

≤ C

∫

E
|χ(h−Au∗)|2e2sϕdx+ C

∫

E
|Q|2e2sϕdx

≤ C

∫

E
(|h|2 + |Au∗|2)e2sϕdx+ Ce2se

2λδ 1

δ4
(‖u‖2

H1(E) + ‖u∗‖2
H1(E))

for all large s > 0. By (19), we obtain

∫

E(3δ)


1

s

n∑

i,j=1

|∂i∂j(u− u∗)|2 + s|∇(u− u∗)|2 + s3|u− u∗|2

 e2sϕdx

≤ CeCs(‖h‖2
L2(Ω) + ‖u∗‖2

H2(E)) + Ce2se
2λδ 1

δ4
(M2 + ‖u∗‖2

H1(E)).

Hence, it follows from (18) and (19) that

‖u‖2
H2(E(3δ)) ≤ CeCsD2

2 +
Cs

δ4
e−2sµ1M2 +

Cs

δ4
e−2sµ1D2

2, s ≥ s0,

where we set

µ1 = e3λδ − e2λδ > 0, D2 = ‖h‖L2(Ω) +D
η−η1
η−2

1 M
η1−2
η−2 .

Similarly to D1 we can assume that D2 is small. Since

se−sµ1 ≤ 1

µ1
=

1

e2λδ(eλδ − 1)
≤ 1

λδ
, s ≥ 0,

we have

‖u‖2
H2(E(3δ)) ≤ CeCsD2

2 +
C

δ5
e−sµ1M2 +

C

δ5
e−sµ1D2

2, s ≥ s0. (24)

Replacing C by CeCs0 , we have (24) for any s ≥ 0. We choose s ≥ 0 such that eCsD2
2 =

e−sµ1M2, that is, s = 2
C+µ1

log M
D2

, so that by D2 ≤ 1 and M ≥ 1,

‖u‖H2(E(3δ)) ≤ C

δ
5
2

M
C

µ1+CD

µ1
C+µ1
2 +

C

δ
5
2

M
C

µ1+CD

µ1
C+µ1
2 D2

≤ C

δ
5
2

MD

µ1
C+µ1
2 .

We assume that δ ≤ 1. Moreover, since

µ1

C + µ1
=

e2λδ(eλδ − 1)

C + e2λδ(eλδ − 1)
≥ eλδ − 1

C + e3λ
≥ λδ

C1

and D2 ≤ 1, we have D
µ1

C+µ1
2 ≤ DC2δ

2 . Hence, changing 3δ to δ, we obtain

‖u‖H2(E(δ)) ≤
CM

δ
5
2

DC2δ
2 , 0 < δ ≤ 1. (25)
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We have

u(x0) = u
(r

4
, 0
)

+

∫ 1

0

∂

∂t

(
u

(
r

4
+

3rt

4
, 0

))
dt

= u
(r

4
, 0
)

+
3r

4

∫ 1

0
∂1u

(
r

4
+

3rt

4
, 0

)
dt. (26)

In (26), we have
(
r
4 + 3rt

4 , 0
)
∈ E(d(t)) where d(t) =

(
1 −

(
1
4 + 3t

4

)2)
r2 and

∣∣∣∣∂1u

(
r

4
+

3rt

4
, 0

)∣∣∣∣ ≤ C‖u‖
C1(E(d(t)))

≤ C‖u‖Hη1 (E(d(t)))

≤ C‖u‖
η−η1
η−2

H2(E(d(t)))
‖u‖

η1−2
η−2

Hη(E(d(t)))

by the Sobolev embedding and the interpolation inequality (16). Therefore, by (25), we

obtain

∣∣∣∣∂1u

(
r

4
+

3rt

4
, 0

)∣∣∣∣ ≤ CM
η1−2
η−2

(
CM

d(t)
5
2

D
C2d(t)
2

) η−η1
η−2

≤ CM

d(t)
5(η−η1)
2(η−2)

D
C2d(t)(η−η1)

η−2

2 .

Now, we choose η1 such that max
{
2, n+2

2

}
< η1 < η and

5(η − η1)

2(η − 2)
≡ θ < 1. (27)

Noting that

d(t) =
3(1 − t)

4

5 + 3t

4
r2 ≥ 15

16
(1 − t)r2, 0 < t ≤ 1,

and D1 ≤ 1, we have

∣∣∣∣∂1u

(
r

4
+

3rt

4
, 0

)∣∣∣∣ ≤
CM

(1 − t)θ
D
C3(1−t)
2 , 0 < t ≤ 1.

Hence, (26) yields

|u(x0)| ≤
∣∣∣u
(r

4
, 0
)∣∣∣+ CrM

∫ 1

0

1

(1 − t)θ
D
C3(1−t)
2 dt

≤
∣∣∣u
(r

4
, 0
)∣∣∣+ CrM

∫ 1

0
ξ−θ exp

(
−C3

(
log

1

D2

)
ξ

)
dξ

≤
∣∣∣u
(r

4
, 0
)∣∣∣+ CrM

∫ ∞

0
ξ−θ exp

(
−C3

(
log

1

D2

)
ξ

)
dξ

≤
∣∣∣u
(r

4
, 0
)∣∣∣+ CrMΓ(1 − θ)

(
1

C3 log 1
D2

)1−θ

. (28)
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On the other hand, by (25), the Sobolev embedding, the interpolation inequality and

d(0) = 15
16r

2, we have

∣∣∣u
(r

4
, 0
)∣∣∣ ≤ C‖u‖

H
n+1

2 (E(d(0)))
≤ C‖u‖

2η−n−1
2η

L2(E(d(0)))
‖u‖

n+1
2η

Hη(E(d(0)))

≤ C

(
M

r5
DC2r2

2

) 2η−n−1
2η

M
n+1
2η .

Hence, (28) yields

|u(x0)| ≤ CMD
C2r2

2η−n−1
2η

2 + CrMΓ(1 − θ)

(
1

C3 log 1
D2

)1−θ

≤ CrMΓ(1 − θ)

(
1

C3 log 1
D2

)1−θ

.

In the last inequality, we used the fact that the first term is bounded by the second term

for fixed η and r. For any κ0 ∈ (0, 1), we can choose η1 > 0 satisfying (27). Then, there

exists a constant C(κ0) > 0 such that

|u(x0)| ≤ C(κ0)M

(
1

log 1
D2

)κ0

.

Here,

D2 = ‖h‖L2(Ω) +D
η−η1
η−2

1 M
η1−2
η−2

= ‖h‖L2(Ω) + (M1−κDκ)
η−η1
η−2 M

η1−2
η−2 ≤ Dκ1 +MDκ1 ≤ 2MDκ1

with κ1 ∈ (0, 1), because D ≤ 1 and M ≥ 1. Hence,

1

log 1
D2

≤ 1

κ1 log 1
D + log 1

2M

≤ C

log 1
D + log 1

M

.

Finally, by the interpolation inequality and the trace theorem, we have

‖g1‖H3/2(Γ) + ‖g2‖H1/2(Γ)

≤ C‖g1‖
2η−4
2η−1

L2(Γ)
‖g1‖

3
2η−1

Hη− 1
2 (Γ)

+ ‖g2‖
2η−4
2η−3

L2(Γ)
‖g2‖

1
2η−3

Hη− 3
2 (Γ)

≤ C‖g1‖
2η−4
2η−1

L2(Γ)
M

3
2η−1 + ‖g2‖

2η−4
2η−3

L2(Γ)
M

1
2η−3 .

Thus, the proof of Theorem 11 is completed. �
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[26] L. Hörmander, The analysis of linear partial differential operators II, Springer-Verlag,

Berlin, 1983.

32



[27] V. Isakov, Inverse problems for partial differential equations, Springer, New York,

2006.

[28] K. Ito, S. S. Ravindran, A reduced basis method for control problems governed by

PDEs, Control and estimation of distributed parameter systems, vol. 126 of Internat.
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Figure 1: Surface plot for the function u0(x, y) = cos πx coshπy in Example 2.
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Figure 2: Numerical approximate solution uΦ2 to the solution of Example 2 using noisy

data when δ = 0
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Figure 3: Numerical approximate solution uΦ2 to the solution of Example 2 using noisy

data when when δ = 1
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Figure 4: Numerical approximate solution uΦ2 to the solution of Example 2 using noisy

data when δ = 5
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Figure 5: Numerical approximate solution uΦ2 to the solution of Example 2 using noisy

data when δ = 10
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Figure 6: Absolute error |u0(x, y) − uΦ2(x, y)|. Here, u0 is the test function of Example

1 and uΦ2 is an approximation constructed by using the kernel Φ2 from the Cauchy data

on Γ = [−1, 1] × {0} for noise with level δ = 10.
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Figure 7: Absolute error |u0(x, y) − uΦ2(x, y)|. Here, u0 is the test function of Example

2 and uΦ2 is an approximation constructed by using the kernel Φ2 from the Cauchy data

on Γ = [−1, 1] × {0} for noise with level δ = 10.
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