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Abstract

We define the characteristic cycle of an étale sheaf as a cycle on the cotangent
bundle of a smooth variety in positive characteristic assuming the existence of a sin-
gular support. We prove a formula à la Milnor for the total dimension of the space of
vanishing cycles and an index formula computing the Euler-Poincaré characteristic.

An essential ingredient of the construction and the proof is a partial generaliza-
tion to higher dimension of the semi-continuity of the Swan conductor due to Deligne-
Laumon. Another geometric ingredient is a local version of the Radon transform.
Both are based on a generalization of the formalism of vanishing cycles.

As is observed by Deligne in [6], a strong analogy between the wild ramification of an
ℓ-adic sheaf in positive characteristic and the irregular singularity of partial differential
equation on a complex manifold suggests to define the characteristic cycle of an F̄ℓ-sheaf
as a cycle on the cotangent bundle of a smooth variety in positive characteristic p ̸= ℓ. It
is expected to compute the Euler number and the total dimension of the space of vanishing
cycles.

More primitively, we expect the existence of a singular support defined as a closed
subset of the cotangent bundle, that controls the local acyclicity of morphisms to smooth
curves. Assuming the existence of a singular support satisfying the condition (SS1) formu-
lated in Section 2.3 in the text, we define the characteristic cycle and prove a formula (4.1)
for the total dimension of the space of vanishing cycles. We also prove an index formula
(4.28) computing the Euler-Poincaré characteristic assuming that the singular support
satisfies a stronger condition (SSd) for the dimension d of the variety. Roughly speaking,
we realize the program described in [6] assuming a stronger variant of the expectation [6,
(?) p. 1]. Some of the key arguments in a previous article [18] where we studied sheaves
on surfaces are generalized to higher dimension in an axiomatic way.

To define the characteristic cycle assuming the existence of a singular support, it suffices
to determine the coefficient of each irreducible component of the singular support. To do
this, we study the ramification of a local version of the Radon transform, constructed by
choosing an immersion of the variety to a projective space.

To prove that the definition of the characteristic cycle is independent of the choice
and that it satisfies the Milnor formula (4.1) in general, we show the stability Proposition
2.32 of the total dimension of the space of vanishing cycles under small deformation of
morphisms to curves and the formula (4.1) for morphisms defined by pencils, Proposition
4.3.
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The crucial ingredient in the proof of these two propositions is the continuity Propo-
sition 1.17 of the total dimension of the space of vanishing cycles. This is a partial
generalization to higher dimension of the semi-continuity of Swan conductor [14] and is
stated using a generalization of the formalism of vanishing cycles with general base scheme
[10], [15].

The index formula Theorem 4.13 computing the Euler-Poincaré characteristic is de-
duced from the compatibility Theorem 4.8 [6, 2e Conjecture, p. 10] of the construction of
characteristic cycles with the non-characteristic immersion of a smooth divisor, by induc-
tion on dimension and the Milnor formula (4.1). The compatibility Theorem 4.8 implies
the compatibility with smooth pull-back and a description Theorem 4.11 of the character-
istic cycle in terms of ramification theory. In the tamely ramified case, the description has
been proved by a different method in [19]. Using a variant of local Radon transform, the
compatibility Theorem 4.8 is proved by reducing it to Theorem 4.11 for surfaces proved
earlier in [18, Proposition 3.20].

We describe briefly the content of each section. In Section 1.1, we introduce and study
flat functions on a scheme quasi-finite over a base scheme, used to formulate the partial
generalization of the semi-continuity of Swan conductor to higher dimension. After briefly
recalling the generalization of the formalism of vanishing cycles with general base scheme
and its relation with local acyclicity, we recall from [15] basic properties Proposition 1.7
in the case where the locus of non local acyclicity is quasi-finite, in Section 1.2. We recall
and reformulate the semi-continuity of Swan conductor from [14] using the formalism
of vanishing cycles with general base scheme and give a partial generalization to higher
dimension in Section 1.3.

We introduce singular support using local acyclicity of certain families of morphisms
in Section 2.3, after some preliminaries on flat family of proper intersections in Section 2.1
and generalities on regular immersions with respect to a family of closed conic subsets of
the cotangent bundle in Section 2.2. We recall in Section 2.4 from [17] that ramification
theory implies the existence of a singular support on the complement of a closed subset
of codimension ≧ 2. Assuming the existence of singular support, we prove the stability
Proposition 2.32 of the total dimension of vanishing cycles at an isolated characteristic
point in Section 2.5.

We introduce local Radon transform and study its local acyclicity in Section 3.3 using
generalization of the formalism of vanishing cycles. We also study its variant in Section
3.4. Their definitions and properties are based on the preliminaries in Sections 3.1 and
3.2 on the universal families of hyperplane sections, of morphisms defined by pencils and
of morphisms defined by pencils for hyperplane sections.

We define the characteristic cycle using the local Radon transform in Section 4.1. We
prove that the definition is independent of the choice of immersion to a projective space and
prove the Milnor formula (4.1). In Section 4.2, first we prove the compatibility Theorem
4.8 of the construction of characteristic cycles with non-characteristic immersion of smooth
divisor. From this, we deduce the compatibility Corollary 4.10 with smooth pull-back and
a description of the characteristic cycle Theorem 4.11 in terms of ramification theory.
Finally, we deduce an index formula Theorem 4.13 computing the Euler number from
Theorem 4.8 using a good pencil whose existence is proved in Section 3.5. The proof in
Sections 4.1 and 4.2 are based on the constructions of Sections 3.3 and 3.4 respectively.

The author thanks Pierre Deligne for sending him an unpublished notes [6]. This article
is the result of an attempt to understand the content of [6]. The author thanks Luc Illusie
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use of Radon transform [2]. The author greatly acknowledges Ahmed Abbes for pointing
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1 Vanishing topos and the semi-continuity of the Swan

conductor

1.1 Calculus on vanishing topos

Let f : X → S be a morphism of schemes. For the definition of the vanishing topos X
←
×S S

and the morphisms

X
Ψf−−−→ X

←
×S S

p2−−−→ S

p1

y
X
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of toposes, we refer to [10, 1.1, 4.1, 4.3] and [11, 1.1]. For a geometric point x of a scheme
X, we assume in this article that the residue field of x is a separable closure of the residue
field at the image of x in X, if we do not say otherwise explicitly. For a geometric point x

of X, the fiber of p1 : X
←
×S S → X at x is the vanishing topos x

←
×S S and is canonically

identified with the strict localization S(s) at the geometric point s = f(x) of S defined by
the image of x (cf. [11, (1.8.2)]).

A point on the topos X
←
×S S is defined by a triple denoted x ← t consisting of a

geometric point x of X, a geometric point t of S and a specialization s = f(x) ← t
namely a geometric point S(s) ← t of the strict localization lifting S ← t. The fiber of the

canonical morphism X
←
×S S → S

←
×S S at a point s← t is canonically identified with the

geometric fiber Xs. The fiber products X(x)×S(s)
S(t) and X(x)×S(s)

t are called the Milnor
tube and the Milnor fiber respectively.

For a commutative diagram

X
f //

p
��@

@@
@@

@@
@ Y

g
����
��
��
��

S

of morphisms of schemes, the morphism
←
g : X

←
×Y Y → X

←
×S S is defined by functoriality

and we have a canonical isomorphism Ψp →
←
g ◦Ψf . On the fibers of a geometric point x

of X, the morphism
←
g induces a morphism

(1.1) g(x) : Y(y) = x
←
×Y Y → S(s) = x

←
×S S

on the strict localizations at y = f(x) and s = p(x) [11, (1.7.3)]. In particular for Y = X,

we have a canonical isomorphism Ψp →
←
g ◦Ψid.

Let Λ be a finite field of characteristic ℓ invertible on S. Let D+(−) denote the derived
category of complexes of Λ-modules bounded below and let Db(−) denote the subcategory
consisting of complexes with bounded cohomology. In the following, we assume that S

and X are quasi-compact and quasi-separated. We say that an object of Db(X
←
×S S) is

constructible if there exist locally finite partitions X =
⨿

αXα and S =
⨿

β Sβ by locally

closed subschemes such that the restrictions to Xα

←
×SSβ of cohomology sheaves are locally

constant and constructible [11, 1.3]. LetDb
c(−) denote the subcategory ofDb(−) consisting

of constructible objects.
We canonically identify a function on the underlying set of a scheme X with the

function on the set of isomorphism classes of geometric points x of X. Similarly, we call a

function on the set of isomorphism classes of points x← t of X
←
×S S a function on X

←
×S S.

We say that a function on X
←
×S S is a constructible function if there exist locally

finite partitions X =
⨿

αXα and S =
⨿

β Sβ as above such that the restrictions to

Xα

←
×S Sβ are locally constant. For an object K of Db

c(X
←
×S S), the function dimKx←t =∑

q(−1)q dimHqKx←t is a constructible function on X
←
×S S.

Definition 1.1. Let Z be a quasi-finite scheme of finite type over S and let φ : Z → Q be

a function. We define the derivative δ(φ) of φ as a function on Z
←
×S S by

(1.2) δ(φ)(x← t) = φ(x)−
∑

z∈Z(x)×S(s)
t

φ(z)
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where s = f(x). If the derivative δ(φ) is 0 (resp. δ(φ) ≧ 0), we say that the function φ is
flat (resp. increasing) over S. If the morphism f : Z → S is finite, we define a function
f∗φ on S by

(1.3) f∗φ(s) =
∑
x∈Zs

φ(x).

If φ is constructible, the function f∗φ is also constructible.

Lemma 1.2. Let S be a noetherian scheme, Z be a quasi-finite scheme of finite type over
S and φ : Z → Q be a function.

1. If the derivative δ(φ) : Z
←
×S S → Q defined in (1.2) is constructible, the function φ

is also constructible.
2. Assume that φ is flat over S and constructible. Then, φ = 0 if and only if φ(x) = 0

for the generic point x of every irreducible component of Z.
3. Assume that Z is étale over S and that φ is constructible. Then, φ is flat (resp.

increasing) over S if and only if it is locally constant (resp. upper semi-continuous).
4. Assume that the morphism f : Z → S is finite and that the derivative δ(φ) is

constructible and satisfies δ(φ) ≧ 0. Then, the function f∗φ on S is upper semi-continuous.
The function φ is flat over S if and only if f∗φ is locally constant.

Proof. 1. By noetherian induction, it suffices to show the following; for an open subscheme
U of S and a geometric point x of Z dominating an irreducible component of S U , the
function φ is constant on a neighborhood of x. By replacing S by S U and further
replacing S by an étale neighborhood of the image of x, we reduce the assertion to the
case where Z is a split finite étale covering of S. Then, the assertion is clear.

2. By noetherian induction, a function flat over S is uniquely determined at the values
of the generic points of irreducible components.

3. Since the question is étale local on Z, we may assume that Z → S is an isomorphism.
Then the assertion is clear.

4. If f : Z → S is finite, for a specialization s ← t, we have
∑

x∈Zs
δ(φ)(x ← t) =

f∗φ(s)− f∗φ(t) = δ(f∗φ)(s← t). Hence we may assume Z = S and then the assertion is
clear.

We give an example of flat function. Let S be a locally noetherian scheme, X be a
scheme of finite type over S and Z ⊂ X be a closed subscheme quasi-finite over S. Let
A be a complex of OX-modules such that the cohomology sheave Hq(A) are coherent
OX-modules supported on Z for all q and that A is of finite tor-dimension as a complex
of OS-modules. For a geometric point z of Z and its image s in S, let OX,z and OS,s

denote the strict localizations and k(s) the separably closed residue field of OS,s. Then,

the OX,z-modules Tor
OS,s
q (Az, k(s)) are of finite length and are 0 except for finitely many

q. We define a function φA : Z → Z by

(1.4) φA(z) =
∑
q

(−1)q dimk(s) Tor
OS,s
q (Az, k(s)).

Lemma 1.3. Let schemes Z ⊂ X → S and a complex A be as above.
1. The function φA : Z → Z defined by (1.4) is flat over S and constructible.
2. Suppose that S and Z are integral and that the image of the generic point ξ of Z is

the generic point η of S. If A = OZ, the value of the function φA at a geometric point of
Z above ξ is the inseparable degree [k(ξ) : k(η)].
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Proof. 1. Since the assertion is étale local on Z, we may assume that Z is finite over S,
thatX and S are affine and that z is the unique point in the geometric fiber Z×SSpec k(s).
Then, the complex Rf∗A is a perfect complex of OS-modules and φA(z) equal the rank of
Rf∗A. Hence, the assertion follows.

2. By the same argument as in the proof of 1., it is reduced to the case where S =
Spec k(η) and Z = Spec k(ξ) and the assertion follows.

We generalize the definition of derivative to functions on vanishing topos.

Definition 1.4. Let

(1.5) Z
f //

p
��?

??
??

??
? Y

g
����
��
��
��

S

be a commutative diagram of morphisms of schemes such that Z is quasi-finite over S. Let

ψ : Z
←
×Y Y → Q be a function such that ψ(x← w) = 0 unless w is not supported on the

image of f(x) : Z(x) → Y(y) where y = f(x). We define the derivative δ(ψ) as a function on

Z
←
×S S → Z by

(1.6) δ(ψ)(x← t) = ψ(x← y)−
∑

w∈Y(y)×S(s)
t

ψ(x← w)

where s = p(x). The sum on the right hand side is a finite sum by the assumption that Z
is quasi-finite over S and the assumption on the support of ψ. We say that ψ is flat over
S if δ(ψ) = 0.

If Z = Y , we recover the definition (1.2) by applying (1.6) to the pull-back p∗2φ : Z
←
×Z

Z → Z by p2 : Z
←
×Z Z → Z.

The following elementary Lemma will be used in the proof of a generalization of the
continuity of the Swan conductor.

Lemma 1.5. Let the assumption on the diagram (1.5) be as in Definition 1.4 and let φ

be a function on Z. We define a function ψ on Z
←
×Y Y by

(1.7) ψ(x← w) =
∑

z∈Z(x)×Y(y)
w

φ(z)

where y = f(x). Then the derivative δ(φ) on Z
←
×S S defined by (1.2) equals δ(ψ) defined

by (1.6).

Proof. It follows from ψ(x← y) = φ(x) and Z(x) ×S(s)
t =

⨿
w∈Y(y)×S(s)

t(Z(x) ×Y(y)
w).

1.2 Nearby cycles and the local acyclicity

For a morphism f : X → S, the morphism Ψf : X → X
←
×S S defines the nearby cycles

functor RΨf : D+(X)→ D+(X
←
×S S). The canonical morphism p∗1 → RΨf of functors is

defined by adjunction and by the isomorphism id → p1 ◦ Ψf . The cone of the morphism
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p∗1 → RΨf defines the vanishing cycles functor RΦf : D+(X) → D+(X
←
×S S). If S

is the spectrum of a henselian discrete valuation ring and if s, η denote its closed and
generic points, we recover the classical construction of complexes ψ, ϕ of nearby cycles

and vanishing cycles as the restrictions to Xs

←
×S η of RΨf and RΦf respectively.

We consider a commutative diagram

(1.8) X
f //

p
��@

@@
@@

@@
@ Y

g
����
��
��
��

S

of schemes. The canonical isomorphism
←
g ◦Ψf → Ψp induces an isomorphism of functors

(1.9)
←
g ◦Ψf → Ψp

For an object K of D+(X
←
×Y Y ) and a geometric point x of X, the restriction of R

←
g ∗K

on x
←
×S S = S(s) for s = f(x) is canonically identified with Rg(x)∗(K|Y(y)

) for y = f(x)

in the notation of (1.1) by [11, (1.9.2)]. For the stalk at a point x ← t of X
←
×S S, this

identification gives a canonical isomorphism

(1.10) R
←
g ∗Kx←t → RΓ(Y(y) ×S(s)

S(t),K|Y(y)×S(s)
S(t)

).

For an object K of D+(X), (1.10) applied to Y = X gives a canonical identification

(1.11) RΨfKx←t → RΓ(X(x) ×S(s)
S(t),K|X(x)×S(s)

S(t)
)

with the cohomology of the Milnor tube [11, (1.1.15)].
A cartesian diagram

X ←−−− XT

f

y yfT

S
i←−−− T

of schemes defines a 2-commutative diagram

XT
p1←−−− XT

←
×T T

ΨfT←−−− XT

i

y ←
i

y yi

X
p1←−−− X

←
×S S

Ψf←−−− X

and the base change morphisms define a morphism

(1.12)

−−−→
←∗
i p∗1 −−−→

←∗
i RΨf −−−→

←∗
i RΦf −−−→

≃
y y y

−−−→ p∗1i
∗ −−−→ RΨfT i

∗ −−−→ RΦfT i
∗ −−−→

of distinguished triangles of functors. For an object K ofD+(X), we say that the formation
of RΨfK commutes with the base change T → S if the middle vertical arrow defines an

isomorphism
←∗
i RΨfK → RΨfT i

∗K.
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For a point x← t of X
←
×S S, if T ⊂ S denotes the closure of the image of t in S, the

left square of (1.12) induces a commutative diagram

(1.13) (p∗1K)x←t = Kx
//

,,XXXXX
XXXXXX

XXXXXX
XXXXXX

XXXXX
RΨfKx←t = RΓ(X(x) ×S(s)

S(t),K|X(x)×S(s)
S(t)

)

��
RΨfT (K|XT

)x←t = RΓ(X(x) ×S(s)
t,K|X(x)×S(s)

t)

where the vertical arrow is the canonical morphism from the cohomology of the Milnor
tube to that of the Milnor fiber. Recall that we assume that the residue field of t is a
separable closure of the residue field at the image of S(s).

We interpret the local acyclicity in terms of vanishing topos.

Lemma 1.6. Let f : X → S be a morphism of schemes. Then, for an object K of D+(X),
the conditions (1) and (2) in 1. and 2. below are equivalent to each other respectively.

1. (1) For every point x← t of X
←
×S S, the vertical arrow in (1.13) is an isomorphism.

(2) The formation of RΨfK commutes with finite base change T → S.
2. ([8, Corollaire 2.6]) (1) The morphism f : X → S is (resp. universally) locally acyclic

relatively to K.
(2) The canonical morphism p∗1K → RΨfK is an isomorphism and the formation of

RΨfK commutes with finite (resp. arbitrary) base change T → S.

Proof. 1. Since the vertical arrow in (1.13) is induced by the base change morphism for a
closed immersion T → S, the condition (2) implies the condition (1).

Conversely, let T → S be a finite morphism and x← t be a point ofX
←
×T T . Let T

′ ⊂ T
be the closure of the image of t. Then the vertical arrow in (1.13) for x ← t regarded

as a point of X
←
×S S is the stalk of the base change morphism for a finite morphism

T ′ → T → S. Hence, the condition (1) implies the condition (2).
2. The condition (1) is equivalent to that the slant arrow in (1.13) is an isomorphism

for every geometric point x ← t of X
←
×S S (resp. after any base change T → S). Hence

the condition (2) implies the condition (1) by (2)⇒(1) in 1. and the commutativity of the
diagram (1.13).

Conversely, by [8, Corollaire 2.6], if the condition (1) is satisfied, the formation of
Rf(x)∗(K|X(x)

) commutes with finite base change for every geometric point x of X where
f(x) : X(x) → S(s) is the morphism on the strict localizations induced by f . Since the
vertical arrow in (1.13) is the stalk Rf(x)∗(K|X(x)

)t → R(fT )(x)∗(K|(XT )(x))t of the base
change morphism, the condition (1) implies the condition (2) by (1)⇒(2) in 1. and the
commutativity of the diagram (1.13).

Proposition 1.7. Let f : X → S be a morphism of finite type of schemes and let Z ⊂ X
be a closed subscheme quasi-finite over S. Let K be an object of Db

c(X) such that the
restriction of f : X → S to the complement X Z is (resp. universally) locally acyclic
relatively to the restriction of K.

1. (cf. [15, Proposition 6.1]) RΨfK and RΦfK are constructible and their formations
commute with finite (resp. arbitrary) base change. The constructible object RΦfK is sup-

ported on Z
←
×S S.
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2. Let x be a geometric point of X and s = f(x) be the geometric point of S defined by
the image of x by f . Let t and u be geometric points of S(s) and S(t) ← u be a specialization.
Then, there exists a distinguished triangle

(1.14)
−−−→ RΨfKx←t −−−→ RΨfKx←u −−−→

⊕
(Z×XX(x))×S(s)

t

RΦfKz←u −−−→

where RΨfKx←t → RΨfKx←u is the cospecialization.

The commutativity of the formation of RΨfK with any base change implies its con-
structibility by [15, 8.1, 10.5] as noted after [11, Theorem 1.3.1].

Proof. 1. The constructibility is proved by taking a compactification in [15, Proposition
6.1]. The commutativity with base change is proved similarly by taking a compactification
and applying the proper base change theorem.

The assertion on the support of RΦfK follows from Lemma 1.6.2 (1)⇒(2).
2. Let t and u be geometric points of S(s) and t← u be a specialization. By replacing

S by the strict localization S(s) and shrinking X, we may assume that S = S(s), that X is
affine and that Z = Z ×X X(x) is finite over S.

We consider the diagram
s t

is

y yit

S
j←−−− S(t)

k←−−− u

and let the morphisms obtained by the base changeX → S denoted by the same letters, by
abuse of notation. Similarly as the sliced vanishing cycles in the proof of [15, Proposition
6.1], we consider an object Φt←uK on X ×S S(t) fitting in the distinguished triangle →
j∗K → Rk∗(j ◦ k)∗K → Φt←uK →. Since the formation of RΦfK commutes with finite
base change by 1., we have a distinguished triangle (1.14) with the third term replaced by
∆x = (Rj∗Φt←uK)x. Further, the third term itself is canonically isomorphic to the direct
sum of ∆z = (Φt←uK)z for z ∈ Zt.

Since RΦfK is acyclic outside Z
←
×S S by 1., the canonical morphisms i∗sK → i∗sRj∗j

∗K
and i∗sK → i∗sR(j ◦ k)∗(j ◦ k)∗K are isomorphisms on Xs Zs. Hence, the restriction
i∗sRj∗Φt←uK is acyclic on Xs Zs. Similalry, the restriction i∗tΦt←uK is acyclic on Xt Zt.

We take a compactification X̄ of X and an extension K̄ of K to X̄. Define Φt←uK̄
on X̄ ×S S(t) similarly as Φt←uK and set Y = X̄ X. By the proper base change the-
orem, the canonical morphisms RΓ(X̄s, i

∗
sRj∗Φt←uK̄) ← RΓ(X̄, Rj∗Φt←uK̄) → RΓ(X̄ ×S

S(t),Φt←uK̄)→ RΓ(X̄t, i
∗
tΦt←uK̄) are isomorphisms and similarly for the restrictions to Y .

Hence, we obtain a commutative diagram

∆x = RΓ(Zs, i
∗
sRj∗Φt←uK) −−−→ RΓc(Xs, i

∗
sRj∗Φt←uK)y y⊕

z∈Zt
∆z = RΓ(Zt, i

∗
tΦt←uK) −−−→ RΓc(Xt, i

∗
tΦt←uK)

of isomorphisms and the assertion follows.

Corollary 1.8. We keep the assumptions in Proposition 1.7 and let x be a geometric
point of X and s = f(x) be the geometric point of S defined by the image of x by f as
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in Proposition 1.7.2. Then, the restriction of RqΨfK on x
←
×S S = S(s) is locally constant

and constructible outside the image of the finite scheme Z ×X X(x) for every q.

Proof. Let t and u be geometric points of S(s) not in the image of Z×XX(x) and t← u be
a specialization. Since RΨfK is constructible, it suffices to show that the cospecialization
morphism RΨfKx←t → RΨfKx←u is an isomorphism. Then by the assumption on the
local acyclicity, the complex Φt←uK in the proof of Proposition 1.7.2 is acyclic. Hence the
assertion follows from (1.14).

Corollary 1.9. We keep the assumptions in Proposition 1.7. Define a constructible func-

tion δK on X
←
×S S supported on Z

←
×S S by δK(x ← t) = dimRΦfKx←t. Assume that

RΦfK is acyclic except at degree 0.
Then, we have δK ≧ 0 and the equality δK = 0 is equivalent to the condition that the

morphism f is (resp. universally) locally acyclic relatively to K.

Proof. The positivity δK ≧ 0 follows from the assumption that RΦfK is acyclic except at
degree 0. Further the equality δK = 0 is equivalent to RΦfK = 0. Since the formation
of RΨfK commutes with finite (resp. arbitrary) base change by Proposition 1.7.1, it is
further equivalent to the condition that the morphism f is (resp. universally) locally acyclic
relatively to K by Lemma 1.6.2.

Lemma 1.10. The assumption that RΦfK is acyclic except at degree 0 in Corollary 1.9
is satisfied if the following conditions are satisfied: The scheme S is noetherian, the re-
striction of f : X → S to X Z is universally locally acyclic relatively to the restriction
of K and the following condition (P) is satisfied.

(P) For every morphism T → S from the spectrum T of a discrete valuation ring, the
pull-back of K[1] to XT is perverse.

Proof. Let x← t be a point of X
←
×S S and let T → S be a morphism from the spectrum T

of a discrete valuation ring such that the image of T → S is the same as that of {f(x), t}.
Since the formation of RΦfK commutes with arbitrary base change by Proposition 1.7.1,
the base change morphism RΦfKx←t → RΦfT (K|XT

)x←t is an isomorphism. The complex
RΦfT (K|XT

) is a perverse sheaf by the assumption (P) and by the theorem of Gabber [9,
Corollaire 4.6]. Since RΦfT (K|XT

) vanishes outside the closed fiber Zs, this implies that
the complex RΦfK is acyclic except at degree 0.

The condition (P) is satisfied if f : X → S is smooth of relative dimension d and
K = j!F [d] for the open immersion j : U → X of the complement U = X D of a Cartier
divisor D and a locally constant sheaf F on U .

We study the local acyclicity of a complex on the vanishing topos.

Definition 1.11. Let

X
f //

p
��@

@@
@@

@@
@ Y

g
����
��
��
��

S

be a commutative diagram of schemes and K be a constructible complex of Λ-modules on

X
←
×Y Y . We say that g : Y → S is locally acyclic relatively to K if for every point x← t
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of X
←
×S S and for y = f(x) and s = p(x), the canonical morphism

Kx←y = RΓ(Y(y),K)→ RΓ(Y(y) ×S(s)
t,K)

is an isomorphism where the fiber x
←
×Y Y of p1 : X

←
×S S → X is identified with Y(y).

Lemma 1.12. Let

X
f //

p
��@

@@
@@

@@
@ Y

g
����
��
��
��

S

be a commutative diagram of schemes and K be a constructible complex of Λ-modules on
X. Assume that the formation of RΨfK commutes with finite base change. Then, the
following conditions are equivalent:

(1) p : X → S is locally acyclic relatively to K.
(2) g : Y → S is locally acyclic relatively to RΨfK.

Proof. For a point x ← t of X
←
×S S, set y = f(x) and s = p(x) and consider the

commutative diagram

Kx −−−→ RΓ(X(x) ×S(s)
t,K)y x

RΨfKx←y −−−→ RΓ(Y(y) ×S(s)
t, RΨfK).

The condition (1) (resp. (2)) is equivalent to that the top (resp. bottom) horizontal arrow
is an isomorphism for every x← t.

The left vertical arrow is an isomorphism since y = f(x). Let T ⊂ S denote the
reduced closed subscheme whose underlying set is the closure of the image of t and let
fT : XT → YT denote the base change of f by the closed immersion T → S. Then the
right vertical arrow is identified with the base change morphism RΓ(Y(y)×S(s)

t, RΨfK)→
RΓ(YT,(y)×T(s)

t, RΨfTK|XT
) = RΓ(X(x)×S(s)

t,K). By the assumption that the formulation
of RΨfK) commutes with the finite base change, the right vertical arrow is an isomorphism
for every x← t. Hence the assertion follows.

1.3 Semi-continuity of the Swan conductor

We reformulate the main result of Deligne-Laumon in [14] in Proposition 1.13 below.
Let f : X → S be a flat morphism of relative dimension 1 and let Z ⊂ X be a closed
subscheme. Assume that X Z is smooth over S and that Z is quasi-finite and flat over
S. Let K be a constructible complex on X such that the restrictions of the cohomology
sheaves on X Z are locally constant.

Let s→ S be a geometric point with algebraically closed residue field. For a geometric
point x of Z above s, the normalization of the strict localization Xs,(x) is the disjoint
union ⨿iXi of finitely many spectra of strictly local discrete valuation rings with residue
fields equal to that of s. Let Ki denote the fraction field of Xi for each component i
and let η̄i = Spec K̄i → Xi denote the geometric generic point defined by a separable
closure. For a Λ-representation V of the absolute Galois group GKi

= Gal(K̄i/Ki), the

11



Swan conductor SwKi
V ∈ N is defined [14] and the total dimension is defined as the sum

dim totKi
V = dimV + SwKi

V .
The stalk Hq(K)η̄i for each integer q defines a Λ-representation of the absolute Galois

group GKi
and hence the total dimension dim totKi

Kη̄i is defined as the alternating sum∑
q(−1)q dim totKi

Hq(K)η̄i . We define the Artin conductor by

(1.15) ax(K|Xs) =
∑
i

dim totKi
Kη̄i − dimKx.

We define a function φK on X supported on Z by

(1.16) φK(x) = ax(K|Xs)

for s = f(x). The derivative δ(φK) on X
←
×S S is defined by (1.2).

Proposition 1.13 ([14, Théorème 2.1.1]). Let S be a noetherian scheme and f : X → S
be a flat morphism of relative dimension 1. Let Z ⊂ X be a closed subscheme quasi-finite
over S such that U = X Z is smooth over S. Let K be a constructible complex on X
such that the restrictions of cohomology sheaves on X Z are locally constant.

1. The objects RΨfK and RΦfK are constructible and their formations commutes with
any base change. The function φK (1.16) is constructible and satisfies

(1.17) dimRΦfKx←t = δ(φK)(x← t).

2. Assume K = j!F [1] for the open immersion j : U = X Z → X and a locally
constant sheaf F on U and that Z is flat over S. Then, we have δ(φK) ≧ 0. The function
φK is flat over S if and only if f : X → S is universally locally acyclic relatively to
K = j!F [1].

Proof. We sketch and/or recall an outline of proof with some simplifications.
1. The constructibility and the commutativity with base change follows from Propo-

sition 1.7.1 and the local acyclicity of smooth morphism. By devissage, it suffices to
show the remaining assertions in the case where K = j!F [1] for the open immersion
j : U = X Z → X and a locally constant sheaf F on U .

By the commutativity with base change, the equality (1.17) is reduced to the case
where S is the spectrum of a complete discrete valuation ring with algebraically closed
residue field. Further by base change and the normalization, we may assume that X is
normal and that its generic fiber is smooth. By devissage, we may assume that Z is flat
over S. In this case, (1.17) was first proved in [14], under an extra assumption that X is
smooth, by constructing a good compactification using a deformation argument. Later it
was reproved together with a generalization in [13] using the semi-stable reduction theorem
of curves without using the deformation argument.

Since the left hand side of (1.17) is constructible by Proposition 1.7.1, the function φK
is also constructible by Lemma 1.2.1.

2. The complex RΦfK is acyclic except at degree 0 by Lemma 1.10. Hence the
assertions follow from the equality (1.17) and Corollary 1.9.

Corollary 1.14. Assume further that Z is finite over S and that K = j!F for a locally
constant sheaf F on U . Then, the function f∗φK (1.3) on S is lower semi-continuous.
The function f∗φK is locally constant if and only if f : X → S is universally locally acyclic
relatively to K = j!F .
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Proof. It follows from Proposition 1.13, Lemma 1.2.3 and Corollary 1.9.

We give a slight generalization of Proposition 1.13. Let

(1.18) Z
⊂ // X

f //

p
��@

@@
@@

@@
@ Y

g
����
��
��
��

S

be a commutative diagram of morphisms of finite type of schemes such that g : Y → S
is flat of relative dimension 1 and that Z ⊂ X is a closed subscheme quasi-finite over S.
Assume that, for every geometric point x→ X, if we set y = f(x) and s = p(x) and define
T(x) ⊂ Y(y) to be the image of the finite scheme Z ×X X(x) over S(s) by f(x) : X(x) → Y(y),
then the complement Y(y) T(x) is essentially smooth over S(s).

Let L be an object of Db
c(X

←
×Y Y ) such that the restrictions of cohomology sheaves

on Y(y) T(x) are locally constant for every geometric point x → X. Then, similarly as

(1.16), we define a function ψL on X
←
×Y Y by

(1.19) ψL(x← w) = aw(L|Y(y)×S(s)t
)

where y = f(x), s = p(x) and t = g(w). We also define a function δ(ψL) on X
←
×S S by

(1.6).

Proposition 1.15. Let the notation be as above. Let L be an object of Db
c(X

←
×Y Y ) and

x ← t be a point of X
←
×S S. Set y = f(x) and s = p(x) and assume that the restriction

of cohomology sheaf HqL on Y(y) T(x) is locally constant for every q. Then, we have

(1.20) dimR
←
g ∗Lx←t − dimR

←
g ∗Lx←s = δ(ψL)(x← t).

Proof. By the canonical isomorphisms R
←
g ∗Lx←t → RΓ(Y(y) ×S(s)

S(t),L|Y(y)×S(s)
S(t)

) and

R
←
g ∗Lx←s → RΓ(Y(y),L|Y(y)

) = Ly (1.10), we obtain a distinguished triangle→ R
←
g ∗Lx←s →

R
←
g ∗Lx←t → RΦg(y)(L|Y(y)

)y←t →. Hence it follows from Proposition 1.13.1.

In fact, (1.17) is a special case of (1.21) below where X = Y .

Corollary 1.16. We keep the notation in Proposition 1.15. Let K be an object of Db
c(X)

such that L = RΨfK is an object of Db
c(X

←
×Y Y ). Assume that L and a point x ← t of

X
←
×S S satisfies the condition in Proposition 1.15. Then, we have

(1.21) dimRΦpKx←t = δ(ψL)(x← t).

Proof. By the isomorphisms RΨpK → R
←
g ∗L and R

←
g ∗Lx←s → Ly → Kx, we obtain a

distinguished triangle → R
←
g ∗Lx←s → R

←
g ∗Lx←t → RΦpKx←t →. Hence it follows from

(1.20).

We consider the diagram (1.18) satisfying the condition there and assume further that
g : Y → S is smooth. Let K be an object of Db

c(X) and assume that p : X → S is locally
acyclic relatively to K and that the restriction of f : X → Y to the complement X Z is
locally acyclic relatively to the restriction of K.
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We define a function φK,f on Z as follows. By Proposition 1.7.1, the complex RΦfK
is constructible. For a geometric point x of Z, set y = f(x) and let s = p(x) → S be
a geometric point with algebraically closed residue field. Let u be the geometric generic
point of the spectrum Ys,(y) of a strictly local discrete valuation ring with the same residue
field as that of s. Then, the cohomology of the stalk RΦfKx←u define Λ-representations
of the absolute Galois group GKu of the fraction field Ku of Ys,(y) and hence the total
dimension dim totyRΦfKx←u is defined as the alternating sum. Similarly as (1.16), we
define a function φK,f on Z by

(1.22) φK,f (x) = dim totyRΦfKx←u.

Proposition 1.17. We consider the diagram (1.18) satisfying the condition there and
assume that Y → S is smooth. Let K be an object of Db

c(X) and assume that p : X → S
is locally acyclic relatively to K and that the restriction of f : X → Y to the complement
X Z is locally acyclic relatively to the restriction of K. Then, the function φK,f on Z is
constructible and flat over S. If Z is étale over S, it is locally constant.

Proof. We apply Proposition 1.15 to L = RΨfK. The assumption in Proposition 1.15

that HqL = RqΨfK on Y(y) T(x) ⊂ Y(y) = x
←
×Y Y is locally constant for every q is

satisfied for every geometric point x of X by Corollary 1.8. Hence the function ψL (1.19)

for L = RΨfK is defined as a function on X
←
×Y Y .

In order to apply Lemma 1.5, we show ψL(x ← w) =
∑

z∈Z(x)×Y(y)
w φK,f (z) for a

point x ← w of Z
←
×Y Y such that w is supported on the image T(x) ⊂ Y(y) of Z(x).

By the assumption that Y → S is smooth, the Milnor fiber Y(w) ×S(t)
t is the spectrum

of a discrete valuation ring. Let u be its geometric point dominating the generic point
regarded as a geometric point of Y(w). Then by (1.19) and (1.15), we have ψL(x ←
w) = dim totw(RΨfKx←u) − dim(RΨfKx←w). We apply Proposition 1.7.2 to f : X → Y
and specializations y ← w ← u to compute the right hand side. Then, the distinguished
triangle (1.14) implies that the right hand side equals

∑
z∈Z(x)×Y(y)

w dim totw(RΦfKz←u) =∑
z∈Z(x)×Y(y)

w φK,f (z) as required.

Therefore, by applying Lemma 1.5, we obtain δ(ψL) = δ(φK,f ) as functions on Z
←
×S S.

Since RΦpK = 0, the function ψL is flat over S by (1.21). Hence, the function φK,f is also
flat over S. Since it is flat over S, the function φK,f is constructible by Lemma 1.2.1.

If Z is finite over S, the function p∗φK,f is locally constant by Lemma 1.2.3.

2 Singular support and the stability of vanishing cy-

cles

2.1 Preliminaries on conic subsets and proper intersection

Let E be a vector bundle on a scheme X. Recall that a closed subset S of E is said to
be conic if it is stable under multiplication. We study the intersection of a conic closed
subset with a sub vector bundle.
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Lemma 2.1. Let 0 → V → E → Ē → 0 be an exact sequence of vector bundles over a
locally noetherian scheme X. For a closed conic subset S ⊂ E, the following conditions
are equivalent.

(1) The restriction of E → Ē on S is quasi-finite.

(2) The restriction of E → Ē on S is finite.

(3) The intersection S ∩ V is contained in the 0-section.

Proof. (1)⇒(3): The intersection S ∩ V is the intersection of S with the inverse image of
the 0-section of Ē by E → Ē. Since it is a conic subset of V , quasi-finiteness implies that
it is a subset of the 0-section.

(3)⇒(2): We regard E as the complement of the associated projective space bundle
P(E) in P(E⊕A1) and similarly for Ē. Let P(E⊕A1)′ → P(E⊕A1) be the blow-up at
P(V ) ⊂ P(E) ⊂ P(E ⊕A1). Then the morphism E → Ē is extended to P(E ⊕A1)′ →
P(Ē ⊕ A1). The condition (3) implies that the closure S̄ of S ⊂ E in P(E ⊕ A1) does
not meet P(V ) and hence defines a closed subset of P(E ⊕A1)′. Since the restriction of
P(E ⊕A1)′ → P(Ē ⊕A1) to the complement of the inverse image of P(V ) is affine, its
restriction to S̄ is finite and the assertion follows.

(2)⇒(1): Clear.

Recall that if Y → X is an unramified morphism of schemes then, locally on Y , there
exists an immersion to an étale scheme over X [7, IV-4, Corollaire (18.4.7)]. We generalize
the definition of regular immersions to unramified morphisms.

Definition 2.2. We say that an unramified morphism Y → X is regular of codimension
r if, locally on Y , the exists a regular immersion of codimension r to an étale scheme over
X. If Y → X is an unramified morphism regular of codimension r, the conormal sheaf
NY/X is defined as a locally free OY -module of rank r by étale descent. We also call the
associated vector bundle T ∗YX the conormal bundle.

Lemma 2.3. Let S be a locally noetherian scheme and Y → X be an unramified mor-
phism of schemes locally of finite type over S such that the conormal sheaf NY/X is locally
generated by r sections. For a point y ∈ Y and its images x ∈ X and s ∈ S, the following
conditions are equivalent:

(1) The morphism Y → S is flat and the unramified morphism Y → X is regular of
codimension r on a neighborhood of y in Y .

(2) The morphism X → S is flat on a neighborhood of x and the unramified morphism
Ys → Xs is regular of codimension r on a neighborhood of y.

Proof. Since the assertion is étale local on Y , we may assume that Y → X is an immer-
sion. Then, it follows from [7, IV-1, Chap. 0 Proposition (15.1.16) b)⇔c)] (cf. [7, IV-4,
Proposition (19.2.4) b)⇔c)]). For the convenience of the reader, we record a proof of the
following Lemma, which is a key ingredient in the proof of [7, IV-1, Chap. 0 Proposition
15.1.16 b)⇔c)].

Lemma 2.4. Let A→ B be a local homomorphism of noetherian local rings and k be the
residue field of A. Then, for f ∈ mB, the following conditions are equivalent:

(1) B̄ = B/fB is flat over A and f is a non-zero divisor of B.

(2) B is flat over A and f̄ is a non-zero divisor of B ⊗A k.
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Proof. (2)⇒(1) Let C denote the chain complex defined by the multiplication f : B →
B where the second B is put on degree 0. We have H0(C) = B̄ = B/fB,H1(C) =
K = Ker(f : B → B) and Hq(C) = 0 for q ̸= 0, 1. For the spectral sequence E2

p,q =
TorAp (Hq(C), k)⇒ TorAp+q(C, k), the condition (2) implies TorAr (C, k) = 0 for r ̸= 0.

Hence, we obtain E2
1,0 = TorA1 (B̄, k) = 0. Since B̄ is ideally separated as an A-module,

it is flat over A by [3, no 5.2 Théorème 1 (iii)⇒(i)]. Since B̄ is flat over A, we obtain
E2

p,0 = 0 for p ̸= 0 and E2
0,1 = K ⊗A k = 0. Hence by Nakayama’s lemma, we have K = 0

and f is a non-zero divisor of B.
(1)⇒(2) The exact sequence 0 → B → B → B̄ → 0 induces exact sequences 0 =

TorA1 (B̄, k)→ B ⊗A k → B ⊗A k and TorA1 (B, k)→ TorA1 (B, k)→ TorA1 (B̄, k) = 0. The
first exact sequence means that f̄ ∈ B⊗Ak is a non-zero divisor. The second exact sequence
shows that the finitely generatedB-module TorA1 (B, k) is 0 by Nakayama’s lemma. SinceB
is ideally separated as an A-module, it is flat over A by [3, no 5.2 Théorème 1 (iii)⇒(i)].

Definition 2.5. Let S be a locally noetherian scheme, X be a scheme of finite type over
S and T → X be an immersion.

1. We say that an unramified morphism Y → X regular of codimension r meets T
properly over S if for every point s ∈ S, for every irreducible component P of the fiber Ts
and for every irreducible component Q of P ×X Y , we have dimQ = dimP − r.

2. Let Y be a smooth scheme over S of relative dimension r and f : X → Y be a
morphism over S. We say that the fibers of f : X → Y meets T properly if its graph
X → X ×S Y meets T ×S Y properly over Y .

In Definition 2.5.2, the fibers of f : X → Y meets T properly if and only if the fibers
of the composition T → Y meets T properly.

Proposition 2.6. Let S be a locally noetherian scheme, X be a flat scheme of finite type
over S and T → X be an immersion. For an unramified morphism Y → X regular of
codimension r, a closed point y ∈ Y and the image s ∈ S of y, we consider the following
conditions:

(1) There exists an open neighborhood V of y in Y such that V → S is flat and that
V → X meets T properly over S.

(2) There exists an open neighborhood V of y in Ys such that the unramified morphism
V → Xs is regular of codimension r and meets Ts properly.
We have (1)⇒(2). The conditions (1) and (2) are equivalent if there exists an integer d
satisfying dimP = d for every point s ∈ S and for every irreducible component P of the
fiber Ts. If T → S is smooth of relative dimension d, they are further equivalent to the
following conditions (3) and (4):

(3) There exists an open neighborhood V of y in Y such that V → S is flat and that
T ×X V → S is flat of relative dimension d− r.

(4) There exists an open neighborhood V of y in Ys such that the unramified morphisms
V → Xs and V ×Xs Ts → Ts are regular of codimension r.

Proof. (1)⇒(2) The unramified morphism Vs → Xs is regular of codimension r by Lemma
2.3 (1)⇒(2). The rest follows from Definition 2.5.

(2)⇒(1) By Lemma 2.3 (2)⇒(1), Y → S is flat on a neighborhood of y. Let g : T ×X

Y → S denote the canonical morphism. Then, by [7, VI-3, Théorème (13.1.3)] the function
n(v) = dimv g

−1(g(v)) defined on T ×X Y is upper semi-continuous. Since n(v) ≧ d − r,
the subset of T ×X Y where the equality n(v) = d− r holds is open. Since the condition
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(2) implies n(y) = d − r, we have n(v) = d − r on a neighborhood of y. Hence Y → X
meets T properly over B on a neighborhood of y.

(2)⇔(4) For a regular local ring, a sequence of elements of the maximal ideal is a
regular sequence if and only if it is a part of a system of parameters [7, IV-1, Chap. 0
Corollaire (16.5.6)]. Hence the assertion follows.

(3)⇔(4) It suffices to apply Lemma 2.3 to the unramified morphisms Y → X and
Y ×X T → T .

Corollary 2.7. Let X be a scheme of finite type over a field k and T → X be an immer-
sion. Let Y be a smooth scheme over k and f : X → Y be a morphism over k.

1. If f : X → Y is flat, then the following conditions are equivalent:
(1) The fibers of f : X → Y meets T properly.
(2) For every closed point y of Y , the regular immersion Xy → X meets T ⊂ X

properly.
2. Assume T = X and Y = C is a smooth curve over k. Then, the following conditions

are equivalent:
(1) f : T → C is an open mapping.
(2) For every irreducible component P of T , the restriction f |P : P → C is an open

mapping.
(3) The fibers of f : T → C meets T properly.

Proof. 1. By Proposition 2.6(1)⇔(2), the condition (1) is equivalent to that for every
closed point y of Y , the regular immersion Xy → X ×S y meets T ×S y properly. This is
equivalent to the condition (2).

2. (1)⇔(2) We may assume that T is reduced. Then, since C is a smooth curve,
the condition (1) is equivalent to that f : T → C is flat. Similarly, the condition (2) is
equivalent to that, for every irreducible component P of T , the restriction f |P : P → C is
flat. Hence, we have (1)⇔(2).

(2)⇔(3) We may assume that T = P is integral. Then by Proposition 2.6(1)⇔(2), the
condition (3) is equivalent to that for every closed point y of C, the immersion Ty → T is
regular of codimension 1. This is equivalent to that T → C is flat.

Corollary 2.8. Let S be a locally noetherian scheme, X be a flat scheme of finite type
over S and T → X be an immersion. Let Y be a smooth scheme over S and f : X → Y
be a flat morphism over S. Assume that the fiber of f : X → Y meets T properly.

1. Let W → Y be an unramified morphism of codimension r of flat schemes over S.
Then the unramified morphism V = W ×Y X → X of codimension r of flat schemes over
S meets T properly over S.

2. Let g : Y → C be a flat morphism of smooth schemes over S. Then the fibers of the
composition g ◦ f : X → C meets T properly over S.

Proof. 1. By Proposition 2.6(1)⇔(2), we may assume that S = Spec k for a field k. Since
the assertion is étale local, we may assume that W → Y is a regular immersion. Let
w ∈ W be a closed point and t1, . . . , tr ∈ OY,w be elements defining W on a neighborhood
of w. Since OY,w is a regular local ring, we may extend it to a regular sequence t1, . . . , td.
Let P be an irreducible component of T . Then, since the closed fiber w×Y P ⊂ P defined
by t1, . . . , td is of codimension d, the closed subscheme V ×X P = W ×Y P ⊂ P defined
by t1, . . . , tr is of codimension r on a neighborhood of the fiber w ×Y P ⊂ P . Hence the
assertion follows.
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2. By Proposition 2.6(1)⇔(2), we may also assume that S = Spec k for a field k.
Then, it suffices to apply 2. to the closed imersion Yc → Y of the fiber at closed point
c ∈ C.

Lemma 2.9. Let f : X → S be a surjective morphism of irreducible schemes of finite
type over a field k and let r be the dimension of the generic fiber Xη. Define a decreasing
sequence of closed subsets of S by Si = {s ∈ S | dimXs ≧ r+i}. Let D be a Cartier divisor
of S meeting every irreducible component of every Si properly. Then, if P is an irreducible
component of X ×S D, the closure Q of its image in S is an irreducible component of D.

Proof. We have

dimSi + r + i ≦ dimSi ×S X ≦ dimX = dimS + r

and the equality in the second inequality means i = 0. Hence we have dimSi + i ≦ dimS.
If the generic point of Q is contained in Si Si+1, by the assumption that D meets Si

properly, we have

dimP = dimQ+ r + i ≦ dimSi − 1 + r + i ≦ dimS − 1 + r

and the equality in the first inequality means Q is an irreducible component of Si ∩ D.
Since dimP = dimX − 1 = dimS + r − 1, we have equalities everywhere. Thus, i = 0
and Q is an irreducible component of S0 ∩D = D.

2.2 Non-characteristic morphisms

We define in the next subsection a singular support of a constructible sheaf as a conic
closed subset of the cotangent bundle by requiring a condition on the local acyclicity. To
state the condition, we introduce some terminology.

For a smooth scheme X of dimension d over a field k, the cotangent bundle T ∗X is the
vector bundle V(Ω1

X/k) associated to the locally free OX-module Ω1
X/k of rank d. In this

article, we use a contra-Grothendieck convention V(E) = Spec S•OX
E∨ to denote the vector

bundle associated to a locally free OX-module E . More generally for a smooth morphism
X → S, we define the relative cotangent bundle by T ∗X/S = V(Ω1

X/S).
For a regular immersion Y → X, let T ∗YX denote the conormal bundle and T ∗YX →

Y ×X T ∗X the canonical morphism. We identify the 0-section of T ∗X with the conormal
bundle T ∗XX of the identityX → X. The cotangent bundle T ∗X is defined as the conormal
bundle of the diagonal immersion X → X ×X.

First, we define the non-characteristicity for a morphism to a curve.

Definition 2.10. Let X be a smooth scheme over a field k. Let S = (Si)i∈I be a finite
family of conic closed subsets of the cotangent bundle T ∗X and let Ti = Si ∩ T ∗XX ⊂ X be
the intersections with the 0-section. Let C be a smooth curve over k and f : X → C be a
flat morphism over k.

1. We say that f : X → C is non-characteristic with respect to S if the following
conditions (i) and (ii) are satisfied:

(i) The inverse image of the union
∪

i∈I Si by the canonical map df : X×C T
∗C → T ∗X

is a subset of the 0-section.
(ii) For every i ∈ I, the restriction f |Ti

: Ti → C of f is an open mapping.
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2. We say that a closed point u of X is an isolated characteristic point of f : X → C
with respect to S if there exists a neighborhood V of u such that the restriction V {u} →
C is non-characteristic with respect to the family of intersections Si ∩ T ∗(V {u}).

The condition (i) in Definition 2.10.1 means that locally onX, if ω is a basis of T ∗C, the
intersection of

∪
i∈I Si with the section of T ∗X defined by f ∗ω is empty. If S = (S0) consists

of the 0-section S0 = T ∗XX ⊂ T ∗X, a flat morphism f : X → C is non-characteristic with
respect to S if and only if it is smooth. Thus, we may regard the non-characteristic
condition as a notion analogous to the smoothness. If a family S contains the 0-section
S0 = T ∗XX ⊂ T ∗X, a flat morphism f : X → C non-characteristic with respect to S is
smooth. If f : X → C is a smooth morphism, the morphism df : X ×C T ∗C → T ∗X
is an injection and hence the condition (i) in Definition 2.10.1 is equivalent to that the
intersection of

∪
i∈I Si with the image of df : X×C T

∗C → T ∗X is a subset of the 0-section
T ∗XX.

Since Si is conic and closed, the intersection Ti = Si ∩X equals the image of Si by the
projection T ∗X → X. If Si is irreducible, then as its image, Ti is also irreducible. If we
regard Ti as a closed subscheme of X with the reduced scheme structure, the condition
(ii) in Definition 2.10.1 is equivalent to that f |Ti

: Ti → C is flat.
If a singular support SSK contains the 0-section T ∗XX ⊂ T ∗X, an isolated characteristic

point of f : X → C with respect to K is an isolated singular point of f .
A flat morphism f : W → C from an étale scheme W over X defines an unramified

morphismW → X×C of flat schemes over C. We introduce a terminology for such family
of morphisms to be non-characteristic.

Definition 2.11. Let the notation X,S = (Si)i∈I and Ti = Si ∩ T ∗XX ⊂ X be as in
Definition 2.10.

1. Let B be a smooth scheme over k and

(2.1) i : W −−−→ X ×B

be an unramified morphism regular of codimension r of flat schemes over B. We say that
i : W → X × B over B is non-characteristic with respect to S if the following conditions
(i) and (ii) are satisfied:

(i) By the composition T ∗W (X × B)→ T ∗(X × B/B)×X W = T ∗X ×X W → T ∗X of
the canonical morphism and the projection, the inverse image of

∪
i∈I Si to the conormal

bundle T ∗W (X ×B) is a subset of the 0-section.
(ii) The unramified morphism W → X × B meets Ti × B properly over B for every

i ∈ I.
2. Let f : X → Y be a flat morphism to a smooth scheme over k. We say that

f : X → Y is non-characteristic with respect to S if the graph X → X × Y of f : X → Y
over Y is non-characteristic with respect to S.

In the following, by abuse of terminology, we sayW → X×B meets Ti properly, instead
of saying it meets Ti ×B properly over B if there is no fear of confusion. Proposition 2.6
shows that non-charctericity condition is checked fiberwise. The following lemma implies
that Definition 2.10.1 is equivalent to a special case of Definition 2.11.

Lemma 2.12. Let f : X → C be a flat morphism to a smooth curve over k. Let S = (Si)i∈I
be a finite family of conic closed subsets of the cotangent bundle T ∗X. Then, the following
conditions are equivalent:

19



(1) The morphism f : X → C is non-characteristic with respect to S in the sense of
Definition 2.10.1.

(2) The morphism f : X → C is non-characteristic with respect to S in the sense of
Definition 2.11.2.

Proof. The morphisms X → C and the immersion X → X × C of schemes over C define
the upper and the lower exact sequences in the commutative diagram

OX ⊗OC
Ω1

C/k −−−→ Ω1
X/k −−−→ Ω1

X/C −−−→ 0∥∥∥ ∥∥∥
NX/(X×C) −−−→ OX ⊗OX×C

Ω1
(X×C)/C −−−→ Ω1

X/C −−−→ 0

respectively. The condition (i) in Definition 2.10.1 is formulated in terms of the fibers
of the morphism X ×C T

∗C → T ∗X defined by the upper left arrow and the morphism
T ∗X(X × C) → T ∗X in the condition (i) in Definition 2.11.1 is defined by the lower left
arrow. Hence these conditions are equivalent.

For the conditions (ii), the equivalence follows from Corollary 2.7.2 (1)⇔(3).

For families S = (Si)i∈I and S
′ = (S ′j)j∈J of closed conic subsets of T ∗X, we say that S ′

is a refinement of S if there exists a decomposition J = ⨿i∈IJi satisfying Si =
∪

j∈Ji S
′
j for

every i ∈ I. If S ′ = (S ′j)j∈J is a refinement of S = (Si)i∈I , then the non-characteristicity
with respect to S ′ implies that with respect to S. For the pull-back by étale morphism,
the following properties hold.

Lemma 2.13. Let Y → X be an étale morphism and let T ∗Y → T ∗X be the canonical
morphism. Assume Si is irreducible for every i ∈ I. Let S ′ = (S ′i)i∈I be the family
of the pull-backs S ′i = Si ×T ∗X T ∗Y and S ′′ = (S ′′j )j∈J be the family of their irreducible
components.

1. If S ′′j is an irreducible component of S ′i, then T
′′
j = S ′′j ∩Y is an irreducible component

of T ′i = S ′i ∩ Y .
2. Let B be a smooth scheme over k and W → Y × B be an unramified morphism

regular of codimension r of flat schemes over B. Then, the morphism W → Y × B is
non-characteristic with respect to the pull-back S ′ of S if and only if it is non-characteristic
with respect to the refinement S ′′.

Proof. 1. We canonically identify the morphism T ∗Y → T ∗X with the base change Y ×X

T ∗X → T ∗X. Then, since S ′i = Si ×X Y → Si is flat, the mapping S ′′j → Si is dominant
by [7, IV-2, Proposition (2.3.4)]. Hence T ′′j → Ti is also dominant. Since T ′i → Ti ×X Y is
an isomorphism, T ′′j is an irreducible component of T ′i .

2. It follows from 1.

Let i : Y → X be the immersion of a smooth subscheme of codimension c and S =
(Si)i∈I be a finite family of conic closed subsets of the cotangent bundle T ∗X. Here,
by abuse of notation, we use the same letter i to denote the immersion and the index.
Assume that the regular immersion i : Y → X is non-characteristic with respect to S.
Then, we define a family i−1S = (i−1Si)i∈I of closed conic subsets i−1Si ⊂ T ∗Y by the
correspondence T ∗X ← Y ×X T ∗X → T ∗Y .

For continuous mappings f : Z → X and g : Z → Y such that g : Z → Y is a closed
mapping, the image of a closed subset S of X by the correspondence X ← Z → Y is
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defined to be the closed subset g(f−1(S)) of Y . Note that by Lemma 2.1 (3)⇒(2) and by
the assumption that i : Y → X is non-characteristic with respect to S, the restriction of
the surjection Y ×X T ∗X → T ∗Y on the intersection S ′i = Si ∩ (Y ×X T ∗XX) is finite and
its image i−1Si ⊂ T ∗Y is closed.

Lemma 2.14. Let i : Y → X be the immersion of a smooth subscheme of codimension c
non-characteristic with respect to S. Let B be a smooth scheme and W → Y × B be an
unramified morphism regular of codimension r of flat schemes over B.

Then, W → Y ×B is non-characteristic with respect to i−1S if and only if the unram-
ified morphism W → X×B regular of codimension r+ c is non-characteristic with respect
to S.

Proof. By the morphism of exact sequences of vector bundles

0 −−−→ W ×Y T
∗
YX −−−→ T ∗W (X ×B) −−−→ T ∗W (Y ×B) −−−→ 0∥∥∥ y y

0 −−−→ W ×Y T
∗
YX −−−→ W ×X T ∗X −−−→ W ×Y T

∗Y −−−→ 0,

the condition (i) in Definition 2.11.1 for W → Y ×B and for W → X ×B are equivalent.
By the assumption that the immersion i : Y → X is non-characteristic, the regular

immersion Y → X meets Ti properly for every Ti = Si ∩ T ∗XX. Hence the condition (ii)
that W → Y × B meets Ti ×X Y properly is also equivalent to that W → X × B meets
Ti properly.

Assume that Y is a smooth divisor of X. If Si is irreducible and is regarded as a
reduced scheme, the condition (ii) in Definition 2.11.1 is equivalent to that Si ×X Y → Si

is a divisor of Si since Si → Ti is surjective. If we regard Ti as a reduced closed subscheme
of X, the same condition on Ti means that Ti ×X Y is a divisor of Ti. If Si ⊂ T ∗X is of
dimension d, then i−1Si ⊂ T ∗Y is of dimension d− 1.

Let f : Y → X be a smooth morphism and S = (Si)i∈I be a finite family of conic
closed subsets of the cotangent bundle T ∗X. We define a family f−1S = (f−1Si)i∈I of
closed conic subsets f−1Si ⊂ T ∗Y by the correspondence T ∗X ← Y ×X T ∗X → T ∗Y .

Let W → Y × B be an unramified morphism regular of codimension r. Let w be a
closed point of W . Replacing W by a neighborhood of w, we decompose the unramified
morphism W → Y ×B into the composition W → V → Y ×B of a regular immersion of
codimension r and an étale morphism. Let w ∈ V also denote the image of w and t be an
element of the maximal ideal mw ⊂ OV,w. Replacing V by a neighborhood of w where t is
defined and we define a morphism V → X ×B′ where B′ = B ×A1.

Lemma 2.15. Let f : Y → X be a smooth morphism of relative dimension 1 and let
W → Y × B be an unramified morphism of flat schemes over B as above. Assume that
W → Y ×B over B is non-characteristic with respect to the pull-back f−1S. Assume that
every Si is of dimension d = dimX and that, for every Ti, its irreducible components have
the same dimension. Then, for a closed point w of W such that the residue field k(w) is
separable over k, one of the following holds:

(1) On a neighborhood of w, the composition W → Y × B → X × B is unramified
regular of codimension r − 1 and is non-characteristic with respect to S.

(2) There exists a finitely many proper closed subsets of the fiber T ∗w(V/B) of the relative
cotangent bundle such that if dt ∈ T ∗w(V/B) is not contained in their union, the following
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condition is satisfied: On a neighborhood of w, the morphism V → X×B′ is étale, W → B′

is flat and the unramified morphism W → X × B′ over B′ regular of codimension r is
non-characteristic with respect to S.

Proof. In the case (1), if the compositionW → Y ×B → X×B is unramified, it is regular
of codimension r − 1 and is non-characteristic with respect to S.

Let b ∈ B be the image of w and t be a function defined on an étale neighborhood V
of w in X × B. Then, after shrinking V if necessary, the morphism W → V → X × B′
satisfies the condition in (2) of Lemma 2.15 if its base change by b → B satisfies the
condition in (2) of Lemma 2.15 by Proposition 2.6 (2)⇒(1) and by the assumption that
the irreducible components of every Ti have the same dimension. Hence, it is reduced to
the case where B = {b} consists of a single point.

We assume B = {b} consists of a single point such that k(b) is a finite separable
extension of k. Let mw ⊂ OV,w be the maximal ideal and we identify the fiber T ∗wV with
mw/m

2
w. The morphism V → X × B′ is étale at w if dt is not in the image of w ×x T

∗
xX

where x ∈ X denotes the image of w. Then, the morphism W → X × B′ is unramified
regular of codimension r.

We consider the flatness of W → B′. Since the immersion W → V is regular of
codimension r, we have r ≦ dimV . First, we consider the case where r = dimV . Since
W is smooth over k of dimension dimV − r = 0, it is étale over k and W → X × B is
unramified in this case.

We assume r < dimV . Set A = OV,w and Ā = OW,w. Then, the local ring Ā is of
Cohen-MaCaulay and we have dim Ā = dimV − r ≧ 1. Hence any prime ideal p of Ā
associated to the Ā-module Ā is minimal and is not equal to the maximal ideal m̄w ⊂ Ā. Its
image in m̄w/m̄

2
w is not the whole space by Nakayama’s lemma. Thus, W → B′ = B×A1

is flat if dt ∈ T ∗wV = mw/m
2
w is not contained in the inverse image by the surjection

mw/m
2
w → m̄w/m̄

2
w of the images of minimal prime ideals of Ā.

We consider the condition (i) in Definition 2.11.1. We identify w×xT
∗
xX as a subspace

of T ∗wV by the pull-back by the smooth morphism V → X. By the assumption that
W → Y ×B over B is non-characteristic with respect to the pull-back f−1S, the pull-back
by the morphism w×W T ∗WV → T ∗wV of the image of w×x (T

∗
xX ∩S) ⊂ w×x T

∗
xX ⊂ T ∗wV

is a subset of 0. Here S denote the union
∪

i∈I Si by abuse of notation. Hence, if dt is not
contained in the translate by the image of w×W T ∗WV → T ∗wV of w×x (T

∗
xX ∩S) ⊂ T ∗wV ,

the morphismW → X×B′ satisfies on a neighborhood of w the condition (i) in Definition
2.11.1.

We consider the condition (ii) in Definition 2.11.1. The argument is similar to that on
the flatness ofW → B′. Let Ti = Si∩T ∗XX and assume w ∈ Ti×X V . Since the immersion
W → V is regular of codimension r and by the assumption that W → Y × B meets
Ti,Y = Ti ×X Y properly, we have r ≦ dimTi,Y = dimTi + 1. First, we consider the case
where r = dimTi +1. Since dimSi = dimX = d, the intersection T ∗xX ∩ Si with the fiber
has dimension dim(T ∗xX ∩Si) ≧ dimSi−dimTi = d+1−r. Since dimw×W T ∗WY = r, we
have dimw×W T ∗WY +dim(T ∗xX ∩Si) ≧ d+1 = dimT ∗wV > d = dim(w×T ∗xX). Since the
inverse image in w×W T ∗WY of T ∗xX∩Si is a subset of 0, the morphism w×W T ∗WY → T ∗wV
is an injection and its image is not a subspace of the image of w×T ∗xX. Thus the canonical
morphism T ∗WY → T ∗(Y/X) and hence W ×X T ∗X → T ∗W are surjections at w and the
morphism W → X ×B is unramified at w in this case.

We assume r < dimTi,Y = dimTi+1 and set Āi = OW×XTi,w. Then similarly as above,
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we have dim(Āi) = dimTi +1− r ≧ 1 and no minimal prime ideal is the maximal ideal of
Āi. Thus the unramified morphism W → X×B′ over B′ meets Ti properly if dt ∈ T ∗uV =
mw/m

2
w is not contained in the inverse image by the surjection mw/m

2
w → m̄w,i/m̄

2
w,i of

the images of minimal prime ideals of Āi where m̄w,i ⊂ Āi denotes the maximal ideal.
Then, the morphism W → X × B′ satisfies on a neighborhood of w the condition (ii) in
Definition 2.11.1.

Let f : X → Y be a morphism of smooth schemes over k. Let S = (Si)i∈I be a finite
family of closed conic subsets of T ∗X. We assume that the following condition is satisfied.

(Q) For every Si and for every irreducible component P of the inverse image of Si by
the canonical morphism X ×Y T

∗Y → T ∗X, the intersection Q = P ∩ (X ×Y T
∗
Y Y )

with the 0-section satisfies the following conditions:

(Q1) If dimQ ≧ dimY , the fibers of f : X → Y meet Q properly and we have
P = Q.

(Q2) If dimQ < dimY , the restriction Q→ Y of f is finite.

In the case (Q1), we define f!P ⊂ T ∗Y to be the 0-section of T ∗Y supported on the
closure of the image of Q. In the case (Q2), we define an irreducible conic closed subset
f!P ⊂ T ∗Y to be the image of P ⊂ Q ×Y T

∗Y ⊂ X ×Y T
∗Y by X ×Y T

∗Y → T ∗Y . We
define a finite family f!S of irreducible conic closed subsets of T ∗Y to be that consisting of
f!P for irreducible components P of the inverse images of Si by the canonical morphism
X ×Y T

∗Y → T ∗X.

Lemma 2.16. Let f : X → Y be a flat morphism of smooth schemes over k. Let S =
(Si)i∈I be a finite family of closed conic subsets of T ∗X satisfying the condition (Q) above
and define f!S as above.

1. Let W → Y ×B be an unramified morphism of codimension r of flat schemes over
B. Assume that W → Y × B is non-characteristic with respect to f!S. Then its base
change V → X ×B is non-characteristic with respect to S.

2. Let g : Y → C be a flat morphism to a smooth curve and define a closed subset
Z ⊂ X to be the union of Q as in the condition (Q2) finite over Y . If y is an isolated
characteristic point of g : Y → C, then x ∈ Z ∩ f−1(y) is an isolated characteristic point
of g ◦ f : X → C.

Proof. 1. By the condition (Q1) and by the definition of f!S, the condition (i) in Definition
2.11.1 for f!S implies that for S. Since W → B is flat, it meets Y × B properly. Let Si

be a member of S and Ti = Si ∩ T ∗XX be the intersection with the 0-section. We show
that V → X × B meets Ti × B properly. Since Ti regarded as a subset of the 0-section
X ×Y T

∗
Y Y is contained in the inverse image of Si by X ×Y T

∗Y → T ∗X, there exists an
irreducible component P of the inverse image of Si by X ×Y T

∗Y → T ∗X such that the
intersection Q = P ∩ (X ×Y T

∗
Y Y ) equals Ti.

If dimTi = dimQ ≧ dimY , then, by (Q1), the fibers of X → Y meets Q = Ti
properly. Since W → Y × B over B meets Y × B properly, the immersion V → X × B
also meets Ti × B properly by Corollary 2.8.1. Assume dimTi = dimQ < dimY . Then,
the intersection f!P ∩ T ∗Y Y with the 0-section equals the image f(Q) = f(Ti). Since
W → Y ×B is non-characteristic with respect to f!S, it meets f(Ti)×B properly over B.
Since Ti → f(Ti) is finite, the base change V → X × B also meets Ti × B properly over
B. Hence V → X ×B is non-characteristic with respect to S.
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2. We may assume that the restriction of g on Y {y} is non-characteristic with
respect to f!S. Then, by 1., the restriction of g ◦ f on X f−1(y) is non-characteristic
with respect to S. As in the proof of 1., the condition (i) in Definition 2.10.1 for S is
satisfied on the complement of Z. Hence it is is satisfied on the complement of the finite
set Z∩f−1(y). For Q satisfying dimQ ≧ dimY , by Corollary 2.8.2 and by the assumption
that the fibers of f : X → Y meets Q properly in (Q1), the fibers of g ◦ f : X → C meets
Q properly. Hence the condition (i) in Definition 2.10.1 for S is also satisfied on the
complement of Z ∩ f−1(y).

2.3 Singular support and the local acyclicity

Let k denote a perfect field of characteristic p > 0 and Λ a finite field of characteristic
̸= p. For a constructible complex K of Λ-modules on X, its support is the smallest closed
subset Z of X such that K is acyclic on the complement X Z.

Definition 2.17. Let X be a smooth scheme of dimension d over k and K be a constructible
complex of Λ-modules on X. Let S = (Si)i∈I be a finite family of irreducible conic closed
subsets of dimension d of the cotangent bundle T ∗X.

1. For an integer r ≧ 0, we define a condition on S:

(SSr) Let B be a smooth scheme over k and i : W → X×B be an unramified morphism
regular of codimension q ≦ r of flat schemes over B. Then the composition f : W → B
with the second projection is locally acyclic relatively to the pull-back to W of K if the
morphism i : W → X ×B over B is non-characteristic with respect to S.

2. If S satisfies the condition (SS1) and if the support of K is a subset of the intersection
with the 0-section

∪
i∈I Si∩T ∗XX ⊂ X, we say that the union

∪
i∈I Si is a singular support

of K.

Note that if S satisfies (SSr) and if S ′ ⊃ S is another finite family of irreducible conic
closed subschemes of codimension d of T ∗X, it also satisfies (SSr). Hence the condition
(SS1) does not uniquely determine the singular support. However, by abuse of notation,
if S is a singular support of K and we write S = SSK. In (SSr) the local acyclicity can be
replaced by the universal local acyclicity, see Lemma 2.19.1 below. By the generic local
acyclicity [5, Corollaire 2.16], the empty family and hence any finite family of irreducible
conic closed subschemes of codimension d of T ∗X satisfy (SS0). We study the meaning of
the condition (SSr) in Lemma 2.23 later in this subsection.

If S contains the 0-section of the cotangent bundle T ∗X and if an unramified morphism
i : W → X×B of codimension r is non-characteristic with respect to S, then the canonical
morphism T ∗W (X ×B)→ T ∗X is injective and the composition W → B is smooth by the
Jacobian criterion of smoothness. Hence, if the cohomology sheafHq(K) is locally constant
for every integer q, the 0-section of the cotangent bundle T ∗X is a singular support of K
by the local acyclicity of smooth morphism.

Let U = X D be the complement of a divisor D with simple normal crossings,
j : U → X be the open immersion and let F be a locally constant constructible sheaf on
U . If F is tamely ramified along D, the singular support SS(j!F) is described as follows.
Let D1, . . . , Dm be the irreducible components of D and, for a subset I ⊂ {1, . . . ,m}, let
DI =

∩
I Di. Then, the family S = (T ∗DI

X)I⊂{1,...,m} of the conormal bundles is a singular
support of j!F by [8, 1.3.3 (i)].
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The following immediate consequence of the flatness of the total dimension, Proposition
1.17, will play a crucial role in the definition of the characteristic cycle.

Lemma 2.18. Let the notation be as in Definition 2.17. Let B be a smooth scheme over
k, let C → B be a smooth morphism of relative dimension 1 and

(2.2) X ×B −−−→ C

be a flat morphism of smooth schemes over B. Let Z ⊂ X × B be a closed subscheme
quasi-finite over B such that the restriction X×B Z → X×C of the morphism induced
by (2.2) is non-characteristic with respect to a singular support S of K. Then, the function
φpr∗1K,f on Z defined by

(2.3) φpr∗1K,f (z) = dim totf(z)ϕz(K|Wb
, f |b)

is flat over B and constructible. In particular if Z is étale over B, the function φpr∗1K,f is
locally constant.

Proof. We apply Proposition 1.17 to the commutative diagram

(2.4) X ×B f //

p
$$H

HH
HH

HH
HH

C

~~}}
}}
}}
}}

B.

The projection p : X×B → B is locally acyclic relatively to pr∗1K by the generic universal
local acyclicity [5, Corollaire 2.16]. By (SS1), the restriction of f : X×B → C toX×B Z
is locally acyclic relatively to the pull-back of K. Hence the assertion follows by Proposition
1.17.

Lemma 2.19. Let S be a finite family of irreducible conic closed subsets of dimension d
and K be a constructible complex of Λ-modules on X.

1. In the condition (SSr), one can replace locally acyclic by universally locally acyclic.
2. If HqK is locally constant for every q, the 0-section T ∗XX satisfies (SSd) for K and

for d = dimX.
3. Assume that S satisfies (SSr) for the restriction of K on the complement of a finite

closed subset Z ⊂ X. Then, the union of S and the fiber T ∗ZX satisfies (SSr) for K.
4. If a finite morphism f : X → Y is unramified and if S satisfies (SSr) for K and

contains the 0-section T ∗XX, the image f∗S by the correspondence T ∗X ← X ×Y T
∗Y →

T ∗Y also satisfies (SSr) for f∗K.

Proof. 1. Let i : W → X × B be an unramified morphism regular of codimension q ≦ r
non-characteristic with respect to S = SSK as in (SSr). We show that the base change of
W → B by any morphism B′ → B is locally acyclic relatively to the pull-back of K. By
a standard limit argument, we may assume that B′ → B is of finite type. Since the local
acyclicity is preserved by finite base change, it is reduced to the case where B′ = An×B.
Then, it suffices to apply (SSr) to the base change of the morphism i : W → X × B by
the flat morphism An ×B → B.

2. If an unramified morphism i : W → X × B is non-characteristic with respect to
S ⊃ T ∗XX, the composition W → B is smooth. Hence, the assertion is nothing but the
local acyclicity of smooth morphism.
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3. If the image of W → X × B meets the inverse image of a closed point x ∈ Z by
the projection, it is not non-characteristic with respect to S ⊃ T ∗xX. Hence the assertion
follows.

4. Let B be a smooth scheme over k and W → Y × B be an unramified morphism
regular of codimension q ≦ r of flat schemes over B. Assume that W → Y × B is
non-characteristic with respect to the push-forward f∗S. We show that the composition
W → B is locally acyclic relatively to the pull-back of f∗K.

By the assumption that S contains T ∗XX, the morphismW → Y ×B meets the image of
the finite morphism X → Y properly over B. Hence the unramified morphismW ×Y X →
X × B is regular of codimension q and W ×Y X → B is flat by Proposition 2.6(4)⇒(3).
We show that the unramified morphism W ×Y X → X × B is non-characteristic with
respect to S.

For the condition (i) in Definition 2.11.1, it is clear from the definition of f∗S. The
image S ′i = f∗Si of Si by the correspondence T ∗X ← X×Y T

∗Y → T ∗Y is irreducible since
T ∗X ← X ×Y T

∗Y is a surjection of vector bundles. The intersection T ′i = S ′i ∩ T ∗Y Y with
the 0-section equals the image f(Ti) of the intersection Ti = Si ∩ T ∗XX with the 0-section
and Ti → T ′i is finite and surjective. Since W → Y × B meets T ′i properly over B, the
unramified morphism W ×Y X → X ×B meets Ti properly over B.

Since S is assumed to satisfy (SSr) for K, W ×Y X → B is locally acyclic relatively
to the pull-back of K. Since W ×Y X → W is finite, g : W → B is also locally acyclic
relatively to the pull-back of f∗K.

Let Y ⊂ X be a smooth irreducible divisor. Recall that the closed immersion i : Y → X
is non-characteristic with respect to S if it satisfies the following conditions:

(i) The intersection S ∩ T ∗YX with the conormal bundle is a subset of the 0-section.

(ii) The immersion Y → X meets every Ti = Si ∩ T ∗XX properly.

The condition (ii) implies that the inverse image Y ×X T ∗X ⊂ T ∗X of Y ⊂ X meets
every component Si of S = (Si)i∈I properly. Further by (i) and Lemma 2.1 (3)⇒(2), the
restriction of the canonical surjection Y ×XT

∗X → T ∗Y to the intersection Si∩(Y ×XT
∗X)

is finite. Hence the correspondence T ∗X ← Y ×XT
∗X → T ∗Y defines a closed conic subset

i−1Si ⊂ T ∗Y and its irreducible components are of dimension d− 1 = dimY .

We define the pull-back i!S of S.

Definition 2.20. Let S = (Si)i∈I be a singular support of K on X and let Y be a smooth
divisor of X. Assume that the immersion i : Y → X is non-characteristic with respect
to S. We define a family i!S of irreducible closed subsets of T ∗Y to be the refinement of
i−1S = (i−1Si)i∈I consisting of their irreducible components.

Lemma 2.21. Let K be a constructible complex of Λ-modules on X and let S = (Si)i∈I
be a singular support of K. Let Y be a smooth divisor such that the closed immersion
i : Y → X is non-characteristic with respect to S.

If S satisfies the condition (SSr) for K, then i!S satisfies the condition (SSr − 1) for
i∗K.

Proof. Let B be a smooth scheme over k and W → Y × B be an unramified morphism
regular of codimension q ≦ r − 1 of flat schemes over B. Assume that W → Y × B is
non-characteristic with respect to i!S. We show that the composition W → B is locally
acyclic relatively to the pull-back i∗K.
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Since i!S is a refinement of i−1S, the morphism W → Y ×B is non-characteristic with
respect to i−1S. Hence the unramified morphism W → X × B regular of codimension
q + 1 ≦ r is non-characteristic with respect to S by Lemma 2.14 and the composition
W → B is locally acyclic relatively to the pull-back of K by (SSr).

Let f : Y → X be a smooth morphism and let S = (Si)i∈I be a finite family of
irreducible conic closed subsets of dimension d of the cotangent bundle T ∗X. Similarly as
Definition 2.20, we define the pull-back f ∗S to be the refinement of the family f−1S =
(f−1Si)i∈I consisting of irreducible components of the images f−1Si by the correspondence
T ∗X ← Y ×X T ∗X → T ∗Y .

Proposition 2.22. Let f : Y → X be a smooth morphism and assume that S satisfies
(SSr) for K. Then the pull-back f ∗S of S satisfies (SSr) for f ∗K.

Proof. Since the assertion is étale local on Y , it suffices to show the case where Y → X is
smooth of relative dimension 1 by the induction on relative dimension.

Let B be a smooth scheme over k and let W → Y × B be an unramified morphism
regular of codimension q ≦ r of flat schemes over B. Assume that W → Y ×B over B is
non-characteristic with respect to the pull-back f ∗S. We show that the morphismW → B
is locally acyclic relatively to the pull-back of K.

For an irreducible component S ′j of f−1Si, the intersection T ′j = S ′j ∩ T ∗Y Y is an ir-
reducible component of f−1Ti = (f−1Si) ∩ T ∗Y Y . Hence, W → Y × B over B is non-
characteristic with respect to the inverse image f−1S.

Let w be a closed point of W . Then, by Lemma 2.15, one of the following holds on a
neighborhood of w:

(1) The composition W → Y × B → X × B is unramified of codimension q − 1 < r
and is non-characteristic with respect to S.

(2) There exist a decomposition W → V → Y ×B by a regular immersion of codimen-
sion r and an étale morphism, a smooth scheme B′ → B of relative dimension 1 and an
étale morphism V → X × B′ of flat schemes over B′ such that the unramified morphism
W → X×B′ over B′ is regular of codimension q ≦ r and is non-characteristic with respect
to S.

Since the question is local on W , it suffices to consider the two cases separately after
replacingW by an open neighborhood of w. Assume that (1) holds. Then the composition
W → X ×B → B is locally acyclic relatively to the pull-back of K since S is assumed to
satisfy (SSr) for K.

Assume that (2) holds. Then the composition W → X × B′ → B′ is locally acyclic
relatively to the pull-back of K since S is assumed to satisfy (SSr) for K. Since B′ → B
is smooth, the composition W → B is also locally acyclic relatively to the pull-back of K
by [8, Corollaire 2.7].

The condition (SSr) is a consequence of the compatibility of the construction of singular
support with smooth pull-back and the local acyclicity of non-characteristic morphism in
a more general setting.

Lemma 2.23. Let 0 ≦ r ≦ d = dimX be an integer. Assume that for every smooth
morphism f : Y → X, any flat morphism g : Y → Z of relative dimension d − q for
0 ≦ q ≦ r is locally acyclic relatively to the pull-back f ∗K if g : Y → Z is non-characteristic
with respect to the pull-back of f ∗S. Then, S satisfies the condition (SSr).
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Proof. Let B be a smooth scheme over k and let W → X×B be an unramified morphism
regular of codimension q ≦ r of flat schemes over B. Assume that it is non-characteristic
with respect to S. We show that the composition W → B is locally acyclic relatively to
the pull-back f ∗K. The morphism W → B is flat of relative dimension d− q.

First we show the case where the composition f : W → X is smooth. The morphism
W → X × B is the composition W → W × B → X × B of the graph of W → B and
f × idB. In the commutative diagram

T ∗W (W ×B) −−−→ W ×W×B T
∗(W ×B)/B= T ∗Wx x

T ∗W (X ×B) −−−→ W ×X×B T
∗(X ×B)/B=W ×X T ∗X,

the cokernel of the horizontal arrows are canonically isomorphic. Hence, the regular im-
mersion W → W × B is non-characteristic with respect to f ∗S and W → B is locally
acyclic relatively to the pull-back f ∗K.

We reduce the general case to the case where f : W → X is smooth. Since the question
is local on W , we may assume that the unramified morphism W → X × B is the com-
position W → V → X × B of a regular immersion of codimension q defined by functions
t1, . . . , tq and an étale morphism. Let B′ = B ×Aq and define an unramified morphism
V → X × B′ = X × B ×Aq of codimension q by t1, . . . , tq. Then, we obtain a cartesian
diagram

V −−−→ X ×B′ −−−→ B′x x x
W −−−→ X ×B −−−→ B

where the vertical arrows are the immersions defined by t1 = · · · = tq = 0. Then, by
Proposition 2.6(2)⇒(1), after replacing V by a neighborhood of W if necessary, V → B′

is flat of relative dimension d − q and V → X × B′ is non-characteristic with respect to
the pull-back of S. Since V is étale over X × B, it is smooth over X and the morphism
V → B′ is locally acyclic relatively to the pull-back of K. Hence, its base change W → B
by an immersion B → B′ is also locally acyclic relatively to the pull-back of K.

We formulate an analogue of the condition (SSr) for a complex on the vanishing topos.

Definition 2.24. Let f : X → Y be a morphism of smooth schemes over k and K be

a constructible complex of Λ-modules on X
←
×Y Y . For a finite family S = (Si)i∈I of

irreducible conic closed subsets of dimension d = dimY of the cotangent complex T ∗Y and
an integer r ≧ 0, we define a condition:

(SSr) Let B be a smooth scheme over k and i : W → Y ×B be an unramified morphism
regular of codimension q ≦ r of flat schemes over B. Then the composition W → B
with the second projection is locally acyclic (Definition 1.11) relatively to the pull-back to

(X ×Y W )
←
×W W of K if the morphism i : W → Y ×B over B is non-characteristic with

respect to S.

Lemma 2.25. Let f : X → Y be a flat morphism of smooth schemes. Let S = (Si)i∈I be
a finite family of closed conic subsets of dimension d of T ∗X satisfying the condition (Q)
before Lemma 2.16. Assume that in the case (Q2), we have dimP = dimY .
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1. The members of the finite family f!S defined there are closed conic subsets of di-
mension dimY of T ∗Y .

2. Assume that the formation of RΨfK commutes with finite base change. If S sat-
isfies (SSr) in the sense of Definition 2.17 for K, then f!S satisfies (SSr) in the sense of
Definition 2.24 for RΨfK.

Proof. 1. It follows from the assumption on dimP and that Q → Y is finite in the case
(Q2).

2. Let W → Y ×B be an unramified morphism of codimension r of flat schemes over
B and let V → X×B be the base change. Assume that W → Y ×B is non-characteristic
with respect to f!S. We show that W → B is locally acyclic relatively to the pull-back of

RΨfK to V
←
×W W .

By Lemma 2.16.1, V → X × B is non-characteristic with respect to S. Since S
satisfies (SSr) for K, the morphism V → B is locally acyclic relatively to the pull-back
of K. Hence, by the assumption that the formation of RΨfK commutes with finite base
change and by Lemma 1.12, the morphism W → B is locally acyclic relatively to the
pull-back of RΨfK.

2.4 Singular support and ramification

We briefly recall ramification theory [1], [17] and that there exists a singular support after
removing a closed subscheme of codimension ≧ 2 if necessary.

First, we recall the definition of the total dimension of a Galois representation of a
local field. Let K be a henselian discrete valuation field with residue field of characteristic
p > 0 and GK = Gal(Ksep/K) be the absolute Galois group. Then, the (non-logarithmic)
filtration (Gr

K)r≧1 by ramification groups is defined in [1]. It is a decreasing filtration by
closed normal subgroups indexed by rational numbers ≧ 1.

For a real number r ≧ 1, we define subgroups Gr+
K ⊂ Gr−

K by Gr+
K =

∪
s>rG

s
K and

Gr−
K =

∩
s<rG

s
K . It is proved in [1] that G1

K is the inertia group I = Ker(GK → GF )
where GF denotes the absolute Galois group of the residue field F and G1+

K is the wild
inertia group P that is the pro-p Sylow subgroup of I. It is also proved that Gr−

K = Gr
K

for rational numbers r > 1 and Gr−
K = Gr+

K for irrational numbers r > 1.
Let Λ be a finite field of characteristic ̸= p and let V be a continuous representation

of GK on a Λ-vector space of finite dimension. Then, since P = G1+
K is a pro-p group and

since Gr−
K = Gr

K for rational r and Gr−
K = Gr+

K for irrational r, there exists a unique de-
composition V =

⊕
r≧1 V

(r) called the slope decomposition characterized by the condition

that the Gr+
K fixed part V Gr+

K is equal to the sum
⊕

s≦r V
(s). Then, the total dimension of

V is defined by

(2.5) dim totKV =
∑
r≧1

r · dimV (r).

It is clear from the definition that dim totKV is a rational number satisfying dim totKV ≧
dimV . The equality is equivalent to that P = G1+

K acts on V trivially, namely, the action
of GK on V is tamely ramified. In the classical case where the residue field F is perfect,
we recover the classical definition of the total dimension dim totKV = dimV + SwKV

We study a geometric case where X is a smooth scheme over a perfect field k of
characteristic p > 0. Let D be a reduced divisor and U = X D be the complement. Let
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K be a constructible complex of Λ-modules such that the restriction of the cohomology
sheaf HqK to U is locally constant for every q. Let ξ be the generic point of an irreducible
component of D. Then, the local ring OX,ξ is a discrete valuation ring and the fraction
field K of its henselization is called the local field at ξ. The stalk of HqK at the geometric
point of U defined by a separable closureKsep defines a Λ-representation V

q of the absolute
Galois group GK .

For a rational number r > 1, the graded quotient GrrGK = Gr
K/G

r+
K is a profinite

abelian group annihilated by p [17, Corollary 2.28] and its dual group is related to differ-

ential forms as follows. We define ideals m
(r)
Ksep

and m
(r+)
Ksep

of the valuation ring OKsep by

m
(r)
Ksep

= {x ∈ Ksep | ordKx ≧ r} and m
(r+)
Ksep

= {x ∈ Ksep | ordKx > r} where ordK denotes

the valuation normalized by ordK(π) = 1 for a uniformizer π of K. The residue field F̄

of OKsep is an algebraic closure of F and the quotient m
(r)
Ksep

/m
(r+)
Ksep

is an F̄ -vector space of
dimension 1. A canonical injection

(2.6) ch : HomFp(GrrGK ,Fp)→ HomF̄ (m
(r)

K̄
/m

(r+)

K̄
,Ω1

X/k,ξ ⊗ F̄ )

is also defined [17, Corollary 2.28].
We say that the ramification of F along D is isoclinic of slope r ≧ 1 if V = V (r) in the

slope decomposition. The ramification of F along D is isoclinic of slope 1 if and only if the
corresponding Galois representation V is tamely ramified. Assume that the ramification
of F along D is isoclinic of slope r > 1. Assume also that the finite field Λ contains a
primitive p-th root of 1 and identify Fp with a subgroup of Λ×. Then, V = V (r) is further
decomposed by characters V =

⊕
χ : GrrGK→Fp

χ⊕m(χ). For a character χ appearing in the

decomposition, the twisted differential form ch(χ) defined on a finite covering of a dense
open scheme of D is called a characteristic form of F .

Assume that U = X D is the complement of a divisor with simple normal crossings
D and let D1, . . . , Dm be the irreducible components of D. We say the ramification of F
along D is isoclinic of slope R =

∑
i riDi if the ramification of F along Di is isoclinic of

slope ri for every irreducible component Di of D.
In [17, Definition 3.1], we define the condition for ramification of F along D to be

non-degenerate. We say that the ramification of F is non-degenerate along D if it admits
étale locally a direct sum decomposition F =

⊕
j Fj such that each Fj is isoclinic of

slope Rj ≧ D for a Q-linear combination of irreducible components of D and that the
ramification of Fj is non-degenerate along D at multiplicity Rj. For the definition of the
last condition, we refer to [17, Definition 3.1]. It implies that the characteristic forms are
extended to differential forms on the boundary without zero. Note that there exists a
closed subset of codimension at least 2 such that on its complement, the ramification of
F along D is non-degenerate.

We introduce a slightly stronger condition that implies local acyclicity. We say that
the ramification of F is strongly non-degenerate along D if it satisfies the condition above
with Rj ≧ D replaced by Rj = D or Rj > D. Here, the inequality Rj > D means
that the coefficient in Rj of every irreducible component of D is > 1. Note that if the
ramification of F along D is non-degenerate, on the complement of the singular locus of
D, the ramification of F along D is strongly non-degenerate.

We also briefly recall the definition of the characteristic cycle [17, Definition 3.5] in the
strongly non-degenerate and isoclinic case. Assume first that R = D. Then, the locally
constant sheaf F on U is tamely ramified along D and the characteristic cycle is defined

30



by

(2.7) Char j!F = (−1)drank F ·
∑
I

[T ∗DI
X]

where T ∗DI
X denotes the conormal bundle of the intersection DI =

∩
I Di for a set of

indices I ⊂ {1, . . . ,m}.
Assume R =

∑
i riDi > D =

∑
iDi. For each irreducible component, we have a

decomposition by characters V =
⊕

χ : GrrGKi
→Fp

χ⊕m(χ). Further, the characteristic form

of each character χ appearing in the decomposition defines a sub line bundle Lχ of the
pull-back Dχ ×X T ∗X of the contingent bundle to a finite covering πχ : Dχ → Di by the
non-degenerate assumption. Then, the characteristic cycle in the case R > D is defined
by

(2.8) Char j!F = (−1)d
(
rank F · [T ∗XX] +

∑
i

∑
χ

ri ·m(χ)

[Dχ : Di]
π∗[Lχ]

)
.

In the general strongly non-degenerate case, the characteristic cycle is defined by the
additivity and étale descent. If X is a curve, we recover the classical definition

(2.9) Char j!F = −
(
rank F · [T ∗XX] +

∑
x∈D

dim totxF · [T ∗xX]
)
.

Proposition 2.26 ([17, Proposition 3.15]). Assume that the ramification of F is strongly
non-degenerate along D. Then, the support of the characteristic cycle defined by (2.7) and
(2.8) satisfies (SSr) for every integer r ≧ 0.

Proof. The construction of the characteristic cycle in the general strongly non-degenerate
case commutes with smooth pull-back. Hence, by Lemma 2.23, it suffices to show that
if a flat morphism f : X → Y is non-characteristic with respect to the support S of the
characteristic cycle of K defined above, then it is locally acyclic relatively to K. Since the
0-section T ∗XX is contained in the singular support, the morphism f : X → Y is smooth.
By the local acyclicity of smooth morphism, it suffices to show the local acyclicity at D.
Since the assertion is étale local, we may assume that F is isoclinic of slope R = D or
R > D and that the ramification of F is non-degenerate along D at multiplicity R.

If R = D, the locally constant sheaf F on U is tamely ramified along D. Since the
singular support is the union S =

∪
I T
∗
DI
X of the conormal bundles of the intersections

DI =
∩

I Di of irreducible components D1, . . . , Dm of D for all I ⊂ {1, . . . ,m}, the non-
characteristicity means that the inverse image of D in X is a divisor with simple normal
crossings relatively to X → Y . Hence, the assertion follows from [8, 1.3.3 (i)].

Assume R > D. By Proposition 2.6 (1)⇒(3) applied to the graph X → X × B of S
and the immersion Di × B → X × B for irreducible components Di of D, the restriction
of f : X → B to D is flat. Hence the assertion follows from [17, Proposition 3.15].

Consequently, a singular support exists after removing a closed subscheme of codimen-
sion at least 2 if necessary.

Corollary 2.27. Assume that there exists a finite set Z of closed points of D = X U
such that the ramification of F is strongly non-degenerate along D Z. Then, a singular
support of j!F exists. In particular, if dimX = 2, a singular support of j!F always exists.
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Proof. It follows from Proposition 2.26 and Lemma 2.19.3.

The construction of the characteristic cycle is compatible with the pull-back by non-
characteristic morphisms, [17, Proposition 3.8]. We state it for a non-characteristic im-
mersion. Let i : Y → X be an immersion of smooth subscheme meeting D transversally
non-characteristic with respect to the singular support SSj!F and define i!Char j!F to be
(−1)dimX−dimY -times the image of Char j!F by the correspondence T ∗X ← Y ×X T

∗X →
T ∗Y . Then, we have

(2.10) Char i∗(j!F) = i!Char j!F .

The definition of the characteristic cycle is slightly generalized to complexes as follows.
Let X and a smooth divisor D be as above and let K be a constructible complex of Λ-
modules on X. Assume that for every q, the restriction of HqK to D is locally constant,
that the restriction of HqK on the complement U = X D is locally constant and that
its ramification along D is non-degenerate. Then, the characteristic cycle of K is defined
by

(2.11) Char K =
∑
q

(−1)qChar j!j∗HqK + (−1)d−1
∑
q

(−1)qrank HqK|D · [T ∗DX].

Let C be a smooth curve and t be a local parameter at a closed point x of C. For a 1-cycle
A on the cotangent bundle T ∗C meeting the section dt properly on a neighborhood of the
fiber of x, let (A, dt)x denote the intersection number.

Lemma 2.28. Let the notation be as above. Let W ⊂ D ×X P(TX) be the open subset
consisting of the tangent vectors at closed point x of smooth curve C meeting D transversely
at x such that the immersion C → X is non-characteristic at x with respect to the union
of the singular supports of j!HqKU for the open immersion j : U → X.

1. [17, Corollary 3.9.2] Let i : C → X be a closed immersion of a smooth curve over k
and x be a closed point of C ∩D. If the tangent vector of C at x is contained in W , for
the Artin conductor (1.15), we have

(2.12) −ax(i∗K) = (i!Char K, dt)x.

2. Let f : Y → X be a morphism of smooth schemes over k and i : C → Y be a closed
immersion of smooth curve meeting the pull-back f ∗D transversely at a closed point y.
Assume that the composition g : C → X is non-characteristic with respect to K at y. Then
on a neighborhood of y, the pull-back D′ = f ∗D is smooth and the ramification of the
pull-back to Y D′ of the cohomology sheaves HqK are non-degenerate and consequently
we have an equality

(2.13) −ay(g∗K) = (i!Char f ∗K, dt)y.

Proof. 1. By [17, Corollary 3.9.2] and (2.9), we have

i!Char K = Char i∗K = −(rank i∗Kη · [T ∗CC] + ax(i
∗K) · [T ∗xC])

on a neighborhood of the fiber T ∗xC where η denotes the generic point of C. Hence the
assertion follows.
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2. Since D′ meets C transversely at y, the divisor D′ is smooth on a neighborhood of
y. Since g : C → X is non-characteristic with respect to K at y, the morphism f : Y → X
is also non-characteristic with respect to K at y on a neighborhood of y in the sense of
[17, Definition 3.7.2]. The equality (2.13) follows from (2.12).

We generalize the construction of the singular support and the characteristic cycle to
vanishing topos.

Definition 2.29. Let X be a smooth scheme over a field k and j : U → X be the open
immersion of the complement of a smooth divisor D. Let Z be a scheme quasi-finite over

D. Let K be a constructible complex of Λ-modules on Z
←
×X X.

1. We say that K is non-degenerate along D if the following conditions are satisfied

for every q ∈ Z: The restrictions of the cohomology sheaf HqK to Z
←
×X U and to Z

←
×X D

are locally constant. Étale locally on D, there exists a locally constant sheaf Fq on U such

that the ramification along D is non-degenerate and that the restriction of HqK to Z
←
×X U

is isomorphic to the pull-back of Fq.
2. Assume that K is non-degenerate along D. We define Char K to be the locally

constant function on Z with the value
∑

q(−1)qChar HqK.

Lemma 2.30. Let X be a smooth scheme over a perfect field k and j : U → X be the
open immersion of the complement of a divisor D with simple normal crossings. Let Z be

a scheme quasi-finite over D. Let K be a constructible complex of Λ-modules on Z
←
×X X.

1. There exists an open subscheme X◦ ⊂ X such that D◦ = D ×X X◦ ⊂ D is dense

and that, for Z◦ = Z ×X X◦ and U◦ = U ×X X◦, the restrictions of HqK to Z◦
←
×X◦ U

◦

and to Z◦
←
×X◦ D

◦ are locally constant for every q ∈ Z.

2. After further shrinking X◦ if necessary, the pull-back of HqK to Z◦
←
×X◦ X

◦ is
non-degenerate along D for every q ∈ Z.

Proof. 1. It follows from the description of a constructible sheaf in [11, 1.3].

2. By the definition of the site defining Z
←
×X U , there exists an étale scheme X ′ over

X such that the intersection of the image is dense in D and locally constant sheaf Fq on
U ′ = U ×X X ′ such that HqK is the pull-back of Fq for every q. Since Fq = 0 except for
finitely many q, the assertion follows.

Lemma 2.31. Let X be a smooth scheme of finite type over a perfect field k and U =
X D be the complement of a smooth divisor of X. Let Z be a scheme quasi-finite over
X such that the image of Z is contained in D and let K be a constructible complex of

Λ-modules on Z
←
×X X. Assume that the restrictions of HqK to Z

←
×X U and to Z

←
×X D

are locally constant and that the pull-back of HqK to Z
←
×X U is non-degenerate along D

for every q ∈ Z.
Let f : Y → X be a morphism of smooth schemes over k and i : C → Y be a closed

immersion of smooth curve meeting the pull-back f ∗D transversely at a geometric point y.
Define a cartesian diagram

W −−−→ V −−−→ Zy y y
C

i−−−→ Y −−−→ X
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and let w be a geometric point of W above y. Assume that the composition C → X is

non-characteristic with respect to K on a neighborhood of w ← y in W
←
×C C. Then the

pull-back D′ = f ∗D is smooth on a neighborhood of y and the ramification of the pull-back
to U ×X Y of the cohomology sheaves HqK are non-degenerate along D′ on a neighborhood

of w ← y in V
←
×Y Y . Further, for a local parameter t of C at y, we have an equality

(2.14) −aw(K|W←×CC
) = (i!Char (K|

V
←
×Y Y

), dt)w.

Proof. It follows from Lemma 2.28.2.

2.5 Stability of vanishing cycles

Let u be an isolated characteristic point (Definition 2.10.2) of f : X → C with respect to
K. By abuse of notation, let df : X → T ∗X denote the section on a neighborhood of u
defined by the pull-back of a local basis of T ∗C on a neighborhood of f(u). Then, for an
irreducible component Si of the singular support, u is an isolated point of the pull-back
df−1(Si) if u is contained in it and hence the intersection number (Si, df)u is defined as
its multiplicity. More generally, for a linear combination

∑
i aiSi, the intersection number

(
∑

i aiSi, df)u is defined.
Assuming the existence of a singular support satisfying (SS1), we deduce the stability

of the total dimension of the space of nearby cycles at isolated characteristic points from
the consequence Lemma 2.18 of the flatness of the Swan conductor Proposition 1.17. For
morphisms f, g : X → Y of schemes and a closed subscheme Z ⊂ X defined by the ideal
sheaf IZ ⊂ OX , we say that g ≡ f mod IZ if their restrictions to Z are the same.

Proposition 2.32. Let X be a smooth scheme of dimension d over a perfect field k and
K be a constructible complex of Λ-modules. Assume that there exists a singular support
S = SSK ⊂ T ∗X satisfying the condition (SS1). Let f : X → C be a flat morphism to a
smooth curve C such that u ∈ X be an isolated characteristic point of f with respect to K.

Then, there exists an integer N ≧ 2 such that for every morphism g : V → C on
an étale neighborhood V of u satisfying g ≡ f mod mN

u , the closed point u is an isolated
characteristic point of g with respect to K, the morphism g is flat at u and we have

(2.15) dim totϕu(K, f) = dim totϕu(K, g)

and (Si, df)T ∗X,u = (Si, dg)T ∗V,u for every irreducible component Si of the singular support
SSK =

∪
i Si.

Proof. By taking an étale morphism toA1
k on a neighborhood of f(u) ∈ C and by replacing

f by the composition, we may assume C = A1
k = Spec k[s] and f(u) = 0.

By the assumption that u is an isolated characteristic point with respect to f , it is an
isolated point of the inverse image ds∗(Si) ⊂ X by the section ds : X → T ∗X for every
irreducible component Si of the singular support SSK =

∪
i Si.

LetN ≧ 2 be an integer such that mN−2
u annihilates ds∗(Si). For a morphism g : V → C

on an étale neighborhood V of u satisfying g ≡ f mod mN
u , we have dg ≡ df mod mN−1

u .
Hence, u is an isolated characteristic point with respect to g by Nakayama’s lemma and
we have an equality (Si, df)T ∗X,u = (Si, dg)T ∗V,u for every irreducible component Si of the
singular support SSK =

∪
i Si.
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Let Ti ⊂ X be the intersection of an irreducible component Si ⊂ T ∗X of the singular
support SSK =

∪
i Si with the 0-section X = T ∗XX, regarded as a reduced closed sub-

scheme. Since Ti is irreducible, it is integral. By the assumption that u is an isolated
characteristic point, the restriction of f to Ti∩ (X {u}) is flat. Then, the pullback f ∗(s)
of the coordinate s of C = A1

k in the local integral ring OTi,u is not 0 for any Ti ̸= {u}.
Hence, there exists an integer N ≧ 1 such that f ∗(s) in OTi,u/m

N
u is not 0 for any Ti ̸= {u}.

Then, the g ≡ f mod mN
u implies g∗(s) in OTi,u/m

N
u is not 0 for any Ti ̸= {u}. and that

the restriction of g : V → C to the pull-back of Ti is flat at u for any Ti ̸= {u}. Similarly,
g : V → C itself is flat at u. Thus u is also an isolated characteristic point of g : V → C.

We show the equality (2.15). By replacing X by V , we may assume X = V . Define a
commutative diagram

(2.16) X ×A1 h //

pr2 ''PP
PPP

PPP
PPP

P C ×A1

pr2wwnnn
nnn

nnn
nnn

A1 = Spec k[t]

by h = (1− t)f+ tg. It is a homotopy connecting f to g. By the assumption on g, we have
h ≡ f mod mN

u . Hence, for every c ∈ k, u is an isolated characteristic point of the fiber
hc : X → C of h at t = c. Since X and C×A1 are flat over A1, there exists a neighborhood
W ⊂ X×A1 of {u}×A1 such that h : X×A1 → C×A1 over A1 is non-characteristic on
W ({u} ×A1). Hence by (SS1), the morphism h : X ×A1 → C ×A1 is locally acyclic
on W ({u} ×A1) relatively to the pull-back pr∗1K.

We apply Lemma 2.18 to the restriction of the diagram (2.16) and pr∗1K toW ⊂ X×A1

and the closed subscheme Z = {u}×A1 ⊂ W étale over A1. By Lemma 2.18, the function
φpr∗1K,h on Z is locally constant. Since Z = {u}×A1 is connected, it is a constant function
and we obtain φpr∗1K,h(0) = φpr∗1K,h(1) namely the equality (2.15).

3 Local Radon transform

3.1 Morphism defined by a pencil

In this subsection, we fix some notations and terminology to define and study local Radon
transform later in this section. Let X be a quasi-projective integral smooth scheme of
dimension d over a field k and L be an ample invertible OX-module. Let E ⊂ Γ(X,L) be
a sub k-vector space of finite dimension such that the canonical morphism E ⊗k OX → L
is a surjection and induces an immersion

X → P = P(E∨) = ProjkS
•E.

We use a contra-Grothendieck notation also for a projective spaceP(E)(k) = (E {0})/k×.
Let P∨ = P(E) be the dual of P. The universal hyperplane H = {(x,H) | x ∈

H} ⊂ P × P∨ is defined by the identity id ∈ End(E) regarded as a section F ∈ Γ(P ×
P∨,O(1, 1)) = E ⊗ E∨. By the canonical injection Ω1

P/k(1) → E ⊗ OP, the universal

hyperplane H is identified with the covariant projective space bundle P(T ∗P) associated
to the cotangent bundle T ∗P. Further, the identity of H is the same as the morphism H =
P(T ∗H(P × P∨)) → H = P(T ∗P) induced by the locally splitting injection NH/P×P∨ →
pr∗1Ω

1
P/k.
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The fibered product X ×P H = P(X ×P T
∗P) is the intersection of X × P∨ with H

in P × P∨ and is the universal family of hyperplane sections. We consider the universal
family of hyperplane sections

(3.1) X
q←−−− X ×P H

p−−−→ P∨ = P(E).

Lemma 3.1. Let E ⊂ Γ(X,L) be a subspace of finite dimension defining an immersion
X → P = P(E∨).

1. The morphism p : X ×P H→ P∨ is flat and the immersion X ×P H→ X ×P∨ is
regular of codimension 1.

2. Let T ⊂ X be an integral closed subscheme and define a subspace E ′ = Ker(E →
Γ(T,L⊗OX

OT )) and P′∨ = P(E ′) ⊂ P∨ = P(E). Then, T ×P′∨ ⊂ X ×P∨ is contained
in T ×P H ⊂ X ×P H and the complement (T ×P H) (T × P′∨) is the largest open
subscheme where the regular immersion X ×P H→ X ×P∨ of flat scheme over P∨ meets
T ×P∨ properly. The codimension of E ′ ⊂ E is strictly larger than dimT .

Proof. The fiber product T ×P H is the intersection of T × P∨ with the divisor H in
P × P∨. If a hyperplane H ∈ P∨ is contained in P′∨, it contains T . If otherwise, H
meets T properly. Hence we have an inclusion T × P′∨ ⊂ T ×P H and the complement
(T ×PH) (T ×P′∨) is the largest open subset where the regular immersion H→ P×P∨

over P∨ meets T ×P∨ properly, by Proposition 2.6.
Applying this to X = T , we obtain the assertion 1 since X is smooth and P′∨ is empty

in this case further by Proposition 2.6. This also implies the assertion that the complement
(T×PH) (T×P′∨) is the largest open subscheme where the regular immersionX×PH→
X ×P∨ of flat scheme over P∨ meets T ×P∨ properly in 2.

Since the subspace E/E ′ ⊂ Γ(T,L ⊗OX
OT ) defines an immersion T → P(E/E ′), we

have dimE/E ′ − 1 ≧ dimT .

Let S ⊂ T ∗X be a closed conic subset. Define S̃ ⊂ X ×P T
∗P to be the pull-back of

S by the surjection X ×P T
∗P→ T ∗X and

(3.2) P(S̃) ⊂ P(X ×P T
∗P) = X ×P H

the projectivization. If S is irreducible of dimension d, then P(S̃) ⊂ X ×P H is also
irreducible and is of codimension d, unless S = T ∗XX and X is an open subscheme of
P. In the following, we will exclude this case. We will give a sufficient condition for the
restriction to P(S̃) of p : X ×P H→ P∨ to be generically finite at Corollary 3.17.1.

Lemma 3.2. Let S ⊂ T ∗X be a closed conic subset. For a point z of X×PH, correspond-
ing to the pair (u,H) of a hyperplane H ⊂ P∨ and u ∈ X ∩ H, the following conditions
are equivalent:

(1) z is a point of P(S̃).
(2) The fiber at u of the inverse image of S ⊂ T ∗X to the conormal bundle by the

canonical morphism T ∗X×PH(X × P∨) → T ∗X ×X (X × P∨) → T ∗X is a subset of the
0-section.

Proof. The immersion X ×P H → X × P∨ = X × P(E) to the projective space bundle
is defined by the restriction of the canonical morphism T ∗H(P×P∨)→ H×P×P∨ T

∗(P×
P∨/P∨) = H×P T

∗P inducing the canonical morphism T ∗X×PH(X×P∨)→ T ∗X×X (X×
P∨). Hence the assertion follows.
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We construct the universal family of morphisms defined by pencils. Let G = Gr(1,P∨)
be the Grassmannian variety parametrizing lines in P∨. The universal line D ⊂ P∨ ×G
is canonically identified with the flag variety parametrizing pairs (H,L) of points H of P∨

and lines L passing through H. It is the same as the flag variety Fl(1, 2, E) parametrizing
pairs of a line and a plane including the line in E.

The projective space P∨ and the Grassmannian variety G are also equal to the Grass-
mannian varieties Gr(1, E) and Gr(2, E) parametrizing lines and planes in E respectively.
The projections P∨ ← D→ G sending a pair (H,L) to the line L and to the hyperplane
H are the canonical morphisms Gr(1, E) ← Fl(1, 2, E) → Gr(2, E). By the projection
D → P∨, it is also canonically identified with the projective space bundle associated to
the tangent bundle D = P(TP∨).

LetA ⊂ P×G be the universal family of the intersections of hyperplanes parametrized
by lines. The schemeA is also canonically identified with the Grassmann bundle Gr(2, T ∗P)
over P. In the diagram (3.3) below, the left vertical arrow and the lower line are the canon-
ical morphisms Gr(1, X ×P T

∗P) → Gr(1, E) ← Fl(1, 2, E) → Gr(2, E). Hence the fiber
product D×P∨ (X ×P H) is canonically identified with the blow-up (X ×G)′ → X ×G
at the intersection A ∩ (X ×G) = X ×P A. Thus we obtain a commutative diagram

(3.3)

X ×P H ←−−− (X ×G)′ −−−→ X ×Gy yp̃

yp

P∨ ←−−− D −−−→ G.

where the left square is cartesian. The canonical morphism (X × G)′ → X × G is an
isomorphism on the complement (X ×G)◦ = (X ×G) (X ×P A).

For a line L ⊂ P∨, define pL : XL → L by the cartesian diagram

(3.4)

XL −−−→ X ×P H

pL

y yp

L −−−→ P∨.

It is also the fiber of p̃ : (X ×G)′ → D at the point of G corresponding to L. We put
X◦L = XL ∩ (X × G)◦ and let p◦L : X

◦
L → L be the restriction of pL : XL → L. If L is

the line passing through hyperplanes H0 ̸= H∞, the scheme X◦L is the complement of the
axis AL = H0 ∩H∞. If AL meets X properly, the scheme XL is the blow-up of X at the
intersection X ∩ AL.

Lemma 3.3. Let S ⊂ T ∗X be a closed conic subset of dimension d and P(S̃) ⊂ X ×P H
be as in (3.2). Let L ⊂ P∨ be a line and p◦L : X

◦
L → L be the morphism defined by the

pencil. Let x ∈ X◦L be a point and ω be a basis of Ω1
L on a neighborhood pL(x) and define

a section p◦∗L ω of T ∗X on a neighborhood of x.
1. The following conditions on x are equivalent:
(1) x is contained in the intersection X◦L ∩P(S̃) ⊂ X ×P H.
(2) The section p◦∗L ω of T ∗X meets S in the fiber of x.

2. Suppose that x is an isolated point of the intersection X◦L ∩P(S̃) ⊂ X ×P H. Then,
we have an equality

(3.5) (S, p◦∗L ω)T ∗X,x = (P(S̃), X◦L)X×PH,x

of the intersection numbers.
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Proof. 1. Let (P×G)◦ ⊂ P×G be the complement of A. Then, in the exact sequence

(3.6) 0→ (P×G)◦ ×D T ∗D/G −−−→ T ∗(P×G)◦/G −−−→ T ∗(P×G)◦/D→ 0,

the left injection induces a morphism p̃◦∗L : X◦L ×L T
∗L→ X◦L ×P T

∗P. This is a lifting of
the morphism p◦∗L : X◦L×L T

∗L→ T ∗X◦L with respect to the surjection X×P T
∗P→ T ∗X.

Let p̃◦∗L ω be the section of X ×P H = P(X ×P T
∗P) → X defined on a neighborhood of

x by p̃◦∗L ω. The condition (1) is equivalent to that the image of x by p̃◦∗L ω is contained

in P(S̃). Thus, it suffices to show that the inclusion XL → X ×P H is the same as the
section p̃◦∗L ω of X ×P H = P(X ×P T

∗P)→ X on a neighborhood of x.
The inclusion XL → X ×P H ⊂ X × P∨ is induced by the immersion H → P × P∨

defined by the left injection in the exact sequence

(3.7) 0→ T ∗H(P×P∨) −−−→ H×P×P∨ T
∗(P×P∨)/P∨ −−−→ T ∗H/P∨ → 0.

of vector bundles on (P×G)◦. Since the exact sequence (3.6) coincides with the pull-back
of (3.7), the assertion follows from Lemma 3.2.

2. In the notation of the proof of 1., we have

(S, p◦∗L ω)T ∗X,x = (S̃, p̃◦∗L ω)X×PT ∗P,x = (P(S̃), p̃◦∗L ω)X×PH,x.

Since the right hand side equals that of (3.5) by the proof of 1., the assertion follows.

3.2 Morphism defined by a pencil on a hyperplane section

Assume that X is quasi-projective and let E ⊂ Γ(X,L) be a subspace of finite dimension
defining a closed immersion X → P = P(E∨). We identify the Grassmannian variety
G = Gr(2, E) parametrizing subspaces of dimension 2 of E with the Grassmannian variety
G = Gr(1,P∨) parametrizing lines in P∨. The universal family A ⊂ P × G of linear
subspace of codimension 2 of P = P(E∨) consists of pairs (x, L) of a point x of the axis
AL ⊂ P of a line L ⊂ P∨. The intersection X ×P A = (X × G) ∩ A is canonically
identified with the bundle Gr(2, X×P T

∗P) of Grassmannian varieties parametrizing rank
2 subbundles.

Lemma 3.4. Let E ⊂ Γ(X,L) be a subspace of finite dimension defining an immersion
X → P = P(E∨).

1. Define an open subscheme

(3.8) (X ×P A)♭ ⊂ X ×P A

to be the largest one flat of relative dimension d − 2 over G. If dimX ≧ 2, the mapping
(X ×P A)♭ → G is dominant and the closure of the image of the complement X ×P

A (X ×P A)♭ is of codimension ≧ 2.
2. Let T ⊂ X be an irreducible closed subset and define

(3.9) (T ×P A)♭ ⊂ T ×P A

to be the largest open subscheme where the regular immersion A→ P×G of codimension 2
of flat schemes over G meets T×G properly. Then, if dimT ≧ 2, the mapping (T×PA)♭ →
G is dominant and the closure of the image of the complement T ×P A (T ×P A)♭ is of
codimension ≧ 2. If dimT ≦ 1, the closure of the image of T ×PA in G is of codimension
2− dimT .

38



Proof. 2. By replacing X by P and T by the closures in P, we may assume that T → P
is a closed immersion. If the proper morphism T ×PA→ G is not surjective, then for the
line L ⊂ P corresponding to the point of G not in the image, the axis AL ⊂ P does not
meet T . Since the morphism P AL → L is affine, its restriction T → L is finite and we
have dimT ≦ 1.

We regard T ⊂ P as a reduced closed subscheme. Then, T ×P A is also reduced and
is flat over G on the complement of a closed subset of codimension ≧ 2. By the first
assertion, (T ×P A)♭ contains the open subscheme where T ×P A → G is flat and the
assertion follows.

If dimT = 0, the image of T ×P A in G is of codimension 2. If dimT = 1, since the
image in G of the fibers of T ×P A → T is not constant in G, the closure of the image
T ×P A in G is of codimension 1.

1. It suffices to apply 2 to T = X.

We canonically identify the fiber productX×PA×GD with the flag bundle Fl(1, 2, X×P

T ∗P) parametrizing pairs of sub line bundles and rank 2 subbundles of X ×P T
∗P with

inclusions. Let L ⊂ (X ×P H)×P T
∗P = P(X ×P T

∗P)×X (X ×P T
∗P) denote the uni-

versal sub line bundle of the pull-back of X ×P T
∗P on X ×P H. Then the fiber product

X×PA×GD = Fl(1, 2, X×PT
∗P) is also canonically identified with the projective space

bundle P(((X×PH)×PT
∗P)/L) associated to the quotient bundle ((X×PH)×PT

∗P)/L
over X ×P H. The forgetting morphisms define a commutative diagram

(3.10)

X ×P H ←−−− P(((X ×P H)×P T
∗P)/L)

= X ×P A×G D −−−→ X ×P Ay y y
P∨ ←−−− D −−−→ G

where the right square is cartesian.
For a conic closed subset S ⊂ T ∗X, we define a closed subset

(3.11) Q(S̃) ⊂ X ×P A

to be the image ofP(S̃) ⊂ X×PH by the upper line of (3.10) regarded as a correspondence.

Since D is a P1-bundle of G and since P(S̃) ⊂ X ×P H is a subset of codimension d, the

subset Q(S̃) ⊂ X ×P A is of codimension ≧ d − 1. We will give a sufficient condition to
have an equality at Corollary 3.17.2.

Lemma 3.5. Let S ⊂ T ∗X be a conic closed subset.
1. For a point z ∈ X ×P A corresponding to the pair (u, V ) of u ∈ X and a subspace

V of dimension 2 of the fiber u×P T
∗P at u, the following conditions are equivalent:

(1) z is a point of Q(S̃).

(2) The intersection of V with S̃ ⊂ X ×P T
∗P is not a subset of 0.

2. Assume that S is irreducible of dimension d and let T = S∩T ∗XX be the intersection

with the 0-section. If dimT ≦ 1, we have Q(S̃) = T ×P A.

Proof. 1. By the definition of Q(S̃), the condition (1) is equivalent to that there exists
a line L ⊂ V ⊂ u ×P T

∗P such that the point w ∈ X ×P H corresponding to (u, L) is

contained in P(S̃). Hence, it follows from Lemma 3.2.
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2. By the assumption dimS = d and dimT ≦ 1, the fiber S ×T u of a point u ∈ T
is of dimension ≧ d − 1. Hence, by Lemma 2.1 (3)⇒(1), the intersection of a subspace

V ⊂ u×P T
∗P of codimension 2 with the fiber of S̃ at u is not contained in 0. Thus, by

1, we have T ×P A ⊂ Q(S̃). The other inclusion is obvious.

We give another description of Q(S̃). For a vector bundle V over a scheme X and
the associated projective space bundle, a canonical morphism P(V )×X P(V ) P(V ) →
Fl(1, 2, V ) is defined by (L,L′) 7→ (L,L+L′). Applying this to V = X ×P T

∗P, we define
a morphism

(3.12) (X ×P H P(S̃))×X P(S̃)→ X ×P A×G D = P(((X ×P H)×P T
∗P)/L)

over X ×P H.

Lemma 3.6. Let S ⊂ T ∗X be a closed conic subset and Q(S̃) ⊂ X ×P A be the image of

the projectivization P(S̃) ⊂ X ×P H by the correspondence in the upper line

(3.13) X ×P H ←−−− X ×P A×G D −−−→ X ×P A

of (3.10).

1. On the inverse image of X×PH P(S̃), the pull-back of Q(S̃) by X×PA×GD→
X ×P A is equal to the image of (3.12).

2. Assume that S is irreducible of dimension d and that S is not the 0-section T ∗XX
or a fiber T ∗uX of a closed point. Then, the morphism (3.12) is generically finite.

Proof. 1. We define a commutative diagram

(3.14)

X ×P (H×P H) ←−−− X ×P A×G (D×G D)
pr2−−−→ X ×P A×G D

pr1

y pr1

y y
X ×P H ←−−− X ×P A×G D −−−→ X ×P A

by
Gr(1, X ×P T

∗P) ←−−− Fl(1, 2, X ×P T
∗P) −−−→ Gr(2, X ×P T

∗P).

The right vertical arrow is the same as the lower right horizontal arrow, the right square is
cartesian and the upper left horizontal arrow is the self product of the lower left horizontal
arrow. The pull-back of Q(S̃) is defined as the image of P(S̃) by the correspondence
from the lower left to upper right via lower right. By the diagram (3.14), it is the same
as that by the correspondence via upper left. The upper left horizontal arrow induce an
isomorphism

X ×P (H×P H H) ←−−− X ×P A×G (D×G D D)

on the complements of the diagonals since it maps the triple (V, L, L′) of rank 2 subbundles
spanned by different sub line bundles to (L,L′). Hence, the assertion follows.

2. By the assumption, there exists a point x of X and lines L,L′ in the fiber T ∗xP such

that (x, L) /∈ P(S̃) and (x, L′) ∈ P(S̃). Then, the fiber of (3.12) at (x, (L + L′)) ∈ Q(S̃)

is the intersection P(L+ L′) ∩P(S̃) and is finite.

Let H ⊂ P = P(E∨) be a hyperplane. It corresponds to a line LH ⊂ E and the
dual projective space H∨ is the projective space P(E ′) of the quotient space E ′ = E/LH .
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Let L ⊂ H∨ = P(E ′) be a line. It corresponds to a subspace of E ′ of dimension 2 and
further to a subspace W = WL of E of dimension 3 containing LH . Further, the line L
is canonically identified with the subspace of G = Gr(2, E) parametrizing planes in E
containing LH and contained in WL.

Let Y = X ∩H be the hyperplane section and pL : YL → L be the morphism defined
by the pencil L. Under the identification above, we have a cartesian diagram

(3.15)

YL −−−→ X ×P A

pL

y y
L −−−→ G.

We construct the universal family of the diagram (3.15). Let B = Fl(1, 3, E) and
C = Fl(1, 2, 3, E) denote the flag varieties parametrizing pairs of a line and a subspace of
dimension 3 with inclusion and triples of a line, a plane and a subspace of dimension 3
with inclusions respectively. The pair (H,L) of a hyperplane H ⊂ P and a line L ⊂ H∨ in
the dual projective space corresponds to a point of B defined by the flag LH ⊂ WL ⊂ E.

Similarly as the diagram (3.3), we consider a commutative diagram

(3.16)

X ×P H ←−−− YB ←−−− Y ′B −−−→ X ×P Ay y y y
P∨ ←−−− B ←−−− C −−−→ G

where the left and the right squares are cartesian and the bottom horizontal arrows

(3.17) P(E) ←−−− Fl(1, 3, E) ←−−− Fl(1, 2, 3, E) −−−→ Gr(2, E)

and the top middle arrow

P(X ×P T
∗P)×P(E) Fl(1, 3, E) ←−−− Gr(2, X ×P T

∗P)×Gr(2,E) Fl(1, 2, 3, E)

are the forgetful morphisms. Define a morphism Fl(1, 3, X ×P T ∗P) → YB to be the
canonical morphism Fl(1, 3, X×PT

∗P)→ P(X×PT
∗P)×P(E)Fl(1, 3, E). Since X×PT

∗P
is a twist of a sub vector bundle of codimension 1 of E ×X, it is a regular immersion of
codimension 2 = 3− 1. The top middle arrow is the blow-up of YB at Fl(1, 3, X ×P T

∗P)
and is an isomorphism on the complement Y ◦B = YB Fl(1, 3, X ×P T

∗P).

At the point of B corresponding to (H,L), the fiber of Y ◦B ⊂ YB is Y ◦L ⊂ Y = X ∩H
and the fiber of Y ′B → C is pL : YL → L.

The following elementary lemma will be used in the proof of Theorem 4.8 to verify
that the assumption in Lemma 2.31 is satisfied on a dense open for the universal family.

Lemma 3.7. Under the correspondence

(3.18) T ∗(C/B) ←−−− C×G T ∗G −−−→ T ∗G

defined by the lower line of (3.16), the image of the inverse image of the complement of
the 0-section of T ∗(C/B) equals the complement of the 0-section of T ∗G.
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Proof. Let L ⊂W ⊂ E × B denote the universal sub line bundle and the universal sub
vector bundle of rank 3 on B = Fl(1, 3, E) and let V ⊂ E × G denote the universal
sub bundle of rank 2 on G = Gr(2, E). Let LC ⊂ VC ⊂ WC ⊂ E × C denote their
pull-backs on C. Then, the relative cotangent bundle T ∗(C/B) is canonically identified
with the Hom-bundle Hom(WC/VC,VC/LC) and the cotangent bundle T ∗G is canon-
ically identified with Hom(E × G/V,V) respectively. Under these identifications, the
canonical morphism C ×G T ∗G → T ∗(C/B) is the morphism Hom(E × C/VC,VC) →
Hom(WC/VC,VC/LC) induced by the injection WC/VC → E ×C/VC and the surjec-
tion VC → VC/LC.

For a point of G corresponding to a subspace V ⊂ E of dimension 2 and for a non-zero
form corresponding to a linear mapping f : E/V → V , there exists subspacesW/V ⊂ E/V
and L ⊂ V of dimension 1 such that the composition W/V ⊂ E/V → V → V/L is not
the 0-mapping. Hence the assertion follows.

3.3 Local Radon transform

We define local Radon transform using the universal family of hyperplane sections.

Definition 3.8. Assume that X is quasi-projective and smooth of dimension d over a
perfect field k of characteristic p > 0. Let Λ be a finite field of characteristic ℓ ̸= p and K
be a constructible complex of Λ-modules on X. For an ample invertible OX-module L and
a finite dimensional subspace E ⊂ Γ(X,L) defining an immersion X → P = P(E∨), we
define the local Radon transform

(3.19) REK = RΨpq
∗K

as an object of the derived category on the vanishing topos (X ×P H)
←
×P∨ P

∨, using the
universal family of hyperplane sections

(3.1) X
q←−−− X ×P H

p−−−→ P∨ = P(E).

We study the locus of local acyclicity of the right arrow p : X×PH→ P∨ of (3.1) with
respect to the pull-back q∗K by applying (SS1) to the regular immersionX×PH→ X×P∨.
Let S ⊂ T ∗X be a singular support of K satisfying (SS1). Let S̃ ⊂ X ×P T

∗P denote
the inverse image of S = SSK ⊂ T ∗X by the surjection X ×P T ∗P → T ∗X and let
P(S̃) ⊂ P(X ×P T

∗P) = X ×P H be the projectivization as in (3.2).

Let Ti ⊂ X be the intersection of an irreducible component Si ⊂ T ∗X of the singu-
lar support SSK =

∪
i Si with the 0-section X = T ∗XX, regarded as a reduced closed

subscheme. Define a subspace Ei ⊂ E to be the kernel of the restriction mapping
E ⊂ Γ(X,L)→ Γ(Ti,L ⊗OX

OTi
) and P∨i = P(Ei) ⊂ P∨ = P(E) as in Lemma 3.1.2.

Define R≧1(S) ⊂ R(S) ⊂ X ×P H to be the union

(3.20) R≧1(S) =
∪

i:dimTi≧1

(Ti ×P∨i ) ⊂ R(S) =
∪
i

(Ti ×P∨i ) ⊂ X ×P H

If Ti = {x} for a closed point x, we have Si = T ∗xX and P∨i is the dual hyperplane x∨ and

hence Ti ×P∨i = P(S̃i) is contained in P(S̃).
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Lemma 3.9. Assume that S ⊂ T ∗X satisfies (SS1) for K on X.

1. The complement of the union P(S̃)∪R(S) ⊂ X×PH is the largest open subscheme
where the regular immersion p : X ×P H → X × P∨ of codimension 1 of flat schemes
over P∨ is non-characteristic with respect to S = SSK. Consequently, the morphism
X ×P H → P∨ is universally locally acyclic relatively to q∗K on the complement of the
same union P(S̃) ∪R(S).

2. Define (X ×P H)□ ⊂ X ×P H R≧1(S) to be the largest open subset such that the
intersection

(3.21) P(S̃)□ = (X ×P H)□ ∩P(S̃)

is quasi-finite over P∨. On (X ×P H)□, the construction of the local Radon transform
REK = RΨpq

∗K commutes with base change.

Proof. 1. The immersion X×PH→ X×P∨ is regular of codimension 1 and p : X×PH→
P∨ is flat by Lemma 3.1.1. For a point z of X ×P H, the condition (i) in Definition 2.11.1

is satisfied if and only if z is not contained in P(S̃) by Lemma 3.2. The condition (ii) in
Definition 2.11.1 is satisfied if and only if z is not contained in R(S) by Lemma 3.1.2.

The universal local acyclicity follows from (SS1) and Lemma 2.19.1.

2. Since P(S̃)□ is quasi-finite over P∨, the assertion follows from 1 and Proposition
1.7.1.

Lemma 3.10. Assume that S ⊂ T ∗X satisfies (SS1) for K on X. Define subsets

(3.22) Z(S) ⊂ (X ×G)▽ ⊂ (X ×G)◦

to be the inverse images by (X ×G)◦ ⊂ (X ×G)′ → (X ×PH) of P(S̃)□ ⊂ (X ×PH)□ ⊂
X ×P H defined in Lemma 3.9.2.

1. For a point (u, L) of (X ×G)◦, the following conditions are equivalent:
(1) (u, L) is a point of Z(S) ⊂ (X ×G)▽.
(2) u ∈ X◦L is an isolated characteristic point of p◦L : X

◦
L → L with respect to K.

2. Define a function φK on Z(S) ⊂ (X ×G)▽ by

(3.23) φK(z) = dim totuϕu(K, p◦L)

for a point z ∈ Z(S) corresponding to the pair (u, L) of an isolated characteristic point u
of the morphism p◦L : X

◦
L → L defined by L ⊂ P∨. Then, φK is constructible and flat over

G.

Proof. 1. For (u, L) ∈ (X×G)◦, it is contained in Ti×P∨i if and only if Ti∩X◦L is a subset
of the fiber of p◦L : X

◦
L → L. Hence the assertion follows from Lemma 3.9.1 and Corollary

2.7.2.
2. It suffices to apply Lemma 2.18 to the diagram

(3.24)

(X ×G)▽ −−−→ D

∩
y y

X ×G −−−→ G.
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3.4 Second local Radon transform

We define a variant of the local Radon transform.

Definition 3.11. Let the notation be as in Definition 3.8 except that

(3.25) X
q←−−− X ×P A

p−−−→ G = Gr(2, E)

denotes the universal linear section of codimension 2. We define the second local Radon
transform

(3.26) R(2)
E K = RΨpq

∗K.

as an object of the derived category on the vanishing topos (X ×P A)
←
×G G.

We study the locus of local acyclicity of the right arrow p : X×PA→ G of (3.25) with
respect to the pull-back q∗K by applying (SS2) to the regular immersion X×PA→ X×G.

Let S ⊂ T ∗X be a singular support of K. We define a closed subset Q(S̃) ⊂ X ×P A

(3.11) to be the image of P(S̃) ⊂ X ×P H (3.2) by the upper line

(3.13) X ×P H ←−−− X ×P A×G D −−−→ X ×P A

of (3.10) regarded as a correspondence. Let (X ×P A)♭ ⊂ X ×P A be the largest open
subscheme flat of relative dimension d − 2 over G as in Lemma 3.4.1. For an irreducible
component Si of SSK =

∪
i Si, let Ti = Si ∩ T ∗XX denote the intersection with the 0-

section and define (Ti ×P A)♭ ⊂ Ti ×P A to be the largest open subscheme where the
regular immersion A → P × G of codimension 2 meets Ti × G properly as in Lemma
3.4.2. We define closed subsets

T≧2(S) =
(
X ×P A (X ×P A)♭

)
∪

∪
dimTi≧2

(
Ti ×P A (Ti ×P A)♭

)
⊂

T(S) =
(
X ×P A (X ×P A)♭

)
∪
∪
i

(
Ti ×P A (Ti ×P A)♭

)
⊂ X ×P A.(3.27)

Lemma 3.12. Assume that S ⊂ T ∗X satisfies (SS2) for K on X.

1. The complement of the union Q(S̃)∪T(S) ⊂ X×PA is the largest open subscheme
where the regular immersion (X ×P A)♭ → X × G of codimension 2 of flat schemes
over G is non-characteristic with respect to S = SSK. Consequently, the morphism
(X ×P A)♭ → G is universally locally acyclic relatively to q∗K on the complement of the

same union Q(S̃) ∪T(S).

2. Let (X ×P A)□ be the largest open subscheme of X ×P A T≧2(S) such that the
intersection

(3.28) Q(S̃)□ = (X ×P A)□ ∩Q(S̃)

is quasi-finite over G. On (X×PA)□, the construction of the second local Radon transform

R(2)
E K = RΨpq

∗K commutes with base change.
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Proof. 1. The proof is similar to that of Lemma 3.9.1. The immersion (X×PA)♭ → X×G
is regular of codimension 2 by Lemma 3.4.1. For a point z of (X ×P A)♭, the condition

(i) in Definition 2.11.1 is satisfied if and only if z is not contained in Q(S̃) by Lemma 3.5.
The condition (ii) in Definition 2.11.1 is satisfied if and only if z is not contained in T(S)
by Lemma 3.4.2.

The universal local acyclicity follows from (SS2) and Lemma 2.19.1.

2. Similarly as Lemma 3.9.2, since Q(S̃)□ is quasi-finite over G, the assertion follows
from 1 and Proposition 1.7.1.

Lemma 3.13. Let (H,L) be the pair of a hyperplane H ⊂ P and a line L ⊂ H∨ in
the dual projective space. Let Y = X ∩ H be the hyperplane section and u be a point of
Y ◦L ⊂ Y . Then, the following conditions are equivalent:

(1) The point (u,H) ∈ X ×P H is not contained in the union P(S̃) ∪ R(S) and the

image of u ∈ Y ◦L in X ×P A is not contained in the union Q(S̃) ∪T(S).
(2) The immersion i : Y = X ∩ H → X is non-characteristic at u with respect to S

and the morphism p◦L : Y
◦
L → L is non-characteristic with respect to i!S at u.

Proof. The first condition in (2) is equivalent to that in (1) by Lemma 3.9.1. The second
condition in (2) is also equivalent to that in (1) by Lemma 3.6 and Lemma 3.12.1.

We consider the commutative diagram

(3.16)

X ×P H ←−−− YB ←−−− Y ′B −−−→ X ×P Ay y y y
P∨ ←−−− B ←−−− C −−−→ G

of the universal family of morphisms defined by pencils for hyperplane sections and the
open subscheme Y ◦B ⊂ YB where Y ′B → YB is an isomorphism.

Lemma 3.14. Assume that S ⊂ T ∗X satisfies (SS2) for K on X. Define an open sub-
scheme

(3.29) Y ▽
B ⊂ Y ◦B

to be the intersection with the inverse images of X ×P H (P(S̃) ∪ R(S)) (see Lemma
3.9) by YB → X ×P H and of (X ×P A)□ (see Lemma 3.12.2) by Y ′B → X ×P A.

1. The morphism Y ▽
B → B is locally acyclic relatively to the pull-back of K.

2. Define a closed subset

(3.30) W(S) ⊂ Y ▽
B

to be the inverse image of Q(S̃)□ ⊂ (X ×P A)□ by Y ▽
B ⊂ YB → X ×P A. Then on

the complement Y ▽
B W(S), the morphism Y ▽

B → C is locally acyclic relatively to the
pull-back of K.

3. Define a function φi∗K on W(S) ⊂ Y ▽
B by

(3.31) φi∗K(z) = dim totuϕu(i
∗K, p◦L)

for z ∈ Y ▽
B corresponding to (u,H, L) where u is an isolated characteristic point of

p◦L : Y
◦
L → L and Y = X ∩H. Then, φi∗K is constructible and flat over B.
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Proof. 1. and 2. It follows from Lemma 3.9.1 and Lemma 3.12.1 respectively.
3. We apply Proposition 1.17 to the commutative diagram

(3.32) Y ▽
B

f //

p !!B
BB

BB
BB

C

��~~
~~
~~
~~

B.

Then, sinceQ(S̃)□ → G is quasi-finite,W(S̃)→ B is also quasi-finite and the assumptions
in Proposition 1.17 is satisfied by the assertions 1 and 2.

3.5 Existence of good pencils

In this subsection, we assume that k is algebraically closed. Let E ⊂ Γ(X,L) be a subspace
of finite dimension defining an immersion X → P = P(E∨). We consider the following
condition:

(E) For every pairs of distinct closed points u ̸= v of X, the composition

(3.33) E ⊂ Γ(X,L)→ Lu/m
2
uLu ⊕ Lv/m

2
vLv

is a surjection.

For an integer n ≧ 1, let E(n) ⊂ Γ(X,L⊗n) denote the image of SnE → Γ(X,L⊗n)
induced by the inclusion E → Γ(X,L).

Lemma 3.15. Let X be a quasi-projective scheme over an algebraically closed field k and
L be an ample invertible OX-module. Assume that E ⊂ Γ(X,L) defines an immersion
X → P = P(E∨).

1. For n ≧ 3, the subspace E(n) ⊂ Γ(X,L⊗n) satisfies the condition (E) above.
2. Let u be a closed point of X. Then, for an integer n ≧ 1, the composition E(n) ⊂

Γ(X,L⊗n)→ L⊗nu /mn+1
u L⊗nu is a surjection.

Proof. 1. We may assume X = Pd,L = O(1), E = Γ(X,L) and u = (0, · · · , 0, 1), v =
(1, 0, · · · , 0). Then, the assertion is clear.

2. Similarly as in the proof of 1., we see that the case n = 1 holds. Hence, the assertion
follows from the subjectivity of Sn(L/m2

uL)→ L⊗nu /mn+1
u L⊗nu .

Proposition 3.16. Let X be a quasi-projective smooth scheme of dimension d over an
algebraically closed field k and L be an ample invertible OX-module. Let E ⊂ Γ(X,L) be
a subspace of finite dimension defining an immersion X → P = P(E∨) and satisfying the
condition (E) at the beginning of this subsection. Let u be a closed point, ω ∈ T ∗uX and
let S ⊂ T ∗X be a closed subset of codimension d.

1. There exist sections l0, l∞ ∈ E and a neighborhood U of u such that l∞ is a basis of
L|U and that the function f = l0/l∞ on U satisfies the following conditions:

We have df(u) = ω and the section df : U → T ∗X does not meet S on the complement
U {u}.

2. Assume that S does not contain the fiber T ∗uX at u as a subset. Then, there exist
sections l0, l1, l∞ ∈ E and a neighborhood U of u such that l∞ is a basis of L|U and that
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the functions f = l0/l∞ and g = l1/l∞ on U and the closed subscheme Z ⊂ U defined by
f = g = 0 satisfies the following conditions:

The point u is contained in Z, we have df(u) = ω and there exists a neighborhood Y
of (u, 0) ∈ Z ×A1 such that the section df − tdg : Z ×A1 → T ∗X does not meet S on the
complement Y {(u, 0)}.

Proof. Take an element l∞ ∈ E such that l∞(u) ̸= 0. After shrinking X to a neighborhood
of u if necessary, we identify L with OX by the basis l∞ and a section l with a function
f = l/l∞.

Let I∆ ⊂ OX×X be the ideal sheaf defining the diagonal X → X × X. Define a
closed subscheme P ⊂ X × X by I2∆ and let p1, p2 : P → X denote the restrictions of
the projections. Define a vector bundle V of rank d + 1 on X by V = V(p2∗p

∗
1L). Since

Ω1
X/k = I∆/I2∆, we have an exact sequence of vector bundles 0→ T ∗X → V → L→ 0.

Set X◦ = X {u} and let W be the k-vector space Lu/m
2
uLu regarded as a scheme

over k. The condition (E) implies that the linear morphism

(3.34) E ×X◦ → W × (V ×X X◦)

of vector bundles on X◦ defined by l → (l mod m2
u, pr

∗
1l|X◦) is a surjection. Let Eω ⊂ E

denote the inverse image of ω ∈ T ∗uX = muLu/m
2
uLu ⊂ W by the surjection E → W .

1. Define an affine morphism

a : E ×X◦ ×A1 →W × (V ×X X◦)×A1

of vector bundles on X◦ ×A1 by sending (l, x, t) to (l/l∞ mod m2
u, pr∗1(l/l∞)(x) − t, t).

This is a surjection and hence is flat, by the surjectivity of (3.34). Since S ⊂ T ∗X ⊂ V is of
codimension d+1, the inverse image a−1(S) ⊂ Eω ×X◦×A1 of {ω}× (S×X X

◦)×A1 ⊂
W × (V ×X X◦) × A1 is a closed subset of codimension d + 1. Since dimX = d, the
projection p : Eω × X◦ × A1 → Eω is of relative dimension d + 1. Hence, there exists
a dense open subscheme E◦ω ⊂ Eω where the restriction of the projection p to a−1(S) is
quasi-finite.

Take a section l0 ∈ E◦ω. Then, since a−1(S) ∩ p−1(l0) is finite, shrinking X further if
necessary, we may assume that the intersection a−1(S) ∩ p−1(l0) is empty. By l0 ∈ Eω,
we have df(u) = ω. For x ∈ X◦, taking t = f(x) = l0/l∞(x), we see that df(x) =
pr∗1(l0/l∞)(x)− t ∈ T ∗xX ⊂ V ×X x is not contained in S since a−1(S) ∩ p−1(l0) is empty.

2. Let ω′ ∈ T ∗uX ⊂ W be an element not contained in S and let Eω′ ⊂ E denote the
inverse image of ω′ by the surjection E →W . Define an affine morphism

b : E × E ×X◦ ×A1 →W ×W × (V ×X X◦)×A1

of vector bundles on X◦ ×A1 by sending

(l, l′, x, t) 7→ (l/l∞ mod m2
u, l

′/l′∞ mod m2
u, pr

∗
1(l/l∞)(x)− t · pr∗1(l′/l∞)(x), t).

This is a surjection and hence is flat, by the surjectivity of (3.34). Since S ⊂ T ∗X ⊂ V is
of codimension d+1, the inverse image b−1(S) ⊂ Eω×Eω′×X◦×A1 of {(ω, ω′)}× (S×X

X◦) × A1 ⊂ W ×W × (V ×X X◦) × A1 is a closed subset of codimension d + 1. Since
dimX = d, the projection q : Eω × Eω′ × X◦ × A1 → Eω × Eω′ is of relative dimension
d + 1. Hence, there exists a dense open subscheme (Eω × Eω′)

◦ ⊂ Eω × Eω′ where the
restriction of the projection q to b−1(S) is quasi-finite.
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Take a pair of sections (l0, l1) ∈ (Eω × Eω′)
◦. Then, since b−1(S) ∩ q−1(l0, l1) is finite,

shrinking X further if necessary, we may assume that the intersection b−1(S) ∩ q−1(l0, l1)
is empty. Since l0/l∞ mod m2

u and l1/l∞ mod m2
u are contained in the subspace T ∗uX ⊂ W ,

we have f(u) = g(u) = 0 and u ∈ Z. By l0 ∈ Eω, we have df(u) = ω. By l1 ∈ Eω′ and
ω′ /∈ S∩T ∗uX, we have dg(u) = ω′ /∈ S. Hence, df(u)− tdg(u) is not contained in S except
at finitely many closed point t ∈ A1. For x ∈ X◦∩Z and t ∈ A1, we have f(x) = g(x) = 0
and df(x)− tdg(x) = pr∗1(l0/l∞)(x)− t · pr∗1(l1/l∞)(x) ∈ T ∗xX ⊂ V ×X x is not contained
in S since b−1(S) ∩ q−1(l0, l1) is empty.

Corollary 3.17. Assume that X is quasi-projective over k and let L be an ample invertible
OX-module. Let E ⊂ Γ(X,L) be a subspace of finite dimension defining an immersion
X → P = P(E∨) and satisfying the condition (E) at the beginning of this subsection. Let
S ⊂ T ∗X be an irreducible closed subset of dimension d = dimX.

1. The restriction of p : X ×P H→ P∨ to P(S̃) is generically finite.
2. Assume that S ⊂ T ∗X is not the fiber at a point. The restriction of the composition

X×PA×GD→ D→ G to the inverse image of P(S̃) is generically finite. Consequently,

Q(S̃) ⊂ X ×P A is of codimension d− 1 and the restriction of X ×P A→ G to Q(S̃) is
generically finite.

Proof. 1. Let u be a closed point of X and ω ∈ T ∗uX be a differential form contained in
S. We apply Proposition 3.16.1 to u, ω and S. Let L be the line spanned by l0, l∞ and
pL : XL → L be the morphism defined by L. Then, u is not contained in the axis X ∩AL

and is an isolated point of the intersection XL ∩P(S̃) ⊂ X ×P H by Lemma 3.3.1. Thus,
the assertion follows from the cartesian diagram (3.4).

2. Let u be a closed point of X and ω ∈ T ∗uX be a differential form contained in
S. We apply Proposition 3.16.2 to u, ω and S. Let L be the line spanned by l0, l1 and
pL : XL → L be the morphism defined by L and H ∈ L be the hyperplane defined by l0.
Then u is contained in the axis X ∩ AL and (u,H) ∈ (X ∩ AL) × L ⊂ XL is an isolated

point of the intersection ((X ∩ AL) × L) ∩ P(S̃) ⊂ X ×P H by Lemma 3.3.1. Thus, the
first assertion also follows from the cartesian diagram (3.4).

Since P(S̃) ⊂ X×P T
∗P is of codimension d, its inverse image in X×PA×GD is also

of codimension d. Since X×PA×GD→ X×PA is of relative dimension 1, the assertion
on Q(S̃) follows from the first assertion.

Lemma 3.18. Let u be a closed point of X, N ≧ 1 be an integer and f ∈ OX,u/m
N
u .

Then, for n ≧ N , there exist l0, l∞ ∈ E(n) = Γ(X,L⊗n) such that l∞(u) ̸= 0 and

(3.35) l0/l∞ ≡ f mod mN
u .

Proof. Since E defines an immersion X → P, there exists a section l ∈ E such that
l(u) ̸= 0. We identify OX,u/m

n
u with L⊗n/mn

uL⊗n by the local basis l∞ = l⊗n ∈ E(n) at u.
Then, the assertion follows by Lemma 3.15.2.

We show the existence of a good pencil to be used in the induction step in the proof
of the index formula, Theorem 4.13.

Lemma 3.19. There exist a line L ⊂ P∨ and a point H ∈ L satisfying the following
conditions: The hyperplane H ⊂ P and the axis AL ⊂ P of L meet X transversely. The
immersions i : Y = X ∩ H → X and i′ : Z = X ∩ AL → Y are non-characteristic with
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respect to S and to i!S respectively. The morphism pL : XL → L has at most isolated
non-characteristic points.

Proof. Let Ti = Si∩T ∗XX, ri = dimSi−dimTi and let Tij = {x ∈ Ti | dimSi×Ti
x ≧ ri+j}

for j ≧ 0. By Lemma 3.4.2, the open subscheme V ⊂ G consisting of lines L such that
the axis AL ⊂ P meets Tij properly for every i ∈ I and j ≧ 0 is dense.

For an irreducible component Si of the singular support SSK, let ∆i ⊂ P∨ be the image
ofP(S̃i) byX×PH→ P∨. There exists a closed subscheme ∆′i ⊂ ∆i such thatP(S̃i)→ ∆i

is finite outside ∆′i and that ∆′i is of codimension ≧ 2 in P∨ since P(S̃i) ⊂ X ×P T
∗P is

of codimension d and X ×P T
∗P → P∨ is of relative dimension d − 1. We consider the

diagram

(3.36) P∨ ←−−− D −−−→ G.

as a correspondence. Then, since D → G is a P1-bundle and since ∆′i ⊂ P∨ is of
codimension ≧ 2, its image Σi in G by the correspondence (3.36) is a closed subset of at
least codimension 1.

Let (H,L) be a point of D ⊂ P∨×G such that H ∈ P∨ is not contained in the image

of the union P(S̃) ∪R(S) ⊂ X ×P T
∗P and that L ∈ G is contained in V above but not

contained in the image of the union Q(S̃) ∪T(S) ⊂ X ×P A or
∪

i Σi. Since H is not in

the image of the union of P(S̃) and R(S), the intersection Y = X ∩H is a smooth divisor
and the immersion i : Y → X is non-characteristic with respect to S by Lemma 3.9.1.

Further by Lemma 2.9 and L ∈ V , for every Si ⊂ T ∗X and for every irreducible
component P of i−1Si ⊂ T ∗Y , the intersection P ∩ T ∗Y Y is an irreducible component of

Y ∩Ti for Ti = Si ∩T ∗XX. Since L is not in the image of the union of Q(S̃) and T(S), the
axis AL meets X transversely, X ∩ AL is a smooth divisor of X ∩ H and the immersion
i′ : X ∩ AL → X ∩ H is non-characteristic with respect to i!S by Lemma 3.12.1. Since
L does not meet ∆′i, the morphism pL : XL → L has at most isolated non-characteristic
points.

4 Characteristic cycle

4.1 Characteristic cycle and the Milnor formula

We state and prove the existence of characteristic cycle satisfying the Milnor formula.

Theorem 4.1 (cf. [6, Principe p. 7]). Let X be a smooth scheme of dimension d over a
perfect field k of characteristic p > 0 and K be a constructible complex of Λ-modules on
X. Assume that there exists a singular support S = SSK ⊂ T ∗X satisfying the condition
(SS1). Then, there exists a unique cycle Char K of dimension d with Z[1

p
]-coefficient of

T ∗X supported on SSK satisfying the following condition:

For every flat morphism f : V → C on an étale neighborhood V of a closed point u ∈ X
to a smooth curve C such that u is an isolated characteristic point of f with respect to the
pull-back of K, we have

(4.1) − dim totϕu(K, f) = (Char K, df)u.
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The Milnor formula [4] and (4.1) imply that the coefficient of the 0-section T ∗XX in the
characteristic cycle Char K equals (−1)d-times the rank of K on a dense open subscheme
of X. Since a singular support exists for a surface by Corollary 2.27, the characteristic
cycle is defined for a constructible sheaf on a surface and satisfies the Milnor formula (4.1)
(cf. [18, (3.29)]).

In Section 2.4, we have defined the characteristic cycle Char j!F for a locally constant
constructible sheaf F on the complement U = X D under the assumption that the
ramification of F along D is strictly non-degenerate. We will show in Theorem 4.11 that
it is the same as that characterized in Theorem 4.1. In order to distinguish the two
definitions, before the proof of Theorem 4.11, we let the characteristic cycle defined in
Section 2.4 denoted by Char◦K. In the case where F is tamely ramified along D, Theorem
4.11 that means that the characteristic cycle defined in (2.7) satisfies (4.1) is shown by
[19].

The proof of Theorem 4.1 will occupy the rest of this subsection. First, we define a
characteristic cycle CharEK by choosing an embedding X → P = P(E) as in the last
section, that may a priori depend on the choice.

Assume that X is quasi-projective over k and let L be an ample invertible OX-module.
Take a subspace E ⊂ Γ(X,L) of finite dimension defining an immersion X → P = P(E∨).
Replacing E by E(n) for n ≧ 3 if necessary as in Lemma 3.15.1, we assume that the
condition (E) at the beginning of subsection 3.5 is satisfied.

To define the characteristic cycle CharEK, we define the coefficients of irreducible
components Si of a singular support SSK =

∪
i Si. Let Si be an irreducible component

of S = SSK and P(S̃i) ⊂ P(X ×P T
∗P) = X ×P H be the projectivization of the inverse

image of Si by the surjection X ×P T
∗P→ T ∗X as in (3.2). Since E is assumed to satisfy

the condition (E), the restriction of p : X ×P H → P∨ to P(S̃i) is generically finite by
Corollary 3.17.1.

Since P(S̃i) ⊂ X ×PH is of codimension d and X ×PH→ P∨ is of relative dimension

d − 1, the closure ∆i ⊂ P∨ of the image of P(S̃i) with the reduced scheme structure is
an irreducible divisor. The local ring of P∨ at the generic point ηi of ∆i is a discrete
valuation ring and the residue field of the generic point ξi of P(S̃i) is a finite extension of
that of ηi. By Lemma 1.3, there exists a dense open subscheme P(S̃i)

◦ of P(S̃i) ⊂ X×PH
quasi-finite over P∨ such that the function φP(S̃i)◦

is a constant function. Its value is the
inseparable degree [ξi : ηi]insep.

We consider the diagram

(4.2) (X ×G)▽
f //

p▽ $$JJ
JJJ

JJJ
JJ

D

g����
��
��
��

G

.

Let φK be the function on Z(S) (Lemma 3.10)

(4.3) φK(z) = dim totϕu(K, p◦L)

defined in Lemma 3.10.2. By Lemma 3.10.2, the function φK is flat over G. Recall that
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we have a commutative diagram

Z(S) −−−→ (X ×G)▽
f−−−→ D −−−→ Gy y y

P(S̃) −−−→ X ×P H −−−→ P∨

where the left square is cartesian.
Since E is assumed to satisfy the condition (E) at the beginning of subsection 3.5, by

Corollary 3.17.1, there exists a dense open subscheme Z◦i in the inverse image of P(S̃i) ⊂
X×PH by (X×G)▽ → X×PH such that the function φK is constant. Define an integer
ai by

(4.4) ai = −φK(z)

for z ∈ Z◦i . Shrinking Z◦i if necessary, we assume that it is contained in the inverse image
of P(S̃i)

◦ ⊂ X ×P H and that the intersection Z◦i ∩ Zi′ is empty for i′ ̸= i. Then, on the
dense open subset

⨿
i Z
◦
i ⊂ Z(S), we have

(4.5) −φK =
∑
i

ai
[ξi : ηi]insep

φP(S̃i)◦

where by abuse of notation, we also write φP(S̃i)◦
for its pull-back to Z(S).

We define

(4.6) CharEK =
∑
i

ai
[ξi : ηi]insep

[Si].

Since the inseparable degree [ξi : ηi]insep is a power of p, the coefficients in CharEK are in
Z[1

p
]. We will later prove that the coefficients are independent of E and L as a consequence

of the Milnor formula (4.1). If K is a perverse sheaf, we will also prove ai ≧ 0 in Corollary
4.5. The following interpretation in terms of the ramification theory is not used in the
sequel.

Lemma 4.2.
ai = − dim totηiϕξi(q

∗K, p)

Proof. It follows from Lemma 2.28.1 and D = P(T ∗P∨).

We show that the characteristic cycle CharEK satisfies the Milnor formula (4.1) for
a morphism defined by a pencil. Let L ⊂ P∨ be a line and AL ⊂ P be the intersection
of hyperplanes contained in L. On the complement X◦L = X (AL ∩ X), a morphism
p◦L : X

◦
L → L is defined by sending a point to the unique hyperplane in L containing it.

Proposition 4.3. Assume that S = SSK =
∪

i Si ⊂ T ∗X satisfies (SS1) for K on X.
Let L be an ample invertible OX-module and E ⊂ Γ(X,L) be a k-vector space of finite
dimension defining an immersion X → P = P(E∨) satisfying the condition (E) at the
beginning of subsection 3.5.

Let L ⊂ P∨ be a line and p◦L : X
◦
L → L be the morphism defined by the pencil L. Let u

be a closed point of X◦L such that u is an isolated characteristic point of p◦L : X
◦
L → L with

respect to K. Then, we have

(4.7) − dim totϕu(K, p◦L) = (CharEK, dp◦L)T ∗X,u.
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Proof. Let L ⊂ P∨ be a line and u ∈ X◦L be a closed point. Then the image z ∈ (X ×G)◦

of u by the inclusion X◦L → (X × G)◦ lies in (X × G)▽ if and only if u satisfies the
assumption in Proposition 4.3, by Lemma 3.9.

We define another flat function φA on Z(S) and compare it with φK defined at (4.3).

Let A denote CharEK and define a cycle P(Ã) of P(X ×P T
∗P) = X ×P H supported

on P(S̃) as in Lemma 3.3. Since G is regular, a coherent O(X×G)◦-module is of finite tor-

dimension as an OG-module. Hence the pull-back of P(Ã) by (X×G)◦ → X×PH defines
a function φA on Z(S) flat over G by Lemma 1.3. For a point z ∈ Z(S) corresponding to
(u, L) such that u ∈ X◦L is an isolated characteristic point of p◦L : X

◦
L → L, we have

(4.8) φA(z) = (CharEK, dp◦L)T ∗X◦L,u

by Lemma 3.3.
Since E is assumed to satisfy the condition (E) at the beginning of subsection 3.5, on

a dense open subset
⨿

i Z
◦
i ⊂ Z(S), we have an equality

(4.9) −φK = φA

by (4.5). Since φK and φA are functions on Z(S) flat over G the equality (4.9) holds
everywhere on Z(S) by Lemma 1.2.2. Thus, by (4.3) and (4.8), the equality (4.7) is
proved.

Combining Proposition 4.3 with Proposition 2.32 and Lemma 3.18, we prove (4.1) with
E replaced by E(n) for sufficiently large n.

Corollary 4.4. Assume that there exists a singular support satisfying (SS1) for K on X.
Let L be an ample invertible OX-module and E ⊂ Γ(X,L) be a k-vector space of finite
dimension defining an immersion X → P = P(E∨).

Let f : V → C be a smooth morphism to a smooth curve over k defined on an étale
neighborhood of a closed point u. Assume that u is an isolated characteristic point of f
with respect to the singular support S = SSK.

Then, there exists an integer m ≧ 1 such that for every n ≧ m, we have

(4.10) − dim totϕu(K, f) = (CharE(n)K, df)T ∗V,u.

Proof. Let N ≧ 2 be an integer as in Proposition 2.32 for f and u. By Lemma 3.15.2
and Lemma 3.18, for n ≧ m = max(N, 3), the subspace E(n) ⊂ Γ(X,L⊗n) satisfies the
condition (E) and there exists l0, l∞ ∈ E(n) such that the morphism pL : X

◦
L → L for the

line L spanned by l0, l∞ satisfies p◦L ≡ f mod mN
u . Then, we have (4.7) with E replaced

by E(n) by Proposition 4.3 and the both sides of (4.7) are equal to the corresponding sides
of (4.10) by Proposition 2.32. Thus the assertion follows.

Proof of Theorem 4.1. First, we prove the case where X is quasi-projective. We show
that the characteristic cycle CharEK is independent of the choice of an ample invertible
OX-module L and E ⊂ Γ(X,L) defining an immersion X → P(E∨) and satisfying the
condition (E) at the beginning of subsection 3.5.

Let Si be an irreducible component of a singular support SSK. Since E is assumed
to satisfy the condition (E), we may take a point u ∈ Z◦i in the notation in the proof of
Proposition 4.3 and a pencil p◦L : X

◦
L → L such that u ∈ X◦L ∩ Z◦i ⊂ X ×P T

∗P. Then
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since (Si′ , dpL)T ∗X◦L,u = 0 for i′ ̸= i, the equality (4.7) implies that the coefficient of Si in
CharEK is the unique rational number that makes the equality (4.1) holds for f = p◦L.
Consequently, we have a uniqueness of the characteristic cycle.

Let L′ be another ample invertible OX-module and E ′ ⊂ Γ(X,L′) defining an im-
mersion X → P(E ′∨) and let N ≧ 2 be an integer as in Proposition 2.32 for p◦L and
u. Then, as in the proof of Corollary 4.4, there exists an integer m ≧ 0 such that
for every n ≧ m, there exists a line L′ ⊂ P(E ′(n)) such that pL ≡ pL′ mod mN

u . We
also have dim totuϕ(K, pL) = dim totuϕ(K, pL′), (Si, dpL)T ∗X◦L,u = (Si, dpL′)T ∗X◦

L′ ,u
and

(Si′ , dpL)T ∗X◦L,u = (Si′ , dpL′)T ∗X◦
L′ ,u

= 0 for i′ ̸= i. Hence, the coefficient of Si in CharEK
is equal to that in CharE′(n)K for every n ≧ m. Thus, CharEK is independent of E.

Define the characteristic cycle Char K to be the common cycle. Then, it satisfies (4.1)
by Corollary 4.4. Since the uniqueness holds, we obtain the general case by patching.

Since the characterization (4.1) is an étale local condition, the formation of the char-
acteristic cycle CharEK commutes with étale base change.

Corollary 4.5 ([6, Question p. 7]). If K is a perverse sheaf on U , then the coefficients of
Char K satisfy ≧ 0.

Proof. Let u be an isolated characteristic point of a morphism f : X → C to a curve.
Then, since ϕ(K, f)[−1] is a perverse sheaf by [9, Corollaire 4.6] and u is an isolated point
of its support, it is acyclic except at degree 0. Hence ai = − dim totϕu(K, f) ≧ 0.

We show a generalization of the Milnor formula. Let f : X → Y be a flat morphism of
smooth schemes over k. Let S =

∪
i Si be the union of a finite family of irreducible closed

conic subsets of codimension d of T ∗X. We assume that S satisfies the following condition
(Q′) that is a modification of the condition (Q) before Lemma 2.16 modified as in Lemma
2.25:

(Q′) For every Si and for every irreducible component P of the inverse image of Si by
the canonical morphism X ×Y T

∗Y → T ∗X, the intersection Q = P ∩ (X ×Y T
∗
Y Y )

with the 0-section satisfies the following condition:

(Q1) If dimQ ≧ dimY , the fibers of f : X → Y meet Q properly and we have
P = Q.

(Q2′) If dimQ < dimY , we have dimP = dimY and the restriction Q→ Y of f is
finite.

Define a closed subset Z ⊂ X to be the union of Q appearing in (Q2′). It is finite over
Y . A finite family f!S of closed conic subsets of codimension dimY of T ∗Y is defined as
in Lemma 2.16. If S is a singular support of a constructible complex K of Λ-modules on
X, the cycle f!Char K is also defined as their linear combination.

Lemma 4.6. Let f : X → Y be a flat morphism of smooth schemes over k and K be a
constructible complex of Λ-modules on X. Let S be a singular support of K satisfying the
condition (Q′) above and define also Z ⊂ X as above. Let x be a geometric point of X
and y = f(x) be the image.

Assume that x is the unique point in the fiber Zy. Then, for every smooth morphism
g : Y → C to a smooth curve such that y is an isolated characteristic point with respect to
f!S and v = g(y), the cycles f!Char K satisfies the Milnor formula,

(4.11) − dim totvϕy(RΨfK|x←×Y Y
, g) = (f!CharK, dg)y
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Proof. Let p : X → C denote the composition g ◦ f : X → C. Then, by Lemma 2.16.2,
the condition (Q′) implies that x is an isolated characteristic point of p with respect to S.
Hence by the Milnor formula (4.1), we have

(4.12) − dim totvϕx(K, p) = (CharK, dp)x

For the left hand side of (4.11), we have a canonical isomorphismR
←
g (y)∗(RΨfK|x←×Y Y

)→
RΨpK|x←×CC

by (1.9). This implies the equality

dim totvϕy(RΨfK|x←×Y Y
, g) = av(R

←
g (y)∗(RΨfK|x←×Y Y

))(4.13)

= av(RΨpK|x←×CC
) = dim totvϕx(K, p)

where av denotes the Artin conductor (1.15).
On the right hand side of (4.11), we have an equality (f!CharK, dg)y = (CharK, dp)x

by the assumption that x is the unique point in the fiber Zy. Hence the Milnor formula
(4.12) implies the equality (4.11).

Lemma 4.6 can be reformulated by introducing the characteristic cycle CharRΨfK as
follows. Assume that RΨfK|x←×Y Y

on Y(y) is constructible. Then, we may regard it as

the pull-back of a constructible sheaf on an étale neighborhood of y = f(x) and define
the characteristic cycle CharRΨfK|x←×Y Y

as the pull-back. Since the construction of the

characteristic cycle is compatible with the pull-back by étale morphism, it is well-defined.
For example, if Y is a curve, we have

(4.14) Char RΨfK|u←×Y Y
= −

(
rank ψu(K, f)[T ∗Y(y)

Y(y)] + dim totyϕu(K, f)[T ∗y Y(y)]
)
.

Proposition 4.7. Let the notation and the assumptions be as in Lemma 4.6. Assume
further that S satisfies (SSr) for r = max(dimY, 1). Then, RΨfK|x←×Y Y

is constructible

and we have

(4.15) CharRΨfK|x←×Y Y
≡ (f!CharK)|x←×Y Y

mod ⟨T ∗Y(y)
Y(y)⟩

where the congruence means that the both cycles have the same coefficients except that of
the 0-section.

Proof. By the condition (Q′), the graph X → X × Y of f is a regular immersion of
codimension dimY ≦ r and non-characteristic with respect to S on the complement of
Z. Since S is assumed to satisfy (SSr) and Z is finite over Y , the complex RΨfK is
constructible and the formation of RΨfK commutes with base change, by Proposition
1.7.1. Since S is assumed to satisfy (SS1) for K, the family f!S also satisfies the condition
(SS1) for RΨfK, by Lemma 2.25. Hence it suffices to compare the coefficients except that
for the 0-section. Thus, it follows from Lemma 4.6 and Proposition 3.16.1.

4.2 Restriction to a divisor and the Euler-Poincaré characteris-
tic

We prove that the construction of the characteristic cycles is compatible with the pull-back
by non-characteristic immersion of a smooth divisor and derive an index formula for the
Euler number.
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Let Y ⊂ X be a smooth irreducible divisor. Recall from Definition 2.11.1 that the
closed immersion i : Y → X is non-characteristic with respect to S if it satisfies the
following conditions (i) and (ii):

(i) The intersection S ∩ T ∗YX with the conormal bundle is a subset of the 0-section.
(ii) The immersion Y → X meets every Ti = Si ∩ T ∗XX properly.
We define i!Char K to be (−1)-times the image of Char K by the correspondence

T ∗X ←−−− Y ×X T ∗X −−−→ T ∗Y

as in Definition 2.20.

Theorem 4.8. Let K be a constructible complex of Λ-modules on X and let S = SSK be a
singular support of K satisfying (SS2). Let Y be a smooth divisor such that the immersion
i : Y → X is non-characteristic. Then, we have

(4.16) Char i∗K = i!Char K.

In the proof, we will use the fact that Theorem 4.11 is proved in dimension 2 in [18,
Proposition 3.20]. We will reduce the general case to this case by using the second Radon
transform.

Proof. By Lemma 2.21, i!S is a singular support for i∗K. Since the characteristic cycle is
characterized by the Milnor formula, it suffices to show that i!Char K satisfies the Milnor
formula. Hence the question is local and we may assume that X is affine. Further we
may assume that there exists an ample invertible OX-module L, a subspace E ⊂ Γ(X,L)
of finite dimension defining an immersion X → P = P(E∨) satisfying the condition (E)
studied in Lemma 3.15 and a hyperplane H ⊂ P such that Y = X ∩H. First, we prove a
Milnor formula for an isolated characteristic point of a morphism defined by a pencil.

Lemma 4.9. Let u ∈ Y be a closed point and pL : Y
◦
L → L be a morphism defined by a

pencil L ⊂ H∨ such that u is an isolated characteristic point of g = pL : Y
◦
L → L. Then,

we have

(4.17) − dim totϕu(i
∗K, g) = (i!Char K, dg)u.

To prove (4.17), first we prove it on a dense open subset in the universal family by
applying Proposition 4.7. Then, we deduce the general case by using Lemma 1.2, similarly
as in the proof of Proposition 4.3.

Proof. We prove the equality (4.17) by using the universal family. We consider the com-
mutative diagram

(3.16)

X ×P H ←−−− YB ←−−− Y ′B −−−→ X ×P Ay y y y
P∨ ←−−− B ←−−− C −−−→ G

of the universal family of morphisms defined by pencils for hyperplane sections. We use
the notation Y ▽

B ⊂ Y ◦B etc. as in Lemma 3.14. We consider the universal family

W(S)
⊂ // Y ▽

B

g̃ //

p▽   A
AA

AA
AA

C

����
��
��
��

B
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of pL : Y
◦
L → L. Recall that we have a commutative diagram

W(S) −−−→ Y ▽
B

g̃−−−→ Cy y y
Q(S̃)□ −−−→ (X ×P A)□ −−−→ G

where the left square is cartesian and the composition Q(S̃)□ → G is quasi-finite.
An isolated characteristic point u of p◦L : Y

◦
L → L corresponds to a point (u,H,L) of

W(S) ⊂ Y ▽
B such that Y = X ∩ H, by Lemma 3.13. We regard the equality (4.17) as

an equality of functions defined on W(S). In order to apply Theorem 4.11 for surfaces
proved in [18, Proposition 3.20], we construct the diagram (4.18) below.

Let (H,L) be the pair of a hyperplane plane H ⊂ P = P(E∨) and a line L ⊂ H∨.
Let LH ⊂ E be the line corresponding to H and let W = WL be the subspace of E of
dimension 3 containing LH corresponding to the line L ⊂ H∨ = P(E/LH). Let P =
P(W∨) = Gr(2,W ) ⊂ G = Gr(2, E) denote the projective plane parametrizing planes in
W = WL ⊂ E. The line L is canonically identified with the line in P consisting of planes
in W containing L′ = LH .

We define f : XP → P by the cartesian diagram

(4.18)

YL
i−−−→ XP

j−−−→ X ×P A

g=pL

y yf

yp

L
h−−−→ P −−−→ G

extending (3.15). The composition XP → X ×PA→ X with the projection is an isomor-
phism on the complement X◦P = X (X ∩ AP ) of the intersection with the intersection
AP of linear subspaces of codimension 2 of P∨ parametrized by P . The restriction of f
to X◦P maps a point x to the unique linear subspaces of codimension 2 parametrized by
P and containing x. We have Y ◦L = YL ∩ X◦P . The composition of the lower line is the
restriction to L of the canonical morphism C→ G where L is identified with the fiber of
the morphism C→ B at (H,L).

Let v = g(u) ∈ L be the image of u and t be the local coordinate of L at v. The

restriction of the second Radon transform R
(2)
E K = RΨpq

∗K on (X ×P A)□
←
×G G is

constructible and its formation commutes with base change by Lemma 3.12. Since the
image of the point (u,H, L) ∈W(S) is contained in Q(S̃)□ ⊂ (X ×P A)□, the complex

RΨfK is constructible on a neighborhood of u ← v in XP

←
×P P and the characteristic

cycle Char RΨfK|u←×PP
is defined. We show that the second equality in

(4.19) − dim totϕu(i
∗K, g) = (h!Char RΨfK|u←×PP

, dt)v = (i!Char K, dg)u.

always holds and that the first holds on a dense open of W(S).
We show the second equality by applying Proposition 4.7 to the morphism f ′ : X ′P ′ →

P ′ in the diagram (4.20) below. Since Q(S̃)□ → G is quasi-finite, by taking an étale
neighborhood V → G of v and an open neighborhood U ⊂ (X×PA)□×G V of u, we may

assume that U ×(X×PA)□ Q(S̃)→ V is finite and that u is the unique point of the inverse
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image of v. Define

(4.20)

Y ′L
i′−−−→ X ′P ′ = XP ×X×PA U

g′

y yf ′

L′
h′−−−→ P ′ = P ×G V

from the left square of (4.18) by taking the base change by V → G for the lower line and
further taking the base change by U ⊂ (X ×P A)×G V for the upper line.

For the right hand side of (4.19), we have (i!Char K, dg)u = (g′!i
′!Char K, dt)v since u

is the unique point of the inverse image. By (4.20), we have

(4.21) g′!i
′!Char K = h′!f ′!Char K.

Since Y ▽
B does not meet T≧2(S), for Ti such that dimTi ≧ 2, the morphism f ′ : X ′P ′ → P ′

satisfies the condition (Q1) in (Q′) before Lemma 4.6 on a neighborhood of u. Since
U ×Y ▽

B
W(S) → V is finite and u is the unique point of the inverse image of v, it also

satisfies the condition (Q2′) in (Q′). Hence by Proposition 4.7, we have

(4.22) (f ′!Char K)|u←×P ′P
′ ≡ Char RΨfK|u←×PP

mod ⟨T ∗P(v)
P(v)⟩.

Since h![T ∗P(v)
P(v)] = −T ∗L(v)

L(v) and the section dt does not meet the 0-section, the equality

(4.21) and the congruence (4.22) imply the second equality in (4.19).
We show that the first equality in (4.19) holds on a dense open subset of W(S) by

applying Lemma 2.31 to the cartesian diagram obtained by taking the base change of the
quasi-finite morphismQ(S)□ → G by the lower line L→ P → G of (4.18). Recall that the

complex RΨf̃K restricted on (X×PA)□
←
×GG is constructible and its formation commutes

with base change by Lemma 3.12. By Corollary 3.17.2, the closure D of the image of
Q(S)□ → G is a Cartier divisor and each irreducible component of Q(S)□ dominates its
irreducible component. Since the non-characteristicity for immersions of smooth curves
is an open condition on the tangent vectors, Lemma 3.7 implies that the assumption in
Lemma 2.31 that the composition L→ G is non-characteristic with respect to RΨf̃K on
a neighborhood of u ← v is satisfied on a dense open subset of W(S). Therefore, on the
same dense open subset, the ramification of the pull-back of RΨf̃K along the pull-back of
D is non-degenerate and we have an equality

(4.23) − dim totuϕ(i
∗K, pL) = (h!Char◦RΨfK|u←×PP

, dt)v.

We have CharRΨfK|u←×PP
= Char◦RΨfK|u←×PP

on the same dense open subset, since

Theorem 4.11 is proved in dimension 2 in [18, Proposition 3.20]. Thus, we obtain the first
equality in (4.19) and hence (4.17) on a dense open subset of W(S).

In order to complete the proof of the equality (4.17), we introduce two functions on
W(S) flat over B. Let φi∗K be the function defined in Lemma 3.14.3 by

(4.24) φi∗K(z) = dim totϕu(K|Y ◦L , pL)

for the point z ∈ W(S) corresponding to the triple (H,L, u) of a hyperplane H, a line
L ⊂ H∨ and a point u ∈ Y ◦L . By Lemma 3.14.3, the function φi∗K is flat over B.
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We define another flat function φi!A on W(S). Let A denote Char K and define a cycle

P(Ã) of P(X ×P T
∗P) = X ×P H supported on P(S̃) as in the proof of Proposition 4.3.

As in Lemma 3.6, define a cycle Q(Ã) supported on Q(S̃) by the upper line

(3.13) X ×P H ←−−− X ×P A×G D −−−→ X ×P A

of (3.10) regarded as a correspondence. Since B is regular, a coherent OY ◦B
-module is of

finite tor-dimension as an OB-module. Hence the pull-back of Q(Ã) by the upper right
horizontal arrow Y ◦B → X ×P A in (3.16) defines a function φi!A on W(S) flat over B by
Lemma 1.3.

We show

(4.25) φi!A(z) = (i!Char K, dg)u

for a point z ∈ W(S) corresponding to (H,L, u). For the right hand side, we have
(P(i!A), Y ◦L )u = (i!Char K, dg)u by Lemma 3.3. The morphism Y ◦B → X ×P A pulling-

back Q(Ã) is the composition of the upper line in the cartesian diagram

X ×P A ←−−− X ×P A×G D ←−−− Y ′B ⊃ Y ◦By y y
G ←−−− D ←−−− C.

Hence we have φi!A(z) = (P(i!A), Y ◦L )u by Lemma 3.6.1 and (4.25) is proved.
By (4.25), the equality (4.17) is equivalent to the equality

(4.26) −φi∗K = φi!A

of functions on W(S). Since the functions in both sides of (4.26) are flat over B and the
equality has been proved to hold on a dense open, we have a equality of the functions on
W(S) by Lemma 1.2.

We complete the proof of Theorem 4.8. We show that the equality (4.17) implies (4.16)
choosing L appropriately. Let Si be an irreducible component of the singular support
i!SSK and let ∆i ⊂ H∨ be the closure of the image of P(S̃i) as in the proof of Proposition
4.3. Since E ⊂ Γ(X,L) is assumed to satisfy the condition (E) at the beginning of Section

3.5, the subspace E ′ ⊂ Γ(Y,L ⊗ OY ) also satisfies the condition (E). Hence P(S̃i) → ∆i

is generically finite by Corollary 3.17.1, there exists a dense open subscheme ∆◦i ⊂ ∆i

smooth over k such that ∆◦i ∩∆i′ = ∅ for i ̸= i′ and P(S̃i)→ ∆i is finite over ∆◦i .

Let L ⊂ H∨ be a line meeting ∆◦i at a closed point v. Let u be a point of P(S̃i) above
v and regard it as a point of X◦L. The assumptions that v is an isolated point of L ∩∆◦i
and that P(S̃i) ×P∨ ∆

◦
i → ∆◦i is finite imply that u is an isolated point of X◦L ∩ P(S̃i).

Since P(S̃i)×P∨ ∆
◦
i does not meet P(S̃i′) for i

′ ̸= i, the point u is not contained in P(S̃i′)
for i′ ̸= i and is an isolated characteristic point of p◦L : X

◦
L → L. Hence the equality (4.17)

implies that the coefficients of Si in Char i∗K and i!Char K are equal. Since this holds for
every component Si of i

!SSK, we obtain (4.16).

Corollary 4.10. Assume that a singular support S = SSK satisfies the condition (SS2).
Let f : Y → X be a smooth morphism. Then we have

(4.27) Charf ∗K = f ∗CharK
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The right hand side denotes the image by the correspondence T ∗X ← X ×Y T
∗Y →

T ∗Y .

Proof. Since f ∗SSK is a singular support of f ∗K by Proposition 2.22, it suffices to show the
equalities of the coefficients for each irreducible component. By induction on the relative
dimension, we may assume that Y → X is smooth of relative dimension 1. Further, we may
assume that Y → X admits a section i : X → Y . Since i : X → Y is non-characteristic
with respect to f ∗S, the assertion follows by Theorem 4.8.

Theorem 4.11. Let j : U → X be the open immersion of the complement U = X D of
a divisor D with simple normal crossings and F be a locally constant constructible sheaf on
U such that the ramification along D is strongly non-degenerate. Then the characteristic
cycle Char j!F equals to Char◦j!F defined by ramification theory recalled in Section 2.4.
In other words, Char◦j!F satisfies the Milnor formula (4.1).

Recall that Theorem 4.11 is proved in dimension 2 in [18, Proposition 3.20] using a
global argument, as in [6]. Theorem 4.11 gives an affirmative answer to [17, Conjecture
3.16].

Proof. It suffices to show the equalities of the coefficients for each irreducible component
of S = SSK. By the additivity of characteristic cycles and the compatibility with étale
pull-back, it suffices to show the tamely ramified case and the totally wildly ramified case
separately. By Proposition 2.26, the singular support satisfies (SSd).

First, we prove the totally wildly ramified case. We prove it by induction on the
dimension of X. Let i : Y → X be the immersion of a smooth divisor non-characteristic
with respect to S. Then, by the induction hypothesis the assertion holds for i∗K. Hence
it follows by Theorem 4.8.

Next, we prove the tamely ramified case. Since the singular support satisfies (SSd),
the characteristic cycle is compatible with smooth pull-back by Corollary 4.10 and it is
reduced to the case where X = Ad and U = Gd

m. By the induction on d and further by
the compatibility with smooth pull-back, it suffices to show that the coefficient of the fiber
T ∗xX at the origin x ∈ X = Ad = Spec k[T1, . . . , Td] is (−1)d · rank F . Since the morphism
f : X → C = Spec k[T ] defined by by T 7→ T1 + · · · + Td has an isolated characteristic
point at x, it is reduced to the following.

Lemma 4.12. Let S = Spec OK be the spectrum of a henselian discrete valuation ring
with algebraically residue field, X be a smooth scheme of finite type of relative dimension
d − 1 over S and D be a divisor of X with simple normal crossings. Let x be a closed
point of the closed fiber of X contained in D. Assume that t1, . . . , td is a regular system of
local parameters at x such that D is defined by t1 · · · td and that the class of a uniformizer
π of S in mx/m

2
x is not contained in any subspace generated by d− 1 elements of the basis

t̄1, . . . , t̄d.
Let Λ be a finite field of characteristic ℓ invertible on S and let F be a locally constant

constructible sheaf on the complement U = X D of Λ-modules tamely ramified along D.
Let j : U → X denote the open immersion. Then, on a neighborhood of X, the complex
ϕ(j!F) is acyclic except at x and at degree d − 1 and ϕd−1

x (j!F) is of dimension rank F
with tamely ramified action of the inertia group IK = Gal(K̄/K).

Proof. By the assumption, we may write π =
∑d

i=1 aiti in mu and ai are invertible. Hence
by replacing ti by aiti, we may assume that X is étale over Spec OK [t1, . . . , td]/(π− (t1 +
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· · · + td)). Further, by Abhyankar’s lemma, we may assume that F is trivialized by the
abelian covering smi = ti for an integer m invertible on S. Since the assertion is étale local
on X, we may assume X = Spec OK [t1, . . . , td]/(π − (t1 + · · · + td)). Hence by [8, 1.3.3
(i)], the complex ϕ(j!F) is acyclic outside x. Since the complex ϕ(j!F)[d − 1] is perverse
by [9, Corollaire 4.6], the complex ϕ(j!F) is acyclic except at x.

Let p : X ′ → X be the blow-up at x and j′ : U → X ′ be the open immersion. Let D′ be
the proper transform of D and E be the exceptional divisor. Then, the union of D′ with
the closed fiber X ′s has simple normal crossings. Hence, the action of the inertia group IK
on ϕ(j′!F) is tamely ramified by [16, Proposition 6] and ϕx(j!F) = RΓ(E, ϕ(j′!F)) is also
tamely ramified.

We consider the stratification of E defined by the intersections with the intersections
of irreducible components of D′. Then, on each stratum, the restriction of the cohomology
sheaves ϕq(j!F) are locally constant and is tamely ramified along the boundary by [16,
Proposition 6]. Further, the alternating sum of the rank is 0 except for E◦ = E (E∩D′)
and equals rank F on E◦. Hence, we have

dimϕx(j!F) = χ(E, ϕ(j′!F)) = χc(E
◦, ϕ(j′!F)) = rank F · χc(E

◦, ϕ(j′!F)).

Since χc(E
◦) = (−1)d−1, the assertion follows.

Theorem 4.13. Let X be a projective smooth variety. Assume that a singular support
S = SSK satisfies the condition (SSd). Then, we have

(4.28) χ(X,K) = (Char K, T ∗XX)T ∗X .

Proof. We prove the assertion by induction on dimX. If dimX = 1, this is the Grothendieck-
Ogg-Shafarevich formula.

Take a line L ⊂ P∨ and a hyperplane H ∈ L satisfying the conditions in Lemma
3.19. Then, since the immersions i : Y = X ∩ H → X and i′ : Z = X ∩ AL → Y are
non-characteristic, the pull-backs i!SSK and i′!SSK satisfy the conditions (SS(d−1)) and
(SS(d− 2)) respectively, by Lemma 2.21. By Theorem 4.8, we have i!Char K = Char i∗K
and i′!Char K = Char i′∗K. By the induction hypothesis, we have

(4.29) χ(Y,K) = (i!Char K, T ∗Y Y )T ∗Y , χ(Z,K) = (i′!Char K, T ∗ZZ)T ∗Z

since i!SSK = SSi∗K and i′!SSK = SSi′∗K satisfy the conditions (SS(d−1)) and (SS(d−
2)) respectively.

By the projection formula, we have

(4.30) χ(X,K) = χ(XL,K)− χ(Z,K)

since AL meets X transversely. By applying the Grothendieck-Ogg-Shafarevich formula
to RpL∗K, we have

(4.31) χ(XL,K) = χ(L,RpL∗K) = 2χ(Y,K)−
∑
v

dim totvϕ(K, pL)

where v runs isolated characteristic points of pL : XL → L since pL : XL → L assumed to
have at most isolated characteristic points.
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By the Milnor formula (4.1), we have

(4.32) − dim totvϕ(K, pL) = (Char K, dpL).

Substituting the first equality of (4.29) and (4.32) to (4.30), we obtain

(4.33) χ(XL,K) = 2(i!Char K, T ∗Y Y )T ∗Y +
∑
v

(Char K, dpL)v = (Char K, T ∗XL
XL)T ∗XL

.

Substituting this and the second equality of (4.29) to (4.31), we obtain

χ(X,K) = (Char K, T ∗XL
XL)T ∗XL

− (i′!Char K, T ∗ZZ)T ∗Z = (Char K, T ∗XX)T ∗X

as required.
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[5] ——, Théorèmes de finitude en cohomologie ℓ-adique, Cohomologie étale SGA 41
2
,

Springer Lecture Notes in Math. 569 (1977) 233–251.

[6] ——, Notes sur Euler-Poincaré: brouillon project, 8/2/2011.
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