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Abstract. We study a class of centrally trivial automorphisms for subfactors,

and get an upper bound for the order of the group they make (modulo normalizers)

in terms of the “dual” principal graph for AFD type II1 subfactors with trivial

relative commutant, finite index and finite depth. We prove that this upper bound

is attained for many known subfators. We also introduce χ(M,N) for subfactors

N ⊂ M as the relative version of Connes’ invariant χ(M), and compute this group

for many AFD type II1 subfactors with finite index and finite depth including all

the cases with index less than 4 and many Hecke algebra subfactors of Wenzl. In

these finite depth cases, the group χ(M,N) is always finite and abelian, and we

realize all the finite abelian groups as χ(M,N). Analogy between this topic and

modular structure of type III factors is also discussed. As an application, we give

some classification results for Aut(M,N). For example, for the subfactors of type

A2n+1, there are two and only two outer actions of Z2. One is of the “standard”

form and the other is given by the “orbifold” action arising from the paragroup

symmetry. As preliminaries, we also prove several statements on central sequence

subfactors announced by A. Ocneanu.
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§1 Introduction

The aim of this paper is to exploit the notion of centrally trivial automorphisms

for subfactors. We give an effective upper bound for the size of these automorphisms

and their complete chracterization with an additional assumption for finite depth

subfactors, introduce and compute χ(M,N), the relative version of Connes’ invari-

ant χ(M), discuss their analogy to modular automorphism groups of (injective)

type III factors, and give some applications on Aut(M,N).

Since the breakthrough of V. Jones on index for subfactors [J3], importance of

study of subfactors in the both operator algebra theory itself and other fields in

mathematics has become clearer and clearer. Our aim here is extending the Connes

type automorphism approach [C1, C2, C3, C4, C5] to subfactor setting, and this is

a natural continuation of our orbifold construction in [EK, IK, Ka2, Ka3].

A. Ocneanu [O2] introduced a notion of paragroup as a combinatorial character-

ization of higher relative commutants of approximately finite dimensional (AFD)

subfactors of type II1 with trivial relative commutant, finite index, and finite depth.

(See also [Ka2, Ka3, O3, O4].) Because S. Popa [P2, P3, P4] has proved that

the higher relative commutants generate the original subfactor in a very general

condition called strong amenability, combinatorial approach of paragroup gives a

satisfactory classification in many cases. In particular, Ocneanu’s announcement

of classification of subfactors with index less than 4 without a full proof has been

verified by [EG, I1, I3, Ka2, SV], and a classification for the case of index equal 4

was also obtained by [IK, P3]. (In the case of E6, we use an earlier construction of

Bion-Nadal [BN].)
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A paragroup has a certain algebraic structure on two graphs. Conceptually, it

can be regarded as a quantization of a Galois group, and technically as a discrete

analogue of a compact manifold. In particular, an analogue of a flat connection plays

a key role. Furthermore, Ocneanu [O5] recently announces that certain complex

number valued topological invariants of 3-dimensional manifolds are in bijective

correspondence to paragroups. Thus it is has a very deep and rich mathematical

structure, but for our aim here, the most important aspect of paragroup theory is

its relation to statistical mechanics. As mentioned in [O2] and explicitly clarified in

[EK, Ka3], a paragroup is quite similar to an exactly solvable lattice models (IRF

models) without a spectral parameter. (See [ABF, Ba, DJMO, Ji] for IRF models.)

Commuting square condition in operator algebra theory corresponds to the crossing

symmetry (or the second inversion relations more generally) in IRF model theory,

and flatness in paragroup theory is closely related to the Yang-Baxter equation in

IRF model theory.

Our idea of orbifold construction in [EK, IK, Ka2, Ka3] was that if we have

a paragroup symmetry, we can make a quotient paragroup by the symmetry, but

flatness axiom may not be kept in this procedure in general. It is an analogue of

orbifold models in [DZ, F, FG, Kt, R] in IRF model theory, but flatness requirement

makes the problem more subtle than the case of the Yang-Baxter equation.

In the construction [Ka2], we constructed subfactors with principal graph D2n

as simultaneous fixed point algebras by Z2 actions on subfactors with the principal

graph A4n−3. (This gave the first complete proof of realization of D2n in literature,

which was announced by Ocneanu. The author later learned Ocneanu’s original

method, too. See [Ka3, Appendix].) But on subfactors with the principal graph
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A4n−3, there is another (rather trivial) outer action of Z2. That is, this subfactor

N ⊂ M is isomorphic to N⊗R ⊂ M⊗R, where R is the AFD type II1 factor. (This

is so-called relative McDuff splitting as in [Bi, P1].) Then we can take an action

id⊗ σ on this splitting, where σ is a unique outer action of Z2 on R [C5]. Because

this action gives a subfactor with the principal graph unchanged as a simultaneous

fixed point algebra, the above “orbifold” action is different from this “standard”

action. P. Loi [Li1, §5] introduced an invariant for group actions fixing a subfactor

globally, but this invariant is always trivial for subfactors with principal graph An,

so this invariant cannot detect the above difference. Furthermore, with a little

more work, we can prove that our orbifold ZN actions in [EK] on Hecke algebra

subfactors of Wenzl [W] with N prime are different from actions of the “standard”

form in the above sense and Loi’s invariant cannot detect this difference. Thus we

are naturally led to the problem why this kind of phenomena happen in subfactor

setting while outer actions of Zn on the AFD type II1 factor are unique up to

conjugacy by [C5].

As proved by Loi [Li1, Theorem 5.4], triviality of his invariant in the case of finite

depth AFD type II1 subfactors implies that the automorphism is approximately

inner in the sense that it is of the form limn Ad(un), where un’s are unitaries

in the subfactor. In the single factor case, we have another important class of

automorphisms in addition to that of approximately inner automorphisms. They

are centrally trivial automorphisms, which played an important role in group action

theory [C1, C2, C4, C5, J1, KST, KT, O1, ST]. If we apply Connes’ machinery of

automorphism classification [C2, C5] to subfactor setting as pointed out in [Li1, §4],

we can prove that the above “orbifold” actions give centrally trivial automorphisms
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in subfactor setting. That is, they act trivially on central sequences of the ambient

factor in the subfactor. Indeed, if their asymptotic periods in the subfator sense

are not 1, the Connes type non-commutative Rohlin machinery with approximate

innerness would produce their conjugacy to actions of the standard form.

Thus we know that orbifold actions naturally give centrally trivial automor-

phisms in some situations, and we are led to the problem of determining the class

of centrally trivial automorphisms. (This strategy parallels that of Connes for clas-

sification of automorphisms in a single factor case.) We give an effective upper

bound of the size of the class of centrally trivial automorphisms in this paper for

AFD type II1 subfactors with finite depth and prove that this upper bound is at-

tained for many known subfactors. Furthermore, with an additional assumption

related to a recent work of Choda-Kosaki [CK, K], we can give a complete char-

acterization of centrally trivial automorphisms for AFD type II1 subfactors with

finite depth. (For this purpose, we will need several statements on central sequences

in subfactors announced by Ocneanu without a full proof. We will prove all the

necessary statements in §2.) This situation is quite similar to that of modular au-

tomorphism groups of type III factors. We will discuss more on this similarity in

§3.

Furthermore, because we have the both notions of approximately inner automor-

phisms and centrally trivial automorphisms, we can consider a relative version of

Connes’ invariant χ(M) in [C1]. We introduce basic definitions here, and give con-

crete results in §4. These results have some immediate corollaries on classification

of Aut(M,N). They will be dealt with in §5.
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S. Popa has been working on classification of discrete amenable group actions

on strongly amenable subfactors. After completion of this work, the author learned

that his theorem in [P4] states that “properly outer” actions of discrete amenable

groups on strongly amenable subfactors are classified by Loi’s invariant. Because it

turns out that his “proper outerness” coincides with central freeness in our subfactor

sense, this paper deals with the class of automorphisms Popa’s current classification

theorem does not cover.

Now we list basic definitions and notations. Take a II1 subfactor N ⊂ M . We

fix some basic notations as in [Li1]. We set

Aut(M,N) = {α ∈ Aut(M);α(N) = N},

Int(M,N) = {Ad(u) ∈ Aut(M,N);u ∈ U(N)}.

We denote the closure of Int(M,N) in Aut(M,N) by Int(M,N). We say that

α ∈ Aut(M,N) is centrally trivial if α acts trivially on central sequences in N with

respect to M . We denote by Ct(M,N) the subgroup of centrally trivial automor-

phisms. For free ultrafilter ω over N, we have

Ct(M,N) = {α ∈ Aut(M,N);α = id on Nω ∩ M ′}

as in single factor cases. As a relative version of Connes’ χ(M) in [C1], we set

χ(M,N) =
Ct(M,N) ∩ Int(M,N)

Int(M,N)
.

6



It is easy to see that as in the single factor case [C2], automorphisms in Int(M,N)

and in Ct(M,N) commute module Int(M,N), so the group χ(M,N) is always

abelian.

Now suppose that Nω ∩M ′ is a factor and let G be a finite group of Aut(M,N)

with G ∩ Int(M,N) = {1}. We set K = G ∩ Ct(M,N),

K⊥ = {γ : G → T; γ a character vanishing on K},

and L be the image of

G ·Ct(M,N) ∩ {Ad(u);u ∈ U(NG)}

in Aut(M,N)/Int(M,N). Then we have the following theorem as in [C1, C4, 3.10].

Theorem 1.1. In the above context, there are maps δ : K⊥ → χ(M × G,N × G)

and π : χ(M × G,N × G) → L such that the following sequence is exact.

{1} → K⊥ → χ(M × G,N × G) → L → {1}.

Definitions of δ, π and a proof of this work in the exactly same way as in [J2].

The author thanks Professor M. Choda for useful communications, Professor U.

Haagerup for explaining his recent work [H] before writing, Professor M. Izumi for

pointing out our mistake in Theorem 3.3 in the first version of this paper, Professor

V. F. R. Jones for showing his unpublished notes [J2] and suggesting the approach

of the relative version of χ(M), Professor H. Kosaki for helpful communications
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including showing his work [CK, Ko] at an early stage, Professor A. Ocneanu for

permitting us to include his proof of Lemma 2.5 here, and Professor S. Popa for

inspiring discussions on [EK, Ka2, P4].

§2 Preliminaries on central sequences

A. Ocneanu made many striking announcements on central sequences in sub-

factors in [O2, O4], and we will need several of them for our arguments. But

unfortunately, details of his proof have not been written, so we include proofs for

his announcements in this section. All the statements in this section were more or

less claimed in his Tokyo lectures in 1990, but all the proofs here except for those of

Lemmas 2.5 and 2.13 are by us. His original intention of studying central sequence

subfactors was for proving the generating property for AFD type II1 subfactors

with trivial relative commutant, finite index and finite depth, but Popa’s proof for

fully general case has appeared in [P2, P3, P4], while Ocneanu’s announced result

has no proof in literatures yet. So we use the generating property for finite depth

subfactors, which make some arguments simpler, but many still have to be proved.

In this section, N ⊂ M is a subfactor of an approximately finite dimensional

(AFD) factor M of type II1 with finite index, finite depth, and a trivial relative com-

mutant. We denote [M : N ], the principal graph, and the “dual” principal graph

by β2,G,H respectively. Set τ̃ =
∑

x∈H(0)
even

µ(x)2, where µ denotes the Perron-

Frobenius eigenvector entries normalized with µ(∗) = 1. We fix a free ultrafilter ω

over N. Our aim is to obtain an upper bound for higher relative commutants of the

subfactor Nω ∩ M ′ ⊂ Mω as claimed by Ocneanu [O4, III.2] without a full proof.
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Let

· · · ⊂ M−2 ⊂ M−1 = N ⊂ M0 = M ⊂ M1 ⊂ M2 ⊂ · · ·

be the tower and a choice of a generating tunnel of N ⊂ M by [O2, P2]. We put

M∞ =
∨

k Mk, which is a II1 factor, and denote the trace on this by τ . We set

Ak,l = M ′
k ∩Ml. The double sequence {Ak,l}k,l is given by a flat connection on the

pair of G,H as in [O2, O4, Ka2, Ka3]. We freely use string algebra expression of [E1,

E2, O2, O3, Su]. We also set Ak,∞ =
∨

l Ak,l = M ′
k ∩M∞, A−∞,l =

∨
k Ak,l = Ml,

and A−∞,∞ =
∨

k,l Ak,l = M∞. Note that this labeling of Ak,l is different from

that in [O4, Ka2, Ka3].

The following corresponds to a part of [O2, page 137, Theorem b] and was used

in [Li1].

Lemma 2.1. An inclusion Nω ∩M ′ ⊂ Mω gives a subfactor of type II1 with finite

index.

Proof. Because the Pimsner-Popa estimate for this pair was given in [Ka1, Lemma

3.5] based on [P2], it is enough to show that Nω ∩ M ′ is a factor. First recall that

Nω ∩ M ′ =
⋂

k Mω
−k by [Ka1, Lemma 3.3] as claimed in [O2].

First we claim that x = (xn) is in
⋂

k Mω
−k if and only if x is represented with

(xn) such that Fk = {n; xn ∈ M−k} ∈ ω. It is trivial that such an x is in
⋂

k Mω
−k.

Suppose that x0 = (x0
n) ∈ Mω−1∩M ′. For all k, there is a sequence xk = (xk

n) ∈ Mω
−k

with xk = x0 in Mω−1. Set F0 = N and

Fk = {n; ‖xk−1
n − xk

n‖2 < 1/2k} ∩ Fk−1 ∩ [k,∞).
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Then each Fk is in ω. Put xn = xk
n for n ∈ Fk \Fk+1 and set x = (xn) ∈ Nω . Then

on Fk, we get ‖xk
n − xn‖2 ≤ 1/2k. Thus ‖x0 − x‖ ≤ 1/2k for all k, which implies

x0 = x. Thus we have the claim.

Suppose we have x = (xn) ∈ Z(Nω ∩ M ′) with τ (x) = 0. We have to show

x = 0. We may assume that τ (xn) = 0 and ‖xn‖2 = 1 for all n and will drive a

contradiction. We choose (xn) as in the above claim. We may assume that
⋂

k Fk =

∅. Then for each n ∈ Fk \ Fk+1, we choose yn ∈ M−k so that ‖[xn, yn]‖2 ≥ 1/2

with ‖yn‖ = 1. This is possible because each M−k is a factor. Then the sequence

y = (yn) is in Nω ∩ M ′ and ‖[x, y]‖2 �= 0, which is a contradiction. Q.E.D.

The following lemma appeared in [O2, page 136] and [O4, page 42] in slightly

different forms without a proof. We need the following form here.

Lemma 2.2 (Central Freedom Lemma). Let L ⊂ P ⊂ Q be finite von Neu-

mann algebras and L be an AFD factor. The we get

(L′ ∩ Pω)′ ∩ Qω = L ∨ (P ′ ∩ Q)ω .

Proof. Note that it is trivial that the right hand side is contained in the left hand

side.

First we prove the lemma for the case L = C. Take x = (xn) ∈ (Pω)′ ∩ Qω.

We prove that x = (EP ′∩Q(xn)). Suppose not. There exists a positive ε and a set

F ∈ ω such that ‖xn − EP ′∩Q(xn)‖2 ≥ ε for all n ∈ F . Then for all n ∈ F , there

exists yn ∈ P with ‖yn‖ = 1 and ‖[xn, yn]‖2 ≥ ε/2. Setting y = (yn) ∈ Pω, we get

‖[x, y]‖2 ≥ ε/2, which is a contradiction.
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Next assume that L is an AFD II1 factor. Represent L =
⊗

n M2(C) and set

Lm =
⊗m

n=1 M2(C). We claim that

(
⋂
m

(L′
m ∩ P )ω)′ ∩ Qω =

∨
m

(((L′
m ∩ P )ω)′ ∩ Qω).

It is clear that the right hand side is contained in the left hand side. To prove the

converse inclusion, suppose that x = (xn) ∈ Qω satisfies x /∈ ∨
m(((L′

m∩P )ω)′∩Qω).

Then there exists a positive ε such that ‖x − E((L′
m∩P )ω)′∩Qω (x)‖2 ≥ ε for all m.

Then we have ym ∈ (L′
m ∩ P )ω with ‖ym‖ = 1 and 2‖x‖‖ym‖2 ≥ ‖[x, ym]‖2 ≥ ε/2.

Put F0 = N and

Fm = {n; ‖[xn, ym
n ‖2 ≥ ε/2} ∩ Fm−1 ∩ [m,∞).

Each Fm is in ω, and definie y = (yn) with yn = ym
n for n ∈ Fm \ Fm−1. Then

y ∈ ⋂
m(L′

m ∩ P )ω and ‖[x, y]‖2 ≥ ε/2, which complete the proof of the claim.

Then we have

(L′ ∩ Pω)′ ∩ Qω = (
⋂
m

(L′
m ∩ Pω))′ ∩ Qω

= (
⋂
m

(L′
m ∩ P )ω)′ ∩ Qω

=
∨
m

(((L′
m ∩ P )ω)′ ∩ Qω)

=
∨
m

(C ⊗ (L′
m ∩ P )ω)′ ∩ (Lm ⊗ (L′

m ∩ Q)ω)

=
∨
m

(Lm ∨ (P ′ ∩ Q)ω)

= L ∨ (P ′ ∩ Q)ω .
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Q.E.D.

The following is a special case of Ocneanu’s several algebraic lemmas such as

excision lemma. Recall that our double sequence looks like the following.

A−n,−n ⊂ · · · → A−∞,−n = M−n

∩ ∩
...

...
∩ ∩

A0,0 ⊂ · · · ⊂ A−n,0 ⊂ · · · → A−∞,0 = M0

∩ ∩ ∩
...

...
...

∩ ∩ ∩
An,n ⊂ · · · ⊂ A0,n ⊂ · · · ⊂ A−n,n ⊂ · · · → A−∞,n = Mn

∩ ∩ ∩ ∩
...

...
...

...
↓ ↓ ↓

An,∞ ⊂ · · · ⊂ A0,∞ ⊂ · · · ⊂ A−n,∞ ⊂ · · ·

Lemma 2.3. Let e ∈ A−n,∞ be the Jones projection for An,∞ ⊂ A0,∞. Let f be

the central support of e in A′
n,∞ ∩ A−n,∞ = A−n,n and p ∈ A0,∞ ∨ A−n,0 be the

Jones projection for A′
0,n ∩ A0,∞ ⊂ A0,∞. Then we get the following.

(1) p ∈ A0,n ∨ A−n,0.

(2) ep = p.

(3) EA−n,0∨A0,∞(e) = EA−n,0(f)p.
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Proof. For each x ∈ H(0) and an integer n, define a map ϕx from a horizontal string

algebra starting from ∗ to x with length n to itself by the following.

ϕ(ξ, η) =
∑
ξ′,η′

∗ α−−−−→ · · ·x
ξ

	
	ξ̃′

...
...

x ∗
...

...

η


 
η̃′

∗ −−−−→
α

· · ·x

(ξ′, η′).

By flatness, this is a unital homomorphism from a full matrix algebra to itself [Ka2,

Theorem 2.1]. Thus this is an automorphism. (This is related to the mirroring

mentioned in [O2, page 132.])

Set

p =
∑
ξ,η

1
|Path∗,x(n)|(ξ, η) ⊗ ϕ−1

r(ξ)(ξ, η) ∈ A0,n ∨ A−n,0,

where the both A0,n and A−n,0 are expressed as the horizontal string algebras from

∗ with length n, and |Path∗,x(n)| denotes the number of paths with length n from

∗ to x. Then a direct computation shows that this p is the right Jones projection

for A′
0,n ∩A0,∞ ⊂ A0,∞. It is also easy to see that p ∈ A0,n ∨A−n,0 and ep = p by

direct computations.

We also have

EA−n,0(f) =
1
βn

∑
x∈H(0)

µ(∗)
µ(x)

|Path∗,x(n)|
∑

ξ,s(ξ)=∗,r(ξ)=x

(ξ, ξ),
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where this is expressed as a horizontal string. By the commuting square con-

dition, in order to prove EA−n,0∨A0,∞(e) = EA−n,0(f)p, it is enough to see

τ (eρ) = τ (EA−n,0(f)pρ) for ρ ∈ A0,n∨A−n,0 of the form ρ = (ξ, η)⊗ϕ−1
r (ξ′)(ξ′, η′),

where these are expressed as horizontal strings. For this ρ, a direct computation

shows that the both of τ (eρ) and τ (EA−n,0(f)pρ) are equal to δξ,ξ′δη,η′µ(r(ξ))β−3n .

Q.E.D.

Lemma 2.4. Let e ∈ A−n,∞ be the Jones projection for An,∞ ⊂ A0,∞. Then this

e is also a Jones projection in A−∞,n for A−∞,−n ⊂ A−∞,0.

Proof. If n = 1, this directly follows from the identification of strings explained in

[Ka3, §2]. For general n, we use the formula of e in [PP2] expressed with ej ’s and

reduce the problem to the case n = 1. Q.E.D.

The proof of the following lemma is due to Ocneanu. The author learned it from

him in July, 1990.

Lemma 2.5. Let n, e, f be as in Lemma 2.3. Let 0 < ε < 1/3 and ē ∈ A−n,∞ be

a projection. Suppose we have

‖EA−n,0∨A0,∞(ē) − τ̃‖1 < ετ̃ ,

‖EA−n,0(f) − τ̃‖ < ετ̃ .

Then for x ∈ A−∞,0 ∩ A′−n,0 with ‖x‖ ≤ 1, we get

‖ēxē − ēEA−∞,−n(x)‖2 < 2ε1/4.
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Proof. First choose vi’s in A0,∞ so that ē =
∑

i v∗
i evi, (a finite sum). By Lemmas

2.3 and 2.4 we have

‖ēxē − ēEA−∞,−n(x)‖4
2 ≤ 2‖ēxē − ēEA−∞,−n(x)‖2

1

= 2‖
∑

v∗
i evixē −

∑
v∗

i eviEA−∞,−n(x)‖2
1

= 2‖
∑

v∗
i expvi ē −

∑
v∗

i exevi‖2
1

= 2‖
∑

v∗
i ex(pvi ē − evi)‖2

1

≤ 2τ (
∑

v∗
i exx∗evi)τ (

∑
(ēv∗i p − v∗

i e)(pvi ē − evi))

= 2τ (ēEA−∞,−n(xx∗))τ(
∑

ēv∗i pviē − ē − ē + ē)

≤ 2‖ē‖1τ (ē(
∑

v∗
i pvi − 1)ē)).

Next by Lemma 2.3.(3) we have

τ̃‖
∑

v∗
i pvi − 1‖1 ≤ ‖τ̃

∑
v∗

i pvi −EA−n,0(f)
∑

v∗
i pvi‖1 + ‖EA−n,0(f)

∑
v∗

i pvi − τ̃‖1

= ‖τ̃
∑

v∗
i pvi −EA−n,0(f)

∑
v∗

i pvi‖1 + ‖EA−n,0∨A0,∞(ē) − τ̃‖1

≤ ετ̃‖
∑

v∗
i pvi‖1 + ετ̃ .

Setting C = ‖∑
v∗

i pvi‖1, we get

C ≤ ‖
∑

v∗
i pvi − 1‖1 + 1 ≤ εC + ε + 1,

which implies C ≤ (1 + ε)/(1 − ε) ≤ 1 + 3ε. Thus we get

‖
∑

v∗
i pvi − 1||1 ≤ ε(1 + 3ε) + ε ≤ 5ε.
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With this, we get

‖ēxē − ēEA−∞,−n(x)‖4
2 ≤ 10ε,

which produces the desired estimate. Q.E.D.

The following corresponds to [O2, page 137, Theorem d].

Lemma 2.6. Let M̃ ⊂ A−∞,0 ∨ A0,∞ ⊂ M∞ be a downward basic construction

with the Jones projection ẽ ∈ M∞. Then

M̃ω ⊂ (A−∞,0 ∨ A0,∞)ω

∪ ∪
Nω ∩ M ′ ⊂ Mω

is a commuting square.

Proof. First note that Nω ∩M ′ = Mω ∩M ′
∞. Because ẽ ∈ M∞, we get Nω ∩M ′ ⊂

M̃ω .

Choose a positive ε < 1/3. Choose n0 so large that if n > n0, we get

‖EA−n,0∨A0,∞(ẽ) − τ̃‖2 < ετ̃/2 and ‖EA−n,0(f) − τ̃‖ < ετ̃ , and we can find a

projection ē ∈ A−n,∞ with ‖ē − ẽ‖2 < ετ̃/2. (See [C2].) Here f is the central

support of the Jones projection for An,∞ ⊂ A0,∞ in A′
n,∞ ∩ A−n,∞ as in Lemma

2.3. The estimate for f is possible by looking at the explicit form

EA−n,0(f) =
1
βn

∑
x∈H(0)

µ(∗)
µ(x)

|Path∗,x(n)|
∑

ξ,s(ξ)=∗,r(ξ)=x

(ξ, ξ)
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with the Perron-Frobenius theory. Choose x = (xm) ∈ Mω. Fix n > n0 and we

may assume that xm ∈ M ∩ A′−n,0. Then

‖ẽEM̃ω (x) − ẽEMω
−n

(x)‖2

=‖ẽxẽ − ēxẽ + ēxẽ − ēxē + ēxē − ēEMω
−n

(x) + ēEMω
−n

(x) − ẽEMω
−n

(x)‖2

≤2ε1/4 + 3ε ≤ 5ε1/4,

by Lemma 2.5. Because EMω
−n

(x) converges to ENω∩M ′(x) in L2-norm as in [Ka1,

Lemma 3.3], we get

‖ẽEM̃ω(x) − ẽENω∩M ′(x)‖2 ≤ 5ε1/4

for all ε > 0, whicn implies EM̃ω (x) = ENω∩M ′(x). Q.E.D.

Lemma 2.7. We get that

Nω ∩ M ′ ⊂ Mω ⊂ 〈Mω, ẽ〉

is a basic construction, where ẽ is regardes as an element of Mω∞, the subfactor

Nω ∩M ′ has a trivial relative commutant in Mω, and the index [Mω : Nω ∩M ′] is

given by τ̃ .

Proof. The only part we have to prove on the basic construction is that the central

support q of ẽ in 〈Mω, ẽ〉 is 1, by [PP2, Proposition 1.2 2◦]. By the central freedom

lemma, we get (Mω)′ ∩ Mω∞ = M ∨ Aω
0,∞ ⊃ M ∨ A0,∞. Then

τ̃ = E(Mω)′∩Mω∞(ẽ) = E(Mω)′∩Mω∞(qẽ) = qE(Mω)′∩Mω∞(ẽ) = τ̃ q.
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(We learned this trick from Ocneanu.) Thus we get

[Mω : Nω ∩ M ′] = EMω (ẽ) = EMω (EM∨A0,∞(ẽ)) = τ̃ .

By central freedom lemma (and its proof), we also get

(Nω ∩ M ′)′ ∩ Mω = (
⋂
k

Mω
−k)′ ∩ Mω ∩ M ′ =

∨
k

(M ′
−k ∩ M) ∩ M ′ = M ∩ M ′ = C.

Q.E.D.

Lemma 2.8. Suppose P0 ⊂ P1 ⊂ P2 ⊂ Q are II1 factors with [P1 : P0] < ∞ and

P ′
0 ∩P1 = C and P0 ⊂ P1 ⊂ P2 = 〈P1, e〉 is standard with the Jones projection e in

Q. We also assume that P ′
1 ∩ Q ⊂ P ′

0 ∩ Q are II1 factors with [P ′
0 ∩ Q : P ′

1 ∩ Q] =

[P1 : P0]. Then

P ′
2 ∩ Q ⊂ P ′

1 ∩ Q ⊂ P ′
0 ∩ Q

is also standard.

Proof. Because
P ′

1 ∩ Q ⊂ P ′
0 ∩ Q

∪ ∪
P ′

1 ∩ P2 ⊂ P ′
0 ∩ P2

is a commuting square by [GHJ], we get EP ′
1∩Q(e) = [P ′

0 ∩ Q : P ′
1 ∩ Q]−1. This

makes

P ′
1 ∩ Q ∩ {e}′ ⊂ P ′

1 ∩ Q ⊂ P ′
0 ∩ Q

standard by [PP1]. Q.E.D.
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Lemma 2.9. We have Mω∞ ∩ (Nω ∩ M ′)′ =
∨

k Aω
−k,∞.

Proof. By the central freedom lemma, the right hand side is equal to
∨

k((Mω
−k)′ ∩

Mω
∞). It is trivial that this is contained in the left hand side, which is equal to

(
⋂

Mω
−k)′ ∩ Mω

∞. The converse inclusion is proved as in the proof of the claim in

the last step in the proof of the central freedom lemma. Q.E.D.

Let denote the graph defined as in [O4, page 40] by K. This is given as follows.

Recall that even vertices of H corresponds to M-M bimodules. Let K(0)
even = H(0)

even×

H(0)
even and K(0)

odd = H(0)
even. For (X1,X2) ∈ K(0)

even and X ∈ K(0)
odd, the number of edges

from (X1,X2) to X is given by the multiplicity of the bimodule X in X1 ⊗M X2.

Note that if we fix X1 and let X and X2 vary, this gives a principal graph of the

subfactor obtained by cutting the basic construction factor by a minimal projection

corresponding to X1. (See [I1, §3] for some examples.)

The next subfactor was called the asymptotic inclusion by Ocneanu [O4, III.1].

A part of it was claimed in [O2, page 137, Theorem a].

Lemma 2.10. The inclusion

A−∞,0 ∨ A0,∞ ⊂ A−∞,∞

gives a subfactor with index τ̃ . The higher relative commutants of this subfactor

are contained in the string algebra of the above graph K from ∗.

Proof. It is easy to see that the commuting squares

A−n,0 ∨ A0,n ⊂ A−(n+1),0 ∨ A0,n+1

∩ ∩
A−n,n ⊂ A−(n+1),n+1
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approximates the subfactor A−∞,0∨A0,∞ ⊂ A−∞,∞. Thus, we have the four graphs

as follows,

H(0)
even ×H(0)

even −−−−→ H(0)
odd ×H(0)

odd

K
	

	
H(0)

even −−−−→ G(0)
even

and this is of the form Ocneanu’s general machinery in [O4, II] is applied.

So his compactness argument in [O4, II.6] produces the desired inclusion. It

is easy to see that the Perron-Frobenius eigenvector µ′ is given by µ′((X1,X2)) =

µ(X1)µ(X2) and µ′(X) =
√∑

Y ∈H(0)
even

µ(Y )2µ(X) and the Perron-Frobenius eigen-

value is given by τ̃ 1/2. Q.E.D.

Let

A−∞,0∨A0,∞ ⊂ A−∞,∞ ⊂ 〈A−∞,∞, f1〉 ⊂ 〈A−∞,∞, f1, f2〉 ⊂ 〈A−∞,∞, f1, f2, f3〉 ⊂ · · ·

be the Jones tower and f1, f2, . . . be the Jones projections. Set Bl
k = A−k,∞ ∨

{f1, . . . , fl}. Then by [GHJ, Proposition 4.2.2], the following double sequence gives

commuting squares.

...
...

...
...

A−k,0 ∨ A0,∞ ⊂ A−k,∞ ⊂ B1
k ⊂ B2

k ⊂ · · ·
∩ ∩ ∩ ∩

A−(k+1),0 ∨ A0,∞ ⊂ A−(k+1),∞ ⊂ B1
k+1 ⊂ B2

k+1 ⊂ · · ·
∩ ∩ ∩ ∩
...

...
...

...

Furthemore, the vertcal limit of the double sequence gives the tower for A−∞,0 ∨

A0,∞ ⊂ A−∞,∞. Then we have the following lemma.
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Lemma 2.11. (1) We have the following identity.

∨
k

(Bj
k)ω ∩ (

∨
k

(A−k,0 ∨ A0,∞)ω)′ = 〈A−∞,∞, f1, . . . , fj〉 ∩ (A−∞,0 ∨ A0,∞)′.

(2) The sequence

∨
k

(A−k,0 ∨ A0,∞)ω ⊂
∨
k

Aω
−k,∞ ⊂

∨
k

(B1
k)ω ⊂

∨
k

(B2
k)ω ⊂ · · ·

gives the Jones tower.

Proof. (1) We have

∨
k

(Bj
k)ω ∩ (

∨
k

(A−k,0 ∨ A0,∞)ω)′ =
∨
k

(Bj
k)ω ∩

⋂
k

((A−k,0 ∨ A0,∞)ω)′

=
⋂
k

(((A−k,0 ∨ A0,∞)ω)′ ∩
∨
l≥k

(Bj
l )

ω)

=
⋂
k

∨
l

(((A−k,0 ∨ A0,∞)ω)′ ∩ (Bj
l )ω)

=
⋂
k

∨
l

((A−k,0 ∨ A0,∞)′ ∩ Bj
l )

ω

=
⋂
k

∨
l

((A−k,0 ∨ A0,∞)′ ∩ Bj
l )

= (
∨
k

Bj
k) ∩ (

∨
k

(A−k,0 ∨ A0,∞))′

= 〈A−∞,∞, f1, . . . , fj〉 ∩ (A−∞,0 ∨ A0,∞)′.

Here we used the central freedom lemma and the finite dimensionality of (A−k,0 ∨

A0,∞)′∩Bj
l . This finite dimensionality follows from finite dimensionality of the cen-

ter of A−k,0 ∨A0,∞ and the Pimsner-Popa estimate for the conditional expectation

from Bj
l onto A−k,0 ∨ A0,∞.
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(2) By the same kind of argument as above, we can prove that each
∨

k(Bl
k)ω is

a factor. First we prove that

∨
k

(A−k,0 ∨ A0,∞)ω ⊂
∨
k

Aω
−k,∞ ⊂

∨
k

(B1
k)ω

is standard. (The other parts of the proof are just repetition of the same arguments.)

For the inclusion
∨

k Aω
−k,∞ ⊂ ∨

k(B1
k)ω, we have the Pimsner-Popa estimate

E(x) ≥ τ̃ x because of the commuting square condition. We have f1 ∈ ∨
k(B1

k)ω

with E∨
k Aω

−k,∞(f1) = τ̃ . This implies [
∨

k(B1
k)ω :

∨
k Aω

−k,∞] = τ̃ , hence the con-

clusion by [PP2, Proposition 1.2 2◦]. Q.E.D.

Lemma 2.12. Suppose P0 ⊂ P1 ⊂ P2 ⊂ Q are II1 factors with [P1 : P0] < ∞

and P ′
0 ∩ P1 = C and P0 ⊂ P1 ⊂ P2 is standard. We also assume that P ′

2 ∩ Q ⊂

P ′
1 ∩Q ⊂ P ′

0 ∩Q are II1 factors with [P ′
1 ∩Q : P ′

2 ∩Q] = [P1 : P0] and this sequence

is standard. Then we can choose a tower

P0 ⊂ P1 ⊂ P2 ⊂ P3 ⊂ P4 ⊂ · · · ⊂ Q

so that

· · ·P ′
4 ∩ Q ⊂ P ′

3 ∩ Q ⊂ P ′
2 ∩ Q ⊂ P ′

1 ∩ Q ⊂ P ′
0 ∩ Q

is a tunnel.

Proof. Set λ = [P1 : P0]. Let f1 ∈ P2 be the Jones projection for P0 ⊂ P1. Then

we claim that f1 is the Jones projection in P ′
0∩Q for the inclusion P ′

2∩Q ⊂ P ′
1∩Q.
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Using [GHJ], we can prove that

P ′
1 ∩ Q ⊂ P ′

0 ∩ Q
∪ ∪

P ′
1 ∩ P2 ⊂ P ′

0 ∩ P2

is a commuting square. So we get EP ′
1∩Q(f1) = λ. Then f1 is the Jones projection

by [PP2, Proposition 1.2 1◦]. Take f2 ∈ P ′
1 ∩ Q with EP ′

2∩Q(f2) = λ. Then

P ′
2 ∩ Q ∩ {f2}′ ⊂ P ′

2 ∩ Q ⊂ P ′
1 ∩ Q

is a downward basic construction by [PP1]. We next claim that P1 ⊂ P2 ⊂ P3 =

〈P2, f2〉 is standard. For x, y ∈ P1, we get

f2(xf1y)f2 = xf2f1f2y = λf2xy = f2EP1(xf1y).

Thus it is enough to see that the central support of f2 in P3 is 1 by [PP2, Proposition

1.2 2◦]. This can be proved as in the proof of Lemma 2.7 with EP ′
2∩Q = λ. It is

now trivial that P ′
2 ∩ Q ∩ {f2}′ = P ′

3 ∩ Q. We repeat this procedure to get the

conclusion. Q.E.D.

The strategy for proving the the following lemma is due to Ocneanu.
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Lemma 2.13. Set P0 = Nω ∩ M ′ and P1 = Mω. We have a Jones tower

P0 ⊂ P1 ⊂ P2 ⊂ P3 ⊂ · · · ⊂ Mω
∞

so that

· · · ⊂ P ′
3 ∩ Mω

∞ ⊂ P ′
2 ∩ Mω

∞ ⊂ P ′
1 ∩ Mω

∞ ⊂ P ′
0 ∩ Mω

∞

is a tunnel.

Proof. By Lemma 2.9 and the central freedom lemma, we get that the inclusion

P ′
1 ∩Mω∞ ⊂ P ′

0 ∩Mω∞ is given by
∨

k(A−k,0 ∨A0,∞)ω ⊂ ∨
k Aω

−k,∞. By Lemma 2.11

(1), this is a subfactor and by commuting square condition and the Pimsner-Popa

estimate, we get

[
∨
k

Aω
−k,∞ :

∨
k

(A−k,0 ∨ A0,∞)ω] ≤ τ̃ .

By Lemma 2.11 (2), we get

[
∨
k

Aω
−k,∞ :

∨
k

(A−k,0 ∨ A0,∞)ω] = τ̃ .

We can set P2 = 〈P1, ẽ〉 by Lemmas 2.7 and 2.8. Now we just apply Lemma 2.12

to get the conclusion. Q.E.D.
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Lemma 2.14. The “dual” higher relative commutants of Nω ∩ M ′ ⊂ Mω is con-

tained in the higher relative commutants of A−∞,0 ∨ A0,∞ ⊂ A−∞,∞ with a trace

preserving injective antihomomorphism.

Proof. By Lemma 2.13, it is easy to see that the “dual” higher relative commutants

of Nω ∩ M ′ ⊂ Mω is contained in the higher relative commutants of the tunnel

for
∨

k(A−k,0 ∨ A0,∞)ω ⊂ ∨
k Aω

−k,∞. But this latter subfactor have the trivial

relative commutant by Lemma 2.11. So the relative commutants for the tunnel

is antiisomrphic to the relative commutants for the tower with a trace preserving

antiisomorphism by [P2, Proposition 3.2 2◦]. We get the conclusion by Lemma 2.11

(1). Q.E.D.

Lemma 2.15. The “dual” higher relative commutants of Nω ∩ M ′ ⊂ Mω is con-

tained in the string algebra of the above graph K from ∗ with a trace preserving

injective antihomomorphism.

Proof. Clear by Lemmas 2.10 and 2.14. Q.E.D.

Remark 2.16. Though Ocneanu claimed that the equalities hold in the both in-

clusions in Lemmas 2.10 and 2.15, we have been unable to prove it. But we do not

need these equalities in this paper. Furthermore, the author stated in Ocneanu’s

Tokyo lecture notes [O4, page 42] that the central sequence subfactors and the

asymptotic inclusion have the same Galois invariants. This was a mistake caused

by misunderstanding of the author, and the correct form should be that they have

mutually dual invariants.

§3 Upper bound for the size of Ct(M,N) for AFD subfactors of type II1 with

finite depth
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Next we get an upper bound of the size of centrally trivial automorphisms on

some well-understood subfactors and with an extra assumption we give their com-

plete characterization. In this section, we work on only AFD type II1 subfactors

with trivial relative commutants, finite index and finite depth. Note that in this

situation, aperiodic automorphisms are automatically centrally free as noticed in

[Li1, §4]. This suggests that the group Ct(M,N) is rather small. We will prove

this is indeed the case.

First we set G = Ct(M,N)/{Ad(u);u ∈ N (N)}, where N (N) denotes the set

of normalizers of N in M . Note that |N (N)/U(N)| is finite by [PP1]. This group

G acts naturally on Mω and this action is outer. Because the subfator Nω ∩ M ′

is contained in the fixed point algebra by this action, we get the order of G is

bounded by the index [Mω : Nω ∩ M ′], which is finite by Lemma 2.7. Thus we get

the following.

Proposition 3.1. The group Ct(M,N)/{Ad(u);u ∈ N (N)} is finite.

But it turns out that this upper bound is not sharp at all. Indeed, for the case

of subfactors of type An, we will prove that this group is 0 or Z2 according to the

parity of n, but this upper bound [Mω : Nω ∩ M ′] goes to infinity as n → ∞ as in

[O2, page 138]. So we work to get a a sharper bound as follows.

Theorem 3.2. Let N ⊂ M be an AFD type II1 subfactor with trivial rel-

ative commutant, finite index and finite depth. Then the order of the group

Ct(M,N)/{Ad(u);u ∈ N (N)} is bounded by the number of even vertices of the
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“dual” principal graph for N ⊂ M with the normalized Perron-Frobenius eigenvec-

tor entries equal to 1.

Proof. We make a basic construction to a subfactor Nω ∩M ′ ⊂ Mω which contains

an intermediate subfactor (Mω)G. Then with the Jones projection e, we get Mω ⊂

Mω ×G ⊂ 〈Mω , e〉. If G is non-trivial, this means that the subfactor Mω ⊂ 〈Mω , e〉

has non-trivial normalizers. But such normalizers can be detected from the principal

graph by [PP1]. Then Lemmas 2.10 and 2.15 produce the above bound. Indeed,

in Lemma 2.10, we care only about vertices with the Perron-Frobenius eigenvector

entries 1. So we only care about M-M bimodule arising from an automorphism of

M . Then bimodule tensor product is just an automorphism multiplication, and we

get the conclusion. Q.E.D.

In Ocneanu’s bimodule approach ([O2, O4, Y]), these vertices of the “dual”

principal graph corresponds to automorphisms of M as in the above proof. Then

Choda-Kosaki [CK, Ko] showed that if these automorphisms can be chosen in

Aut(M,N), they are characterized by the following algebraic property. An au-

tomorphism α ∈ Aut(M,N) is of the above type if and only if there exists a k > 0

and non-zero a ∈ Mk with α(x)a = ax for all x ∈ N .

Because Nω∩M ′ = Nω∩M ′
k for all k, it is easy to see all of these automorphisms

are centrally trivial. (The same proof as in [C2] works.) Thus the above upper

bound is attained if the automorphisms appearing at the even vertices of the “dual”

principal graph with the normalized Perron-Frobenius eigenvector entries equal to

1 are chosen in Aut(M,N).

27



Theorem 3.3. Suppose that automorphisms σx of M appearing at the even vertices

x of the “dual” principal graph with the normalized Perron-Frobenius entries equal

to 1 can be chosen in Aut(M,N) in the above context. Then, an automorphism

α ∈ Aut(M,N) acts trivially on central sequences of M in N if and only if it is of

the form Ad(u) · σx, where u is a normalizer of N in M , and σx is as above.

In the first version of this paper, the author missed the assumption of the above

theorem in misunderstanding the results of Choda-Kosaki. We thank M. Izumi for

pointing out this mistake to us.

Here we list an example of the graph K for the subfactor of type A5. The circled

vertex gives the nontrivial normalizer of Nω ∩ M ′ ⊂ Mω and we can prove that it

gives the non-trivial element of Ct(M,N)/{Ad(u);u ∈ N (N)} = Z2.

Figure 3.1

More examples of this group Ct(M,N) will be given in the next section.

We now discuss analogy between Ct(M,N) and modular automorphism groups

of type III (injective) factors.

As pointed out in [Ka1] and noticed by several people independently, paragroups

are similar to flows of weights of typer III factors in [CT]. If we have an automor-

phism of a type III factor, it naturally induces an action on the flow of weights and

it is called Connes-Takesaki module [CT]. This is similar to Loi’s invariant in [Li1,

§5]. Loi proved that for irreducible AFD II1 factors with finite depth, the kernel

of his invariant is characterized by approximate innerness in the sense that an au-

tomorphism is of the form limn Ad(un), where un’s are unitaries of the subfactor.
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This is an analogue of the fact that the kernel of the Connes-Takesaki module is

characterized by approximate innerness for injective type III factors, which was

announced by Connes [C4, section 3.8] without a proof and proved by Sutherland,

Takesaki, and the author in [KST, Theorem 1]. Also in the course of Loi’s proof, we

see similarity between the crossed product by modular automorphism group and

the Jones tower, and between the centralizer and the tunnel construction.

Next recall that centrally trivial automorphisms of injective type III factors

are characterized as (extended) modular automorphisms up to inner perturbation.

This was also announced by [C4, section 3.8] without a proof and proved by [KST,

Theorem 1]. If we compare this to Theorem 3.3, we are led to an idea that this

subgroup of Aut(M,N)/Int(M,N) appearing at the even vertices of the “dual”

principal graph with the normalized Perron-Frobenius eigenvector entries equal to

1 is a discrete analogue of modular automorphism groups of type III factors. From

this viewpoint, we can get a natural interpretation of Choda-Kosaki’s result as

follows.

Choda-Kosaki’s result means that an automorphism of a subfactor comes from

this discrete analogue of the modular automorphism group if and only if it becomes

“almost” inner when it is extended to the Jones tower. In the case of separable type

III factors, Haagerup-Størmer [HS, Proposition 5.4] proved in connection to their

pointwise inner automorphisms that an automorphism comes from the (extended)

modular automorphism group if and only if it becomes inner when it is extended to

the crossed products by the modular automorphism group for the dominant weight.

So analogy holds again.
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Furthermore, in type III subfactor theory, these even vertices correspond to

automorphisms appearing in decomposition of the powers of Longo’s canonical en-

domorphism [Ln2, Ln3]. Longo already noticed in [Ln1] that his canonical endo-

morphisms are similar to modular automorphism groups. This also supports the

above similarity. We believe that more and more analogy will hold.

Popa’s recent classification in [P4] of group actions on subfactors gives the fol-

lowing classification. “Properly outer” discrete amenable group actions on strongly

amenable subfactors are classified by Loi’s invariant. Because his notion “proper

outerness” turns out to coincide with central freeness in our subfactor sense, this

is again an analogue of a classification result in injective type III factors. That is,

centrally free actions of discrete amenable groups on injective type III factors are

classified by modules [C4, KST, O1, ST]. Our result here deals with the opposite

class of automorphisms.

From this analogy viewpoint, the construction of D2n subfactors form A4n−3

subfactors in [Ka1] and the orbifold constructions in [EK] are regarded as ana-

logues of the change of the flows of weights in crossed products by the modular

automorphism groups [KT, Se].

The orbifold Z2 actions on A4n−3 and the Z2 actions flipping the two tails of D2n

are in duality. This is regarded as an analogue of the duality between the Connes-

Takesaki module [CT] and the Sutherland-Takesaki modular invariant [ST].

Note that importance of these automorphisms appearing at the even vertices of

the “dual” principal graph was noticed in different contexts such as Izumi’s work

[I1, I2] on subfactors with the principal graph A5 and Haagerup’s construction of

finite depth subfactors with small index [H].
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§4 Computation of χ(M,N) for AFD subfactors of type II1 with finite depth

In this section, we work on only AFD type II1 subfactors with trivial relative

commutants, finite index and finite depth again. In the single factor case, it is

rather difficult to construct a II1 factor with non-trivial χ(M) as in [C1, C4]. But

we will prove that in subfactor setting, all the finite abelian groups naturally as

χ(M,N) even in the above fairly simple settings.

First note that

|χ(M,N)| ≤ |Ct(M,N)/{Ad(u);u ∈ N (N)}| · |N (N)/U(N)|,

and |N (N)/U(N)| is finite by [PP1]. So we have a upper bound for the order of

χ(M,N) as follows.

Theorem 4.1. Let N ⊂ M be as above. Then we have an upper bound for the

order of χ(M,N) as follows.

|χ(M,N)| ≤ |N (N)/U(N)| · KM,N ,

where KM,N is the number of even vertices of the “dual” principal graph for N ⊂ M

with the normalized Perron-Frobenius eigenvector entries equal to 1.

Note that the right hand side of the above inequality is 1 in many cases, and it

forces χ(M,N) to be 0.
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Remark 4.2. If we drop the finite depth assumption in the above, we do not get

finiteness of χ(M,N) in general. Take the following subfactor N ⊂ M with the

principal graph A∞,∞.

N =
(

x 0
0 α(x)

)
⊂ M =

(
a b
c d

)
,

where a, b, c, d, x are in R, the AFD II1 factor and α is a free action of Z on

R. The automorphism α itself can be regarded as an element of Aut(M,N). By

stability of α on R [C2], we can take un in R so that α = limn Ad(un) on R

and limn ‖un − α(un)‖2 = 0. This implies that the above α ∈ Aut(M,N) is

approximated by adjoints of
(

un 0
0 α(un)

)
∈ N , and hence α ∈ Int(M,N). Next

look at Nω ∩M ′. It is easy to see that this algebra is given by the elements of the

form (
x 0
0 x

)
, x ∈ (Rω)α.

Then all αn give elements in Ct(M,N) ∩ Int(M,N) and all these are different

modulo Int(M,N). Thus χ(M,N) contains a copy of Z.

Next we show that the bound in Theorem 4.1 is attained in the case with index

less than 4. A classification of AFD type II1 subfactors with index less than 4 was

announced by Ocneanu without a proof in [O2]. Now the generating property was

proved by Popa [P2], and algebraic and combinatorial parts of the paragroup theory

have been all verified by [EG, I1, I3, Ka2, SV]. Only non-trivial cases for χ(M,N)

in Theorem 4.1 are A2n+1 and E6. In these cases, we have Aut(M,N) = Int(M,N)

by [Li1, §5], but we also give a direct proof of approximate innerness here so that
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the same method works in the Hecke algebra subfactor case. For the case of A2n+1,

let α be an element in Aut(M,N) with order 2 arising from the Z2 paragroup

symmetry considered in [Ka2, §5].

Lemma 4.3. This α gives an element of order 2 in χ(M,N).

Proof. As in [Ka2, §5], take a tower of double sequence string algebras with the

double starting points. As in a similar way to that in [Ka3, §2], we also construct

a natural tunnel

· · · ⊃ N3 ⊃ N2 ⊃ N1 ⊃ N ⊃ M.

with double starting points. (Note that this tunnel does not have a generating prop-

erty.) First α acts trivially on the higher relative commutants, so α ∈ Int(M,N).

Note that Nω ∩ M ′ ⊂ Nω
n . The algebra Nn has a two minimal projections p, 1 − p

corresponding to the two starting ponts at the first stage. Let x ∈ Nω ∩M ′. Then

we may assume that x ∈ (pNnp)ω + ((1 − p)Nn(1 − p))ω and x is decomposed as

x1 + x2. Now x must commute with N hence with vertical strings with length n,

so looking at the vertical parallel transports from the two endpoints to the middle

points of A2n+1, we can conclude that α(x1) = x2. This means that α acts trivially

on Nω ∩ M ′. Because α /∈ Int(M,N), we get the conclusion. Q.E.D.

Note that the same proof works for E6, which also has a Z2 symmetry of the

paragroup. Theorem 4.3 gives that these orbifold Z2 actions coincide with the

action appearing at the even vertices of A2n+1 and E6 with the normalized Perron-

Frobenius eigenvector entries equal to 1, because they are not strongly outer in the

sense of [CK], and hence centrally trivial.

Thus we get the following.
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Proposition 4.4. In the case of AFD subfactors with index less than 4, we get the

following.

χ(M,N) =




0, for A2n,D2n+4, E8, with n ≥ 1
Z2, for A2n+3, E6, with n ≥ 1
Z2 ⊕ Z2, for A3

Z3 ⊕ Z3, for D4.

Proof. Theorem 4.1 and Lemma 4.3 give the conclusion except for A3 and D4.

These are group crossed product by Z2 and Z3 respectively. In the case of Z2,

N = R ⊂ R ×α Z2 = M . Let u be the implementing unitary of the crossed

product. Then Ad(u), α̂,Ad(u) · α̂ give three non-trivial element in χ(M,N), so

Theorem 4.1 gives the conclusion. The case for D4 is similar. Q.E.D.

In the case of Wenzl’s Hecke algebra subfactors with index
sin2(Nπ/k)
sin2(π/k)

in [W], we

considered a ZN action arising from a paragroup symmetry for orbifold construction

in [EK, §4] for the case k ≡ 0 (mod N), based on Jimbo-Miwa-Okado solution of

the Yang-Baxter equation [JMO1, JMO2]. As noted in [EK, Remark 5.9], these

automorphisms are in Int(M,N) if N is prime. (The same kind of partition function

computation as in [EK, §5] produces this.) Then the same kind of arguments as in

the proof of Lemma 4.3 shows that these are in Ct(M,N). With Theorem 4.1 and

description of the dual principal graphs for these subfactors given in [EK, §3], we

get the following.
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Proposition 4.5. For Wenzl’s Hecke algebra subfactors N ⊂ M with index

sin2(Nπ/k)
sin2(π/k)

with N prime, we get the following.

χ(M,N) =
{

0, if k �≡ 0 (mod N)
ZN , if k ≡ 0 (mod N).

This shows our ZN actions in [EK, §4] give elements in χ(M,N) and they are

the actions with special meaning for working on the simultaneous fixed point al-

gebras. Furthermore, to define the actions, we used the original sequence of com-

muting squares of period N of Wenzl in [EK], and in [EK, Remark 5.11] we showed

an alternate construction of the action using the period 2 commuting square se-

quence, which is the canonical commuting square. Because the both give elements

of χ(M,N) as above, we can show the both give the same subgroup of order N in

Aut(M,N).

Next, we will prove that all the finite abelian groups are realized as χ(M,N) for

some AFD type II1 subfactor N ⊂ M with finite index, finite depth, and trivial

relative commutants. Our strategy is that we first construct ZN with Theorem

1.1 and Theorem 4.1 using the orbifold construction in [Ka3, §3] and then get

an arbitrary finite abelian groups using tensor products. Connes’ type arguments

as in [C3] shows that tensor products of two centrally trivial automorphisms are

centrally trivial. Because we have an upper bound for the order of χ and this bound

is multiplicative with respect to tensor products, we get the desired realization.

First we point out the following follows from Connes’ method [C3].
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Proposition 4.6. For subfactors N1 ⊂ M1 and N2 ⊂ M2, and automorphisms

α1Aut(M1, N1) and α2 ∈ Aut(M2, N2), we get α1 ⊗ α2 ∈ Ct(M1 ⊗̄M2, N1 ⊗̄N2) if

and only if α1 ∈ Ct(M1, N1) and α2 ∈ Ct(M2, N2).

Note that “only if” part is easy. Connes’ machinery for proving “if” part in the

case M1 = N1 and M2 = N2 in [C3] works in our case, too. This Theorem gives an

inclusion χ(M1, N1) × χ(M2, N2) ⊂ χ(M1 ⊗̄ M2, N1 ⊗̄ N2). In the following case,

we get the equality of this inclusion.

Proposition 4.7. Let N1 ⊂ M1 and N2 ⊂ M2 be AFD II1 factors with trivial rel-

ative commutants, finite index, and finite depth. We assume that for the both sub-

factors, the principal graphs have no vertices with the normalized Perron-Frobenius

eigenvector entry equal to 1 and distance 2 from ∗. Suppose that the upper bound

for χ in Theorem 4.1 is attained for the both χ(M1, N1) and χ(M2, N2). Then we

get

χ(M1, N1) × χ(M2, N2) = χ(M1 ⊗̄ M2, N1 ⊗̄ N2).

Proof. By the condition on the principal graphs, subfactors N1 ⊂ M1, N2 ⊂ M2

and N1 ⊗̄ N2 ⊂ M1 ⊗̄ M2 have no nontrivial normalizers by [PP1]. Then the

upper bound in Theorem 4.1 is multiplicative with respect to tensor products of

subfactors. So the above inclusion implies the conclusion. Q.E.D.

With Proposition 4.7, it is enough for realization of all the finite abelian group

as χ(M,N) to construct Zn for all n for subfactors with condition as in Proposition

4.7. We will do this by the orbifold construction.
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Let R be the AFD type II1 factor. Take a subfactor N = R ⊂ M = R × Zm,

where Zm acts outerly on R. For n with (m,n) = 1, we construct an action

of Zn on this subfactor as in [Ka3, §3]. Then this simultaneous crossed product

N ×Zn ⊂ M × Zn has χ = Zn and satisfies the condition of Proposition 4.7. This

is seen as follows.

The principal graph of this simultaneous crossed product is given as in [Ka3,

§3]. (Also see [Ch, EK, §1] for this algorithm and [Li2, Lemma 4.2] for a related

statement.) Here is an example.

Figure 4.1

Then it is easy to see that the condition on the principal graph is satisfied, and

the order of χ is bounded by n by Theorem 4.1. Theorem 1.1 gives computation of

χ, but the notes [J2] is unpublished, so we include a sketch of a direct computation

here.

It is enough to prove that the dual action of this Zn action gives an element of

Ct(M × Zn, N ×Zn) ∩ Int(M × Zn, N × Zn).

Note that the Zn action α is centrally free and not approximately inner in the

subfactor sense. Then Connes’ type argument [C2] produces an M-central sequence

(un) of unitaries of N with α(un) ∼ e2πi/nun. Then Ad(u∗
n) approximate the dual

action on N×Zn ⊂ M×Zn. Furthermore, we can prove that (Nω×Zn)∩(M×Zn)′

is contained in Nω using the fact that α is not approximately inner. Thus we are

done.

Thus we have proved the following.
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Theorem 4.8. All the finie abelian group are realized as χ(M,N) for an AFD type

II1 subfactor N ⊂ M with finite index, finite depth and no non-trivial normalizers.

§5 Applications to classification of Aut(M,N)

As Connes’ χ(M) gives information on classification of Aut(M), we get some

classification result on Aut(M,N) using χ(M,N) easily. (Here we work on the

situation of the relative McDuff splitting [Bi, P1] instead of the McDuff splitting

[M].) We just list immediate corollaries for the cases index less than 4.

First, note that subfactors N ⊂ M with the principal graphs A2n or E8

satisfies Aut(M,N) = Int(M,N) and Ct(M,N) = Int(M,N). Furthermore,

α ∈ Aut(M,N) is inner on M if and only if it is inner on N . So Connes’ clas-

sification of automorphisms on single factors works completely, and we get the

following Corollary.

Corollary 5.1. For an AFD type II1 subfactor N ⊂ M with principal graph A2n

or E8, outer conjugacy classification of Aut(M,N) is given by outer period and

Connes’ obstruction.

Another immediate corollary is the following.

Corollary 5.2. On an AFD type II1 factor N ⊂ M with the principal graph A2n+1

(n > 2) or E6, there are two and only two outer Z2 actions. One is given by the

form σ ⊗ id on splitting R⊗N ⊂ R⊗M , where R is the AFD type II1 factor, and

the other is given by paragroup symmetry.

Proof. We can consider an asymptotic period as in [C2]. If it is 2, then Connes

arguments of [C2] works and produces the splitting σ⊗id as pointed out in [Li1, §4].

If it is 1, it is centrally trivial and thus it must be the orbifold action. Q.E.D.
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Note that in the above Corollary, two actions give the different crossed product

only in the case A4n−3 by [Ka2, §5]. (See also [Ch].) In the case of E6, there are

two subfactors ([BN, O2, Ka2]). It is easy to see that the orbifold action does not

change the conjugacy class in the simultaneous Z2 crossed products.

Also note that if the asymptotic period is odd in the above arguments, method

of [C4, page 466] works, and we get a classification up to outer conjugacy.

In the case of D2n with n > 2, Loi’s invariant may be non-trivial. But if it

is trivial, then α ∈ Aut(M,N) is in Int(M,N), and χ(M,N) = 0, so the above

method for classification works.
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