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Abstract

In this paper we further analyze modular invariants for subfactors, in par-
ticular the structure of the chiral induced systems of M -M morphisms. The
relative braiding between the chiral systems restricts to a proper braiding on
their “ambichiral” intersection, and we show that the ambichiral braiding is
non-degenerate if the original braiding of the N -N morphisms is. Moreover,
in this case the dimensions of the irreducible representations of the chiral fu-
sion rule algebras are given by the chiral branching coefficients which describe
the ambichiral contribution in the irreducible decomposition of α-induced sec-
tors. We show that modular invariants come along naturally with several non-
negative integer valued matrix representations of the original N -N Verlinde
fusion rule algebra, and we completely determine their decomposition into its
characters. Finally the theory is illustrated by various examples, including the
treatment of all SU (2)k modular invariants.

1



Contents

1 Introduction 2

2 Preliminaries 6

3 Chiral analysis 11
3.1 Chiral horizontal projectors and chiral global indices . . . . . . . . . 11
3.2 Chiral branching coefficients . . . . . . . . . . . . . . . . . . . . . . . 13
3.3 Chiral vertical algebras . . . . . . . . . . . . . . . . . . . . . . . . . . 14
3.4 Chiral representations . . . . . . . . . . . . . . . . . . . . . . . . . . 22

4 Chiral structure of the center Zh 25
4.1 Non-degeneracy of the ambichiral braiding . . . . . . . . . . . . . . . 25
4.2 Chiral matrix units . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
4.3 Representations of fusion rules and exponents . . . . . . . . . . . . . 35

5 The A-D-E classification of SU (2) modular invariants 38
5.1 The local inclusions: A�, D2�, E6 and E8 . . . . . . . . . . . . . . . . 39
5.2 The non-local simple current extensions: D2�+1 . . . . . . . . . . . . . 39
5.3 E7 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41
5.4 A-D-E and representations of the Verlinde fusion rules . . . . . . . . 43

6 More examples 46
6.1 Conformal inclusions of SU (3) . . . . . . . . . . . . . . . . . . . . . . 46
6.2 Trivial invariants from non-trivial inclusions and degenerate braidings 47

A The dual canonical endomorphism for E7 49

1 Introduction

An important step towards complete classification of rational conformal field theory
would be an exhaustive list of all modular invariant partition functions of WZW
models based on simple Lie groups G. In such models one deals with a chiral algebra
which is given by a semi-direct sum of the affine Lie algebra of G and the associated
Virasoro algebra arising from the Sugawara construction. Fixing the level k = 1, 2, ...,
which specifies the multiplier of the central extension, the chiral algebra possesses a
certain finite spectrum of representations acting on (pre-) Hilbert spaces Hλ, labelled
by “admissible weights” λ. The characters

χλ(τ ; z1, z2, . . . , z�; u) = e2πiku trHλ
(e2πiτ (L0−c/24)e2πi(z1H1+z2H2+...+z�H�)) ,

with Im(τ ) > 0, L0 being the conformal Hamiltonian, c the central charge and Hr ,
r = 1, 2, ..., � = rank(G), Cartan subalgebra generators, transform unitarily under
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the action of the (double cover of the) modular group, defined by re-substituting the
arguments as

(τ ; �z; u) �−→ g(τ ; �z; u) =

(
aτ + b

cτ + d
;

�z

cτ + d
; u− c(z2

1 + z2
2 + . . .+ z2

� )

2(cτ + d)

)

for g =
(

a
c

b
d

)
∈ SL(2; Z), see e.g. [21]. A modular invariant partition function is then

a sesqui-linear expression Z =
∑

λ,µ Zλ,µχλχ
∗
µ which is is invariant under the SL(2; Z)

action, Z(g(τ ; �z; u)) = Z(τ ; �z; u), and subject to

Zλ,µ = 0, 1, 2, . . . , Z0,0 = 1 . (1)

Here the label “0” refers to the “vacuum” representation, and the condition Z0,0 = 1
reflects the physical concept of uniqueness of the vacuum state. For the canonical
generators S =

(
0
1
−1
0

)
and T =

(
1
0

1
1

)
of SL(2; Z) we obtain the unitary Kac-Peterson

matrices S = [Sλ,µ] and T = [Tλ,µ] transforming the characters, where T is diagonal
and S is symmetric as well as Sλ,0 ≥ S0,0 > 0. Then the classification of modular
invariants can be rephrased like this: Find all the matrices Z subject to the conditions
in Eq. (1) and commuting with S and T . This problem turns out to be a rather
difficult one; a complete list is known for all simple Lie groups at low levels, however,
a list covering all levels is known to be complete only for Lie groups SU (2) and SU (3).

Let us consider the SU (2) case. For SU (2) at level k, the admissible weights are
just spins λ = 0, 1, 2, ..., k. The Kac-Peterson matrices are given explicitly as

Sλ,µ =

√
2

k + 2
sin

(
π(λ+ 1)(µ+ 1)

k + 2

)
, Tλ,µ = δλ,µ exp

(
πi(λ+ 1)2

2k + 4
− πi

4

)
,

with λ, µ = 0, 1, ..., k. A list of SU (2) modular invariants was given in [5] and
proven to be complete in [6, 22], the celebrated A-D-E classification of SU (2) modular
invariants. The A-D-E pattern arises as follows. The eigenvalues of the (adjacency
matrices of the) A-D-E Dynkin diagrams are all of the form 2 cos(mπ/h) with h =
3, 4, ... being the (dual) Coxeter number andm running over a subset of {1, 2, ..., h−1},
the Coxeter exponents of the diagram. The bijection between the modular invariants
Z in the list of [5] and Dynkin diagrams is then such that the diagonal entries Zλ,λ

are given exactly by the multiplicity of the eigenvalue 2 cos(π(λ + 1)/k + 2) of one
of the A-D-E Dynkin diagrams with Coxeter number h = k + 2. In particular, the
trivial modular invariants, Zλ,µ = δλ,µ, correspond to the diagrams Ak+1. Note that
the adjacency matrix of the Ak+1 diagram is given by the level k fusion matrix N1

of the spin λ = 1 representation. Here Nλ = [N ν
λ,µ], and the (non-negative integer

valued) fusion rules Nν
λ,µ are generically (e.g. for all SU (n)) given by the Verlinde

formula

Nν
λ,µ =

∑
ρ

Sρ,λ

Sρ,0
Sρ,µS

∗
ρ,ν . (2)

As we have NλNµ =
∑

ν N
ν
λ,µNν , we may interpret the Ak+1 matrix as the spin one

representation matrix in the regular representation of the fusion rules. The meaning
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of the D and E diagrams, however, remained obscure, and this has been regarded as
a “mystery of the A-D-E classification” [18]. In fact, the adjacency matrices of the
D-E diagrams turned out to be only the spin λ = 1 matrices G1 of a whole family
of non-negative integer valued matrices Gλ providing a representation of the original
SU (2)k fusion rules: GλGµ =

∑
ν N

ν
λ,µGν . By the Verlinde formula, Eq. (2), the

representations of the commutative fusion rule algebra are given by the characters
χρ(λ) = Sρ,λ/Sρ,0, and therefore the multiplicities of the Coxeter exponents just
reflect the multiplicity of the character χρ in the representation given by the matrices
Gλ. Di Francesco, Petkova and Zuber similarly observed [7, 8, 33] that there are non-
negative integer valued matrix representations (nimreps, for short) of the SU (n)k

fusion rules which decompose into the characters matching the diagonal part of some
non-trivial SU (n)k modular invariants (mainly SU (3)). Graphs are then obtained
by reading the matrices Gλ as adjacency matrices, with λ now chosen among the
fundamental weights of SU (n) generalizing appropriately the spin 1 weight for SU (2).
The classification of SU (3) modular invariants [14] shows a similar pattern as the
SU (2) case, calledA-D-E, A referring to the diagonal invariants, D to “simple current
invariants” and E to exceptionals. Again, it is the nimreps associated to the D and E
invariants which call for an explanation whereas the A invariants just correspond to
the original fusion rules: Gλ = Nλ. Why are there graphs and, even more, nimreps
of the Verlinde fusion rules associated to modular invariants? This question has not
been answered for a long time. Nahm found a relation between the diagonal part of
SU (2) modular invariants and Lie group exponents using quaternionic coset spaces
[28], however, his construction does not explain the appearance of nimreps of fusion
rules and seems impossible to be extended to other Lie groups e.g. SU (3).

A first step in associating systematically nimreps of the Verlinde fusion rules was
done by F. Xu [41] using nets of subfactors [26] arising from conformal inclusions of
SU (n) theories. However, only a small number of modular invariants comes from
conformal inclusions, e.g. the D4, E6 and E8 invariants for SU (2). Developing sys-
tematically the α-induction machinery [1, 3] for nets of subfactors, a notion originally
introduced by Longo and Rehren [26], such nimreps where shown in [2, 3] to arise
similarly from all (local) simple current extensions [38] of SU (n) theories, thus cov-
ering in particular the Deven series for SU (2). Yet, type II invariants (cf. Dodd and
E7 for SU (2)) were not treated in [2, 3].

In [4] we have constructed modular invariants from braided subfactors in a very
general approach which unifies and develops further the ideas of α-induction [26,
41, 1, 2, 3] and Ocneanu’s double triangle algebras [30]. We started with a von
Neumann factor N endowed with a system NXN of braided endomorphisms (“N-N
morphisms”). Such a braiding defines “statistics” matrices S and T [35, 12] which,
as shown by Rehren [35], provide a unitary representation of SL(2; Z) if it is non-
degenerate. The statistics matrices are analogous to the Kac-Peterson matrices: T is
diagonal, S is symmetric and Sλ,0 ≥ S0,0 > 0. (The label “0” now refers to the identity
morphism id ∈ NXN which corresponds to the vacuum in applications.) Moreover,
the endomorphism fusion rules are diagonalized by the statistical S-matrix, i.e. obey
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the Verlinde formula Eq. (2) in the non-degenerate case. We then studied embeddings
N ⊂ M in larger factors M which are in a certain sense compatible with the braided
system of endomorphisms; namely, such a subfactor N ⊂ M is essentially given by
specifying a canonical endomorphism within the system NXN . Then one can apply
α-induction which associates to an N -N morphism λ two M-M morphisms, α+

λ and
α−

λ . Motivated by the analysis in [3], we defined a matrix Z with entries

Zλ,µ = 〈α+
λ , α

−
µ 〉 , λ, µ ∈ NXN , (3)

where the brackets denote the dimension of the intertwiner space Hom(α+
λ , α

−
µ ). Then

Z automatically fulfills the conditions of Eq. (1) and we showed that it commutes
with S and T [4, Thm. 5.7]. The inclusion N ⊂ M associates to NXN a system MXM

of M-M morphisms as well as “intermediate” systems NXM and MXN where the
latter are related by conjugation. In turn, one obtains a (graded) fusion rule algebra
from the sector products. Decomposing the induced morphisms α±

λ into irreducibles
yields “chiral” subsystems of M-M morphisms, and it was shown that the whole
system MXM is generated by the chiral systems whenever the original braiding is
non-degenerate [4, Thm. 5.10]. We showed that each non-zero entry Zλ,µ labels one of
the irreducible representations of the M-M fusion rules and its dimensions is exactly
given by Zλ,µ [4, Thm. 6.8]. Moreover, we showed that the irreducible decomposition
of the representation obtained by multiplying M-M morphisms on M-N morphisms
corresponds exactly to the diagonal part of the modular invariant [4, Thm. 6.12].

In this paper we take the analysis further and investigate the chiral induced sys-
tems. The matrix entry of Eq. (3) can be written as

Zλ,µ =
∑

τ
b+τ,λb

−
τ,µ ,

where the sum runs over morphisms τ in the “ambichiral” intersection of the chiral
systems, and b±τ,λ = 〈τ, α±

λ 〉 are the chiral branching coefficients. Analogous to the sec-
ond interpretation of the entries of Z, we show that the chiral branching coefficients
are at the same time the dimensions of the irreducible representations of the chiral
fusion rules. We can evaluate the induced morphisms α±

λ in all these representations
of the chiral or full M-M fusion rule algebra. The representation which decomposes
according to the diagonal part of the modular invariant is the one obtained by mul-
tiplying M-M morphisms on the M-N system. By evaluating α+

λ (here α−
λ yields

the same) we obtain a family of matrices Gλ. Since α-induction preserves the fusion
rules, this provides a matrix representation of the original N -N (Verlinde) fusion rule
algebra, GλGµ =

∑
ν N

ν
λ,µGν , which therefore must decompose into the characters

given in terms of the S-matrix. Moreover, as the Gλ’s are just fusion matrices (i.e.
each entry is the dimension of a finite-dimensional intertwiner space), we have in fact
obtained nimreps here. We are able to compute the eigenvalues of the matrices and
thus we determine the multiplicities of the characters, proving that χλ appears in it
exactly with multiplicity Zλ,λ.

The structure of the induced M-M system is quite different from the original
braided N -N system. In general, neither the full system MXM nor the chiral induced
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subsystems are braided, they can even have non-commutative fusion. In fact, our
results show that the entire M-M fusion algebra (respectively a chiral fusion alge-
bra) is non-commutative if and only if an entry of Z (respectively a chiral branching
coefficient) is strictly larger than one. However, as constructed in [3], there is a rela-
tive braiding between the chiral induced systems which restricts to a proper braiding
on the ambichiral system. We show that the ambichiral braiding is non-degenerate
provided that the original braiding on NXN is.

Contact with conformal field theory, in particular with SU (n) WZW models, is
made through Wassermann’s loop group construction [39]. The factor N can be
viewed as π0(LISU (n))′′, a local loop group in the level k vacuum representation.
Wassermann’s bimodules corresponding to the positive energy representations yield
the system of N -N morphisms, labelled by the the SU (n) level k admissible weights
and obeying the SU (n)k fusion rules by [39]. The statistics matrices S and T are then
forced to coincide with the SU (n)k Kac-Peterson matrices, so that Zλ,µ = 〈α+

λ , α
−
µ 〉

produced from subfactors N ⊂M will in fact give modular invariants of the SU (n)k

WZW models.
Can any modular invariant of, say, SU (n) models, be realized from some subfac-

tor? We tend to believe that this is true. A systematic construction of canonical
endomorphisms is available for all modular invariants arising form conformal inclu-
sions [41, 2, 3] or by simple currents [2, 3]; the canonical endomorphism for modular
invariants from non-local simple currents (with fractional conformal dimensions) can
be obtained in the same way as in the local case [2, 3] since the “chiral locality
condition” is no longer required to hold in our general framework. Maybe not too
surprising for experts in modular invariants, it is the few — in Gannon’s language
— E7 type invariants for which we do not (yet?) have a systematic construction.
Nevertheless we can realize the complete list of SU (2) modular invariants, including
E7. We can determine the structure of the induced systems completely and we can
draw the simultaneous fusion graphs of the left and right chiral generators. For Deven,
E6 and E8 this was already presented in [3], and here we present the remaining cases
Dodd and E7. As in [3] we obtain Ocneanu’s pictures for the “quantum symmetries
of Coxeter graphs” [30], a coincidence which reflects the identification of α-induced
sectors with chiral generators in the double triangle algebra [4, Thm. 5.3].

This paper is organized as follows. In Sect. 2 we recall some basic facts and
notations from [4] and introduce more intertwining braiding fusion symmetry. In
Sect. 3 we introduce basic notions and we start to analyze the structure of the chiral
induced system. As a by-product, we show in our setting that Zλ,0 = δλ,0 implies that
Z is a permutation matrix corresponding to a fusion rule automorphism, even if the
braiding is degenerate. Sect. 4 contains the main results. We assume non-degeneracy
of the braiding on NXN and show that then the ambichiral braiding is non-degenerate.
We decompose the chiral parts of the center of the double triangle algebra into simple
matrix blocks, corresponding to a “diagonalization” of the chiral fusion rule algebras.
We evaluate the chiral generators in the simple matrix blocks, corresponding to the
evaluation of the induced morphisms in the irreducible representations of the chiral

6



fusion rule algebras. Sects. 5 and 6 are devoted to examples. In Sect. 5 we realize
the remaining SU (2) invariants Dodd and E7, and we give an overview over all A-D-E
cases. We also discuss the nimreps of the Verlinde fusion rules and the problems in
finding an underlying fusion rule structure for the type II invariants, a problem which
was noticed by Di Francesco and Zuber [7, 8], based on an observation of Pasquier [32]
who noticed that for Dynkin diagrams A, Deven, E6 and E8 there exist positive fusion
rules, but not for Dodd and E7. In Sect. 6 we present more examples arising from
conformal inclusions of SU (3). Finally we discuss examples of non-trivial inclusions
producing the trivial modular invariants as well as degenerate examples.

2 Preliminaries

Let A, B be infinite factors. We denote by Mor(A,B) the set of unital ∗-homo-
morphisms from A to B. The statistical dimension of ρ ∈ Mor(A,B) is defined as
dρ = [B : ρ(A)]1/2 where [B : ρ(A)] is the minimal index [20, 24]. A morphism ρ ∈
Mor(A,B) is called irreducible if ρ(A) ⊂ B is irreducible, i.e. ρ(A)′ ∩B = C1B. Two
morphisms ρ, ρ′ ∈ Mor(A,B) are called equivalent if there is a unitary u ∈ B such
that ρ′ = Ad(u) ◦ ρ. The unitary equivalence class [ρ] of a morphism ρ ∈ Mor(A,B)
is called a B-A sector. For sectors we have a notion of sums, products and conjugates
(cf. [4, Sect. 2] and the references therein for more details). For ρ, τ ∈ Mor(A,B) we
denote Hom(ρ, τ ) = {t ∈ B : tρ(a) = τ (a)t, a ∈ A} and 〈ρ, τ 〉 = dim Hom(ρ, τ ). Let
N be a type III factor equipped with a system ∆ ⊂ Mor(N,N) of endomorphisms
in the sense of [4, Def. 2.1]. This means essentially that the morphisms in ∆ are
irreducible and have finite statistical dimension and, as sectors, they are different
and form a closed fusion rule algebra. Then Σ(∆) ⊂ Mor(N,N) denotes the set of
morphisms which decompose as sectors into finite sums of elements in ∆. We assume
the system ∆ to be braided in the sense of [4, Def. 2.2] and we extend the braiding to
Σ(∆) (see [4, Subsect. 2.2]). We then consider a subfactor N ⊂ M , i.e. N embedded
into another type III factor M , of that kind that the dual canonical endomorphism
sector [θ] decomposes in a finite sum of sectors of morphisms in ∆, i.e. θ ∈ Σ(∆).
Here θ = ῑι with ι : N ↪→ M being the injection map and ῑ ∈ Mor(M,N) being a
conjugate morphism. Note that this forces the statistical dimension of θ and thus the
index of N ⊂M to be finite, dθ = [M : N ] <∞. Then we can define α-induction [1]
along the lines of [4] just by using the extension formula of Longo and Rehren [26],
i.e. by putting

α±
λ = ῑ−1 ◦ Ad(ε±(λ, θ)) ◦ λ ◦ ῑ

for λ ∈ Σ(∆), using braiding operators ε±(λ, θ) ∈ Hom(λθ, θλ). Then α+
λ and α−

λ are
morphisms in Mor(M,M) satisfying in particular α±

λ ι = ιλ.
In [3, Subect. 3.3], a relative braiding between representative endomorphisms of

subsectors of [α+
λ ] and [α−

µ ] was introduced. Namely, if β+, β− ∈ Mor(M,M) are such
that [β+] and [β−] are subsectors of [α+

λ ] and [α−
µ ] for some λ, µ ∈ Σ(∆), respectively,

then
Er(β+, β−) = S∗α−

µ (T ∗)ε+(λ, µ)α+
λ (S)T ∈ Hom(β+β−, β−β+)
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is unitary where T ∈ Hom(β+, α
+
λ ) and S ∈ HomM (β−, α−

µ ) are isometries. It was
shown that Er(β+, β−) does not depend on λ, µ ∈ Σ(∆) and not on the isometries S, T ,
in the sense that, if there are isometries X ∈ Hom(β+, α

+
ν ) and Y ∈ Hom(β−, α−

ρ )
with some ν, ρ ∈ Σ(∆), then Er(β+, β−) = Y ∗α−

ρ (X∗)ε+(ν, ρ)α+
ν (Y )X. Moreover,

it was shown1 in [3, Prop. 3.12] that the system of unitaries Er(β+, β−) provides a
relative braiding between representative endomorphisms of subsectors of [α+

λ ] and [α−
µ ]

in the sense that, if β+, β−, β ′
+, β

′
− ∈ Mor(M,M) are such that [β+], [β−], [β ′

+], [β ′
−]

are subsectors of [α+
λ ], [α−

µ ], [α+
ν ], [α−

ρ ], respectively, λ, µ, ν, ρ ∈ Σ(∆), then we have
“initial conditions” Er(id, β−) = Er(β+, id) = 1, “composition rules”

Er(β+β
′
+, β−) = Er(β+, β−)β+(Er(β ′

+, β−)) ,

Er(β+, β−β ′
−) = β−(Er(β+, β

′
−)) Er(β+, β−) ,

(4)

and whenever Q+ ∈ Hom(β+, β
′
+) and Q− ∈ Hom(β−, β ′

−) then we have “naturality”

β−(Q+) Er(β+, β−) = Er(β ′
+, β−)Q+ , Q− Er(β+, β−) = Er(β+, β

′
−)β+(Q−) . (5)

Now let also β ′′
± ∈ Mor(M,M) and T± ∈ Hom(β ′′

±, β±β
′
±) be an intertwiner. From

Eqs. (4) and (5) we obtain the following braiding fusion relations:

β−(T+) Er(β ′′
+, β−) = Er(β+, β−)β+(Er(β ′

+, β−))T+

T− Er(β+, β
′′
−) = β−(Er(β+, β

′
−))Er(β+, β−)β+(T−)

β−(T+)∗ Er(β+, β−)β+(Er(β ′
+, β−)) = Er(β ′′

+, β−)T ∗
+

T ∗
− β−(Er(β+, β

′
−))Er(β+, β−) = Er(β+, β

′′
−)β+(T−)∗ .

(6)

We can include the relative braiding operators in the “graphical intertwiner calculus”
along the lines of [4] where isometric intertwiners (with certain prefactors) realizing
“fusion channels” and unitary braiding operators are diagrammatically represented by
trivalent vertices and crossings, respectively. Again, the symmetry relations fulfilled
by the relative braiding operators determine topological moves of the corresponding
wire diagrams, similar to Figs. 13,14,15 in [4].

If a ∈ Mor(M,N) is such that [a] is a subsector of µῑ for some µ in Σ(∆) then
aι ∈ Σ(∆). Hence the braiding operators ε±(λ, aι) are well defined for λ ∈ Σ(∆). We
showed in [4, Prop. 3.1] that ε±(λ, aι) ∈ Hom(λa, aα±

λ ). If b̄ ∈ Mor(N,M) is such that
[b̄] is a subsector of [ιν̄] for some ν̄ ∈ Σ(∆) and T ∈ Hom(b̄, ιν̄) is an isometry, then we
showed that E±(λ, b̄) = T ∗ε±(λ, ν̄)α±

λ (T ) (and E±(b̄, λ) = E∓(λ, b̄)∗) are independent
of the particular choice of ν̄ and T and are unitaries in Hom(α±

λ b̄, b̄λ) (respectively
Hom(b̄λ, α∓

λ b̄)). These operators obey certain symmetry relations [4, Prop. 3.3] which
we called “intertwining braiding fusion relations” (IBFE’s), and they can nicely be
represented graphically by “mixed crossings” which involve “thick wires” representing
N -M morphisms (see [4, Fig. 30]). We will now complete the picture by relating their
braiding symmetry to the relative braiding by means of additional IBFE’s.

1The proof of [3, Prop. 3.12] is actually formulated in the context of nets of subfactors. However,
the proof is exactly the same in the setting of braided subfactors and it does not depend on the
chiral locality condition.
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Lemma 2.1 Let λ, µ, ν ∈ Σ(∆), β± ∈ Mor(M,M) a, b ∈ Mor(M,N) such that [β±],
[a], [b] are subsectors of [α±

λ ], [µῑ] and [νῑ] respectively. Let also ā, b̄ ∈ Mor(N,M) be
conjugates of a, b, respectively. Then we have

E+(β+b̄, ρ) = Er(β+, α
−
ρ )β+(E+(b̄, ρ)) , E−(β−b̄, ρ) = Er(α+

ρ , β−)∗β−(E−(b̄, ρ)) , (7)

and

ε+(ρ, bβ−ι) = b(Er(α+
ρ , β−))ε+(ρ, bι) , ε−(ρ, bβ+ι) = b(Er(β+, α

−
ρ ))∗ε−(ρ, bι) , (8)

for all ρ ∈ Σ(∆).

Proof. Let S± ∈ Hom(β±, α±
λ ) and T ∈ Hom(b̄, ιν̄) be isometries. Then we have

Er(β+, α
−
ρ ) = α−

ρ (S+)∗ε+(λ, ρ)S+ , Er(α+
ρ , β−)∗ = α+

ρ (S−)∗ε−(λ, ρ)S− ,

and
E±(b̄, ρ) = α∓

ρ (T )∗ε±(ν̄, ρ)T .

Since α±
λ (T )S± ∈ Hom(β±b̄, α±

λ ιν̄) ≡ Hom(β±b̄, ιλν̄) is an isometry we can compute

E±(β±b̄, ρ) = α∓
ρ (S∗

±α
±
λ (T )∗)ε±(λν̄, ρ)α±

λ (T )S±

= α∓
ρ (S±)∗α∓

ρ α
±
λ (T )∗ε±(λ, ρ)λ(ε±(ν̄, ρ))α±

λ (T )S±

= α∓
ρ (S±)∗ε±(λ, ρ)α±

λ α
∓
ρ (T )∗λ(ε±(ν̄, ρ))α±

λ (T )S±

= α∓
ρ (S±)∗ε±(λ, ρ)S± β±(α∓

ρ (T )∗ε±(ν̄, ρ)T ) ,

which gives the desired Eq. (7). Here we have used that ε±(λ, ρ) ∈ Hom(α±
λ α

∓
ρ , α

∓
ρ α

±
λ )

by [1, Lemma 3.24]. Since b(S±)∗ ∈ Hom(bα±
λ ι, bβ±ι) ≡ Hom(bιλ, bβ±ι) we can

compute by virtue of naturality (cf. [4, Eq. (8)])

ε±(ρ, bβ±ι) = ε±(ρ, bβ±ι)ρb(S∗
±S±) = b(S±)∗ε±(ρ, bιλ)ρb(S±)

= b(S±)∗b(ε±(ρ, λ))ε±(ρ, bι)ρb(S±)

= b(S±)∗b(ε±(ρ, λ))bα±
ρ (S±) ε±(ρ, bι) ,

which gives the desired Eq. (8). �

From the naturality equations for the braiding operators [4, Lemma 3.2] and [1,
Lemma 3.25] we then obtain the following

Corollary 2.2 For X± ∈ Hom(ā, β±b̄) and x± ∈ Hom(a, β±b) we have IBFE’s

α−
ρ (X+)E+(ā, ρ) = Er(β+, α

−
ρ )β+(E+(b̄, ρ))X+ ,

α+
ρ (X−)E−(ā, ρ) = Er(α+

ρ , β−)∗β−(E−(b̄, ρ))X− ,
(9)

and
x+ε

−(ρ, aι) = b(Er(β+, α
−
ρ ))∗ε−(ρ, bι)ρ(x+) ,

x−ε+(ρ, aι) = b(Er(α+
ρ , β−))ε+(ρ, bι)ρ(x−) .

(10)
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These IBFE’s can again be visualized in diagrams. We leave this as an exercise to
the reader.

Next we recall our definition of Ocneanu’s double triangle algebra. For the above
considerations we did not need finiteness of the system ∆. For the definition of the
double triangle algebra we do need such a finiteness assumption but it does not rely
on the braiding. Therefore we start again and work for the rest of this paper with
the following

Assumption 2.3 Let N ⊂ M be a type III subfactor of finite index. We assume
that we have a finite system of endomorphisms NXN ⊂ Mor(N,N) in the sense of
[4, Def. 2.1] such that θ = ῑι ∈ Σ(NXN ) for the injection map ι : N ↪→ M and a
conjugate ῑ ∈ Mor(M,N). We choose sets of morphisms NXM ⊂Mor(M,N), MXN ⊂
Mor(N,M) and MXM ⊂ Mor(M,M) consisting of representative endomorphisms of
irreducible subsectors of sectors of the form [λῑ], [ιλ] and [ιλῑ], λ ∈ NXN , respectively.
We choose id ∈ Mor(M,M) representing the trivial sector in MXM .

Then the the double triangle algebra is given as a linear space by

=
⊕

a,b,c,d∈NXM

Hom(ab̄, cd̄)

and is equipped with two different multiplications; the horizontal product ∗h and the
vertical product ∗v (cf. [4, Sect. 4]). The center Zh of ( , ∗h) is closed under the
vertical product. In fact, the algebra (Zh, ∗v) is isomorphic to the fusion rule algebra
associated to the system MXM (cf. [4, Thm. 4.4]). This fact provides a useful tool
since in examples the system NXN is typically the known part of the theory whereas
the dual system MXM is the unknown part. To determine the structure of the fusion
rule algebra of MXM , i.e. of (Zh, ∗v), completely is often a rather difficult problem.
However, a braiding on NXN forces a lot of symmetry structure within the entire set
X which can in turn be enough to determine the whole M-M fusion table completely.
For the rest of this paper we therefore now impose the following

Assumption 2.4 In addition to Assumption 2.3 we now assume that the system

NXN is braided in the sense of [4, Def. 2.2].

In particular we then have the notion of α-induction. The relation α±
λ ι = ιλ implies

that for any λ ∈ NXN each irreducible subsector of [α±
λ ] is of the form [β] for some

β ∈ MXM . By MX±
M ⊂ MXM we denote the subsets corresponding to subsectors of

[α±
λ ] when λ varies in NXN . By virtue of the homomorphism property of α-induction,

the sets MX±
M must in fact be systems of endomorphism themselves. We call MX+

M

and MX−
M the chiral systems. Clearly, another system is obtained by taking the

intersection MX 0
M = MX+

M ∩MX−
M which we call the ambichiral system. In this paper,

we will make special use of the relative braiding between MX+
M and MX−

M . Note that
the relative braiding restricts to a proper braiding on MX 0

M . The relative braiding

10



symmetry also gives rise to new useful graphical identities. Let β±, β ′
± ∈ MX±

M and
V± ∈ Hom(β±, α±

λ ). From naturality Eq. (5) we obtain

β ′
−(V+) Er(β+, β

′
−) = Er(α+

λ , β
′
−)V+ ,

V− Er(β ′
+, β−) = Er(β ′

+, α
−
λ )β ′

+(V−) .
(11)

We only display the first relation in Fig. 1.

�

�

�

V+

β+

α+
λβ ′

−

=

�

�

�

V+

β+

α+
λβ ′

−

Figure 1: Naturality move for relative braiding

Recall that we defined [4, Def. 5.5] a matrix Z by setting

Zλ,µ = 〈α+
λ , α

−
µ 〉 , λ, µ ∈ NXN ,

and we showed in [4, Thm. 5.7] that it commutes with Rehren’s monodromy matrix
Y and statistics T-matrix which have matrix elements

Yλ,µ =
∑
ν

ωλωµ

ων
Nν

λ,µdν , Tλ,µ = δλ,µe
−iπc/12ωλ , λ, µ ∈ NXN , (12)

where c = 4arg(
∑

ν ωνd
2
ν)/π. As Z has by definition non-negative integer entries and

satisfies Z0,0 = 1 (the label “0” stands as usual for the identity morphism id ∈ NXN),
it therefore constitutes a modular invariant in the sense of conformal field theory
whenever the braiding is non-degenerate because matrices S = w−1/2Y and T obey
the modular Verlinde algebra in that case [35] (see also [12, 11] or our review in [4,
Subsect. 2.2]).

3 Chiral analysis

In this section we begin to analyze the structure of the chiral systems MX±
M . So

far the analysis will be carried out without an assumption of non-degeneracy of the
braiding, and in fact several structures appear independently of it.

3.1 Chiral horizontal projectors and chiral global indices

Let w± =
∑

β∈MX±
M
d2

β . We call w+ and w− the chiral global indices. In the double tri-

angle algebra, we define P± =
∑

β∈MX±
M
eβ. We call (slightly different from Ocneanu’s

definition) P+ and P− chiral horizontal projectors.

11



Proposition 3.1 In the M-M fusion rule algebra we have

∑
λ∈NXN

dλ[α±
λ ] =

w

w±

∑
β∈MX±

M

dβ [β] (13)

and consequently
∑

λ∈NXN
p±λ = ww−1

± P± in the double triangle algebra. Moreover,
the chiral global indices coincide and are given by

w+ = w− =
w∑

λ∈NXN
dλZλ,0

. (14)

Proof. Put Γβ′,±
λ;β = 〈βα±

λ , β
′〉 for λ ∈ NXN and β, β ′ ∈ MX±

M . This defines square
matrices Γ±

λ and we have Γ±
λ =

∑
β∈

M
X±

M
〈β, α±

λ 〉Nβ where the Nβ ’s are the fusion

matrices of β within MX±
M . With these, the matrices Γ±

λ therefore share the simulta-

neous eigenvector �d±, defined by entries dβ, β ∈ MX±
M , with respective eigenvalues dλ.

Note that the sum matrix Q± =
∑

λ Γ±
λ is irreducible since each [β] with β ∈ MX±

M

is a subsector of some [α±
λ ] by definition. Now define another vector �v± with entries

v±β =
∑

λ dλ〈β, α±
λ 〉, β ∈ MX±

M . Note that all entries are positive. We now compute

(Γ±
λ �v

±)β =
∑

β′∈
M
X±

M

∑
ν∈NXN

〈βα±
λ , β

′〉dν〈β ′, α±
ν 〉 =

∑
ν∈NXN

dν〈βα±
λ , α

±
ν 〉

=
∑

µ,ν∈NXN
Nµ

ν,λ̄
dν〈β, α±

µ 〉 =
∑

µ∈NXN
dλdµ〈β, α±

µ 〉 = dλv
±
β ,

i.e. Γ±
λ �v

± = dλ�v
±. Hence �v± is another eigenvector of Q with the same eigenvalue∑

λ dλ. By uniqueness of the Perron-Frobenius eigenvector it follows v±β = ζ±dβ

for all β ∈ MX±
M with some number ζ± ∈ C. We can determine this number in two

different ways. We first find that now
∑

λ dλ[α±
λ ] =

∑
β∈

M
X±

M
v±β [β] =

∑
β∈

M
X±

M
ζ±dβ [β].

By computing the dimension we obtain w = ζ±w±, establishing Eq. (13). On the
other hand we can compare the zero-components: We clearly have d0 = 1 whereas
v±0 =

∑
λ dλ〈id, α±

λ 〉, i.e. v+
0 =

∑
λ dλZλ,0 and v−0 =

∑
λ dλZ0,λ. But note that

∑
λ∈NXN

dλZλ,0 = (Y Z)0,0 = (ZY )0,0 =
∑

λ∈NXN

Z0,λdλ .

We have found
w

w±
= ζ± =

∑
λ∈NXN

dλZλ,0 ,

and this proves the proposition. �

Note that the Hom(aā, bb̄) part of the equality
∑

λ p
+
λ = ww−1

+ P+ gives us the
graphical identity of Fig. 2. (And we obtain a similar identity for “−”.)

We next claim the following

Proposition 3.2 The following conditions are equivalent:

1. We have Z0,λ = δλ,0.
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∑
λ

�

a a

b b

α+
λ =

w

w+

∑
β∈

M
X+

M

�

a a

b b

β

Figure 2: Chiral generators sum up to chiral horizontal projectors

2. We have Zλ,0 = δλ,0.

3. We have w+ = w.

4. Z is a permutation matrix, Zλ,µ = δλ,π(µ) where π is a permutation of NXN

satisfying π(0) = 0 and defining a fusion rule automorphism of the N-N fusion
rule algebra.

Proof. The implication 1. ⇒ 2. follows again from
∑

λ dλZλ,0 =
∑

λ Z0,λdλ arising
from [Y, Z] = 0. The implication 2.⇒ 3. follows from Proposition 3.1. We next show
the implication 3. ⇒ 4.: Because we have in general MX±

M ⊂ MXM , w+ = w− = w
means MX±

M = MXM . Consequently,
∑

λ∈NXN
dλ[α±

λ ] =
∑

β∈MXM
dβ [β] in the M-M

fusion rule algebra. Assume for contradiction that some [α±
λ ] is reducible. Then

dβ < dλ if [β] is a subsector. But [β] appears on the left hand side with a coefficient
larger or equal dλ whereas with coefficient dβ on the right hand side which cannot
be true. Hence all [α±

λ ]’s are irreducible and as w = w+, they must also be distinct.
Therefore #MX±

M = #NXN , and consequently Z must be a permutation matrix:
Zλ,µ = δλ,π(µ) with π(0) = 0 as Z0,0 = 0. Moreover, by virtue of the homomorphism
property of α-induction we have two isomorphisms ϑ± : [λ] �→ [α±

λ ] from the N -N
into the M-M fusion rule algebra and consequently ϑ−1

+ ◦ ϑ−([µ]) = [π(µ)] defines an
automorphism of the N -N fusion rules. Finally, the implication 4. ⇒ 1. is trivial.

�

Note that the statement of Proposition 3.2 (except 3.) is well known for modular
invariants in conformal field theory [15, 13] (see also [27]). However, it is remark-
able that our statement does not rely on the non-degeneracy of the braiding, i.e. it
holds even if there is no representation of the modular group around. An analogous
statement has also been derived recently for the coupling matrix arising from the
embedding of left and right chiral observables into a “canonical tensor product sub-
factor”, not relying on modularity either [37]. Yet our result turns up by considering
chiral observables only.

3.2 Chiral branching coefficients

We will now introduce the chiral branching coefficients which play an important
(twofold) role for the chiral systems, analogous to the role of the entries of the matrix
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Z for the entire system.

Lemma 3.3 We have
〈β, α±

λ 〉 =
w

dλdβ
ϕh(p

±
λ ∗h eβ) (15)

for any λ ∈ NXN and any β ∈ MXM .

Proof. By [4, Thm. 5.3] we have

1

dλ
p±λ =

∑
β∈MXM

1

dβ
〈β, α±

λ 〉eβ ,

hence
1

dλdβ
p±λ ∗h eβ =

1

d2
β

〈β, α±
λ 〉eβ .

Application of ϕh now yields the claim since ϕh(eβ) = d2
β/w by [4, Lemma 4.7] �

Hence the number 〈β, α+
λ 〉 (and similarly 〈β, α−

λ 〉) can be displayed graphically
as in Fig. 3 (cf. the argument to get the picture for Zλ,µ in [4, Thm. 5.6]). For

〈β, α+
λ 〉 =

∑
b,c

dbdc

wdλdβ

� �

c

c

b

b

α+
λ β

Figure 3: Graphical representation of 〈β, α+
λ 〉

τ ∈ MX 0
M we call the numbers b±τ,λ = 〈τ, α±

λ 〉 chiral branching coefficients. Note that
from Zλ,µ = 〈α+

λ , α
−
µ 〉 we obtain the formula

Zλ,µ =
∑

τ∈MX 0
M

b+τ,λb
−
τ,µ . (16)

Introducing rectangular matrices b± with entries (b±)τ,λ = b±τ,λ we can thus write
Z = tb+b−. The name “chiral branching coefficients” is motivated from the case where
chiral locality condition holds. The canonical sector restriction [26] of some morphism
β ∈ Mor(M,M) is given by σβ = ῑβι ∈ Mor(N,N) and was named “σ-restriction” in
[1]. Now suppose β ∈ MXM . Then σβ ∈ Σ(NXN ). We put bτ,λ = 〈λ, σβ〉 for λ ∈ NXN .
The following proposition is just the version of ασ-reciprocity [1, Thm. 3.21] in our
setting of braided subfactors.
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Proposition 3.4 Whenever the chiral locality condition ε+(θ, θ)γ(v) = γ(v) holds
then we have b+τ,λ = b−τ,λ = bτ,λ for all τ ∈ MX 0

M , λ ∈ NXN .

Proof. Using chiral locality, it was proven in [3, Prop. 3.3] that 〈α±
λ , β〉 = 〈λ, σβ〉

whenever [β] is a subsector of some [α±
µ ]. Hence

〈α+
λ , τ 〉 = 〈λ, στ 〉 = 〈α−

λ , τ 〉

for τ ∈ MX 0
M . �

Note that, with chiral locality, the modular invariant matrix is written as
Zλ,µ =

∑
τ∈MX 0

M
bτ,λbτ,µ, and this is exactly the expression which characterizes “block-

diagonal” or “type I” invariants. In fact, in the net of subfactor setting, the numbers
〈λ, σβ〉 describe the decomposition of restricted representations π0 ◦ β as established
in [26]. For conformal inclusions or simple current extensions treated in [2], the bτ,λ’s
are exactly the branching coefficients because the ambichiral system corresponds to
the DHR morphisms of the extended theory by the results of [3, 4]. Without chiral
locality we only have b±τ,λ ≤ bτ,λ similar to the inequality 〈α±

λ , α
±
µ 〉 ≤ 〈θλ, µ〉 which

replaces the “main formula” of [1, Thm. 3.9].

3.3 Chiral vertical algebras

We define for each τ ∈ MX 0
M a vector space

Aτ =
⊕

a,b∈NXM

Hom(aτ ā, bτ b̄) ,

and we endow it, similar to the double triangle algebra, with a vertical product �v

defined graphically in Fig. 4. Then it is not hard to see that a complete set of matrix

X
�

�

a τ a

b τ b

�v Y
�

�

c τ c

d τ d

= δa,d da

Y

X

�

�

�

c τ c

a τ a

b τ b

Figure 4: Vertical product for Aτ

units is given by elements fa,c,i,j
λ;b,d,k,l as defined in Fig. 5. They obey

fa,c,j,l
λ;b,d,i,k �v f

a′,c′,j′,l′
λ′;b′,d′,i′,k′ = δλ,λ′δa,b′δc,d′δj,i′δl,k′ fa′,c′,j′,l′

λ;b,d,i,k .

We define a functional ψτ
v as in Fig. 6. It fulfills ψτ

v (fa,c,j,l
λ;b,d,i,k) = δa,bδc,dδi,jδk,ldλ, and
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fa,c,j,l
λ;b,d,i,k =

1

dadb

√
dλ

dτ

�

�

�

a a
τ

c

λ

b b
τ

d

T d;i
b,τ

tλ;k

d,b̄

(T d;j
b,τ )∗

(tλ;l

d,b̄
)∗

Figure 5: Matrix units for Aτ

ψτ
v : X

�

�

a τ a

b τ b

�−→ δa,b da X �
a τ a

Figure 6: Trace for Aτ

therefore it is a faithful (un-normalized) trace on Aτ . We next define vector spaces
Hτ,λ by

Hτ,λ =
⊕

a∈NXM

Hom(λ, aτ ā) ,

and special vectors ωτ,λ,+
b,c,t,X ∈ Hτ,λ and ωτ,λ,−

b,c,t,X ∈ Hτ̄ ,λ̄ as given in Fig. 7. Note that

ωτ,λ,+
b,c,t,X =

∑
a

�

�

a
c

b

τ

λ

t
X∗

ωτ,λ,−
b,c,t,X =

∑
a

�

�

a
c

b

τ

λ

t∗
X

Figure 7: The vectors ωτ,λ,+
b,c,t,X ∈ Hτ,λ and ωτ,λ,−

b,c,t,X ∈ Hτ̄ ,λ̄

such vectors may be linearly dependent. Let H+
τ,λ ⊂ Hτ,λ respectively H−

τ,λ ⊂ Hτ̄ ,λ̄

be the subspaces spanned by vectors ωτ,λ,+
b,c,t,X respectively ωτ,λ,−

b,c,t,X where b, c ∈ NXM

and t ∈ Hom(λ, bc̄) and X ∈ Hom(τ, c̄b) are isometries. Now take such vectors
ωτ,λ,±

b,c,t,X and ωτ,λ,±
b′,c′,t′,X ′. We define an element |ωτ,λ,+

b′,c′,t′,X ′〉〈ωτ,λ,+
b,c,t,X | ∈ Aτ by the diagram
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in Fig. 8. Analogously we define |ωτ,λ,−
b′,c′,t′,X ′〉〈ωτ,λ,−

b,c,t,X | ∈ Aτ̄ . Choosing orthonormal

|ωτ,λ,+
b′,c′,t′,X ′〉〈ωτ,λ,+

b,c,t,X | =
∑
a,d

�

�

�

d
c′

b′

τ

λ

t′
(X′)∗

a
c

b

τ

t∗
X

Figure 8: The elements |ωτ,λ,+
b′,c′,t′,X ′〉〈ωτ,λ,+

b,c,t,X | ∈ Aτ

bases of isometries tλ;i
b,c̄ ∈ Hom(λ, bc̄) and Xτ,j

c̄,b ∈ Hom(τ, c̄b) we sometimes abbreviate

ωτ,λ,±
b,c,i,j = ωτ,λ,±

b,c,t
λ;i
b,c̄ ,X

τ,j
c̄,b

and we also use the notation ωτ,λ,±
ξ = ωτ,λ,±

b,c,i,j with some multi-

index ξ = (b, c, i, j). For vectors ϕτ,λ,±
� ∈ H±

τ,λ with expansions ϕτ,λ,±
� =

∑
ξ c

ξ
�,±ω

τ,λ,±
ξ ,

� = 1, 2, we define elements |ϕτ,λ,+
1 〉〈ϕτ,λ,+

2 | ∈ Aτ and |ϕτ,λ,−
1 〉〈ϕτ,λ,−

2 | ∈ Aτ̄ by

|ϕτ,λ,±
1 〉〈ϕτ,λ,±

2 | =
∑
ξ,ξ′

cξ1,±(cξ
′

2,±)∗|ωτ,λ,±
ξ 〉〈ωτ,λ,±

ξ′ | , (17)

and scalars 〈ϕτ,λ,±
2 , ϕτ,λ,±

1 〉 ∈ C by

〈ϕτ,λ,+
2 , ϕτ,λ,+

1 〉 =
1

dλ
ψτ

v (|ϕτ,λ,+
1 〉〈ϕτ,λ,+

2 |) ,

〈ϕτ,λ,−
2 , ϕτ,λ,−

1 〉 =
1

dλ
ψτ̄

v (|ϕτ,λ,−
1 〉〈ϕτ,λ,−

2 |) .
(18)

Analogous to the proof of [4, Lemma 6.1] one checks that Eq. (17) extends to
positive definite sesqui-linear maps H+

τ,λ ×H+
τ,λ → Aτ and H−

τ,λ × H−
τ,λ → Aτ̄ . Con-

sequently, Eq. (18) defines scalar products turning H±
τ,λ into Hilbert spaces. Note

that the scalar product 〈ωτ,λ,+
b,c,t,X , ω

τ,λ,+
b′,c′,t′,X ′〉 is given graphically as in Fig. 9. Here we

pulled out a closed wire a so that the summation over a produced together with
the prefactor da just the global index w. We define subspaces A+

τ,λ ⊂ Aτ respec-

tively A−
τ,λ ⊂ Aτ̄ given as the linear span of elements |ωτ,λ,+

b′,c′,t′,X ′〉〈ωτ,λ,+
b,c,t,X | respectively

|ωτ,λ,−
b′,c′,t′,X ′〉〈ωτ,λ,−

b,c,t,X |.

Lemma 3.5 We have the identity of Fig. 10 for intertwiners in Hom(λ′, λ). An
analogous identity can be established using vectors ωτ,λ,−

b,c,t,X ∈ H−
τ,λ.
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〈ωτ,λ,+
b,c,t,X , ω

τ,λ,+
b′,c′,t′,X ′〉 =

w

dλ
��

c′
b′

τα+
λ

t′
(X′)∗

c

bt∗
X

Figure 9: The scalar product 〈ωτ,λ,+
b,c,t,X , ω

τ,λ,+
b′,c′,t′,X ′〉

∑
a

da �

�

�

a

c′
b′

τ

λ

λ′

t′
(X′)∗

c

bt∗
X

= δλ,λ′ 〈ωτ,λ,+
b,c,t,X , ω

τ,λ,+
b′,c′,t′,X ′〉 �λ

Figure 10: An identity in Hom(λ′, λ)

Proof. (Similar to the proof of [4, Lemma 6.2].) It is clear that we obtain a scalar
which is zero unless λ = λ′. To compute the scalar, we put λ = λ′ and then we can
close the wire λ on the left hand side, what has to be compensated by a factor 1/dλ.
We can now open the wire a on the right and close it on the left, and this way we
can pull out the wire a, yielding a closed loop. Hence the summation over a gives
the global index, and the resulting picture is regularly isotopic to Fig. 9. �

Corollary 3.6 The subspaces A+
τ,λ ⊂ Aτ and A−

τ,λ ⊂ Aτ̄ are in fact subalgebras.
Moreover, in Aτ respectively Aτ̄ we have multiplication rules

|ϕτ,λ,±
1 〉〈ϕτ,λ,±

2 | �v |ϕτ,µ,±
3 〉〈ϕτ,µ,±

4 | = δλ,µ〈ϕτ,λ,±
2 , ϕτ,λ,±

3 〉 |ϕτ,λ,±
1 〉〈ϕτ,λ,±

4 | , (19)

ϕτ,λ,±
� ∈ H±

τ,λ, � = 1, 2, 3, 4. Consequently, we have subalgebras A+
τ ⊂ Aτ and

A−
τ ⊂ Aτ̄ given as the direct sums A±

τ =
⊕

λA
±
τ,λ. We can choose orthonormal

bases {uτ,λ,±
i }dimH±

τ,λ

i=1 of H±
τ,λ to obtain systems of matrix units {|uτ,λ,±

i 〉〈uτ,λ,±
j |}λ,i,j in

A±
τ .
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We call the algebras A±
τ , τ ∈ MX 0

M , chiral vertical algebras. Next we define elements
I+
τ ∈ Aτ and I−τ ∈ Aτ̄ by the diagrams in Fig. 11 and we call them chiral multiplicative

units (for reasons given below). We then claim the following

I+
τ =

1

w+

∑
β∈

M
X−

M

∑
a,b

�

�β

τ

a a

b b

I−τ =
1

w+

∑
β∈

M
X+

M

∑
a,b

�
�
β

τa a

b b

Figure 11: Chiral multiplicative units I±τ

Lemma 3.7 We have

I±τ =
1

w2
√
dτ

∑
λ,ξ

√
dλ|ωτ,λ,±

ξ 〉〈ωτ,λ,±
ξ | . (20)

Proof. We compute the sum

∑
λ,b,c,i,j

√
dλ

w2
√
dτ

|ωτ,λ,+
b,c,i,j〉〈ω

τ,λ,+
b,c,i,j |

graphically. The proof for “−” is analogous. This sum is given by the left hand side
of Fig. 12. Using the expansion of the identity (cf. [4, Lemma 4.3]) for the parallel

∑
a,b,c,d,λ,j

√
dbdc

w2
√
dτ

�

�

�

d
c

b

τ

λ

(X
τ;j
c̄,b

)∗

a
c

b

τ

X
τ;j
c̄,b

=
∑

a,b,c,d,
λ,ν,ρ,j

√
dbdc

w2
√
dτ

�

�

�

�

�

d d
c

b
b

τ

λ

(X
τ;j
c̄,b

)∗

a a
c

b
b

ρ

ν

τ

X
τ;j
c̄,b

Figure 12: The sum
∑

λ,ξ w
−2
√
dλ/dτ |ωτ,λ,±

ξ 〉〈ωτ,λ,±
ξ |

wires a, b on the top and d, b on the bottom we obtain the right hand side of Fig. 12.
Using such an expansion now the other way round for the summation over λ we arrive
at the left hand side of Fig. 13. The crucial point is now the observation that left
and right part of this wire diagram are only connected by wires α−

ν and α−
ρ . Let us
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∑
a,b,c,d,

ν,ρ,j

√
dbdc

w2
√
dτ

�

�

�

�

d d

b

b

τ

(X
τ;j
c̄,b

)∗

a a

c

b

α−
ρ

α−
ν

τ

X
τ;j
c̄,b

=
∑

a,b,c,d,λ,j,

β∈
M

X−
M

√
dbdc

w2
√
dτ

�

�

�

�

d d
c

b

τ

λ

(X
τ;j
c̄,b

)∗

a a
c

b

τ

β

X
τ;j
c̄,b

Figure 13: The sum
∑

λ,ξ w
−2
√
dλ/dτ |ωτ,λ,±

ξ 〉〈ωτ,λ,±
ξ |

start again with the original picture, namely the left hand side of Fig. 12, and make
an expansion for the open ending wires a and d on the left side with a summation
over wires β ∈ MXM . Then it follows that only the wires with β ∈ MX−

M contribute
because Hom(β, α−

ρ α
−
ν ) is always zero unless β ∈ MX−

M . This establishes equality
with the right hand side of Fig. 13. The wire β can now be pulled in and application
of the naturality move (cf. Fig. 1) for the relative braiding yields the left hand side
of Fig. 14. Then, using the graphical identity of Fig. 2 gives us the right hand side

∑
a,b,c,d,λ,j,

β∈
M

X−
M

√
dbdc

w2
√
dτ

�
�

�

�

d d

c

b

τ

α+
λ

(X
τ;j
c̄,b

)∗

a a
c

b

τ

β

X
τ;j
c̄,b

=
∑

a,b,c,d,j,

β∈
M

X−
M

√
dbdc

ww+

√
dτ

�
�

�

�

d d

c b

τ

τ

(X
τ;j
c̄,b

)∗

a a

c b

τ

β

Xτ;j
c̄,b

Figure 14: The sum
∑

λ,ξ w
−2
√
dλ/dτ |ωτ,λ,±

ξ 〉〈ωτ,λ,±
ξ |

of Fig. 14, as only the wire τ survives in the sum of the chiral horizontal projector.

The two “bulbs” yield just a scalar factor
√
dbdc/dτ , but due to the summation over

the fusion channels j it appears with multiplicity N τ
c̄,b. Hence the total prefactor is
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calculated as ∑
b,c

dbdcN
τ
c̄,b

ww+dτ
=
∑
b

d2
b

ww+
=

1

w+
,

and this is the prefactor of I+
τ . �

Now let us the consider the case τ = id: Note that Aid is a subspace of the
double triangle algebra containing the horizontal center Zh. Then the sum
1

w2

∑
λ,ξ

√
dλ|ω0,λ,±

ξ 〉〈ω0,λ,±
ξ | gives graphically exactly the picture (+) for

∑
λ qλ,0 re-

spectively (−) for
∑

λ q0,λ, where qλ,µ ∈ Zh are the vertical projectors of [4, Def. 6.7].
Hence we obtain the following

Corollary 3.8 In the double triangle algebra we have w+
∑

λ qλ,0 = P− and
w+

∑
λ q0,λ = P+.

Next we establish some kind of trivial action of MX±
M on H∓

τ,λ.

Lemma 3.9 For β ∈ MX−
M we have the identity of Fig. 15. An analogous identity

holds when we choose β ∈ MX+
M acting on ωτ,λ,−

b,c,t,X .

∑
a,d

da

�

�

�

d d

a c

b

τ

β

λ

t
X∗ = d2

β ω
τ,λ,+
b,c,t,X

Figure 15: The trivial action of MX−
M on H+

τ,λ

Proof. Starting with Fig. 15 we can slide around the, say, left trivalent vertex of
the wire β to obtain the left hand side of Fig. 16. Using now naturality move for the
relative braiding and turning around the small arcs, giving a factor dβ/da, yields the
right hand side of Fig. 16. We now see that the summation over the wire a is just
an expansion of the identity which can be replaced by parallel wires β and d (cf. [4,
Lemma 4.3]). Hence we obtain a closed loop β which is just another factor dβ , and

we are left with the original diagram for ωτ,λ,+
b,c,t,X , together with a prefactor d2

β . �

We now obtain immediately the following corollary which finally justifies the name
“chiral multiplicative units” for elements I±τ ∈ A±

τ .
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∑
a,d

da

�

�

�

d d

a
c

b

τβ

α+
λ

t
X∗ =

∑
a,d

dβ

�

�

�

d d

a

c

b

τ β

α+
λ

t
X∗

Figure 16: Proof of the trivial action of MX−
M on H+

τ,λ

Corollary 3.10 In Aτ we have

I±τ �v |ωτ,λ,±
b′,c′,t′,X ′〉〈ωτ,λ,±

b,c,t,X | = |ω
τ,λ,±
b′,c′,t′,X ′〉〈ωτ,λ,±

b,c,t,X | �v I
±
τ = |ωτ,λ,±

b′,c′,t′,X ′〉〈ωτ,λ,±
b,c,t,X | . (21)

Then we define elements I±τ,λ ∈ A±
τ,λ by

I±τ,λ =
1

w2

√
dλ

dτ

∑
ξ

|ωτ,λ,±
ξ 〉〈ωτ,λ,±

ξ | , (22)

so that I±τ =
∑

λ I
±
τ,λ. We now claim

Lemma 3.11 We have the expansion in matrix units

I±τ,λ =

dimH±
τ,λ∑

i=1

|uτ,λ,±
i 〉〈uτ,λ,±

i | . (23)

Proof. Using Lemma 3.7, Corollary 3.6 and Corollary 3.10 we compute

1

w2

√
dλ

dτ

∑
ξ

〈uτ,λ,±
i , ωτ,λ,±

ξ 〉〈ωτ,λ,±
ξ , uτ,λ,±

j 〉|uτ,λ,±
i 〉〈uτ,λ,±

j | =

= |uτ,λ,±
i 〉〈uτ,λ,±

i | �v I
±
τ �v |uτ,λ,±

j 〉〈uτ,λ,±
j | = δi,j|uτ,λ,±

i 〉〈uτ,λ,±
i | .

On the other hand we obtain by expanding the vectors ωτ,λ,±
ξ in basis vectors uτ,λ,±

i

I±τ,λ =
1

w2

√
dλ

dτ

∑
ξ,i,j

〈uτ,λ,±
i , ωτ,λ,±

ξ 〉〈ωτ,λ,±
ξ , uτ,λ,±

j 〉|uτ,λ,±
i 〉〈uτ,λ,±

j | ,

hence I±τ,λ =
∑

i,j δi,j|uτ,λ,±
i 〉〈uτ,λ,±

i |. �

Lemma 3.12 The dimensions of the Hilbert spaces H±
τ,λ are given by the chiral

branching coefficients: dimH±
τ,λ = b±τ,λ.
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Proof. We show dimH+
τ,λ = b+τ,λ; the “−” case is analogous. The dimensions dimH+

τ,λ

are counted as

dimH+
τ,λ =

dimH+
τ,λ∑

i=1

〈uτ,λ,+
i , uτ,λ,+

i 〉 =
1

dλ
ψτ

v (I+
τ,λ) =

1

w2

√
dλ

dτ

∑
ξ

〈ωτ,λ,+
ξ , ωτ,λ,+

ξ 〉 .

Using now the graphical representation of the scalar product in Fig. 9, then we obtain
with the normalization convention for the small semicircular wires exactly the wire
diagram for b+τ,λ, cf. Fig. 3. �

3.4 Chiral representations

Recall that the horizontal centerZh of the double triangle algebra is spanned by the
elements eβ with β ∈ MXM . Denote Z±

h = P± ∗h Zh. Since the eβ’s are projections
with respect to the horizontal product, Z±

h ⊂ Zh are the subspaces spanned by
elements eβ± with β± ∈ MX±

M . As (Zh, ∗v) is isomorphic to the M-M fusion rule
algebra (cf. [4, Thm. 4.4]) and since MX±

M ⊂ MXM are subsystems, Z±
h ⊂ Zh are

in fact vertical subalgebras. We are now going to construct representations of these
chiral vertical algebras (Z±

h , ∗v).

Lemma 3.13 For β± ∈ MX±
M let π+

τ,λ(eβ+)ωτ,λ,+
b,c,t,X ∈ Hτ,λ and π−

τ,λ(eβ−)ωτ,λ,−
b,c,t,X ∈ Hτ̄ ,λ̄,

respectively, denote the vectors defined graphically by the left respectively right hand
side of Fig. 17. Then in fact π±

τ,λ(eβ±)ωτ,λ,±
b,c,t,X ∈ H±

τ,λ.

∑
a,d

da

�

�

�

d d

a c

b

τ

β+

λ

t
X∗

∑
a,d

da

�
�

�

d d

a c

b

τ

β−

λ

t∗
X

Figure 17: The vectors π+
τ,λ(eβ+)ωτ,λ,+

b,c,t,X ∈ Hτ,λ and π−
τ,λ(eβ−)ωτ,λ,−

b,c,t,X ∈ Hτ̄ ,λ̄

Proof. We prove π+
τ,λ(eβ+)ωτ,λ,+

b,c,t,X ∈ H+
τ,λ for β+ ∈ MX+

M . The proof of

π−
τ,λ(eβ−)ωτ,λ,−

b,c,t,X ∈ H−
τ,λ for β− ∈ MX−

M is analogous. First we can turn around the
small arcs at the trivalent vertices of the wire β+ which gives us a factor dβ+/da. The
we use the expansion of the identity (cf. [4, Lemma 4.3]) for the parallel wires a and
b. This we way we obtain the left hand side of Fig. 18. Now let us look at the part of
the picture above the dotted line. In a suitable Frobenius annulus, this part can be
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∑
a,d,ν

dβ+

�

�

�

�

d d

a a
b b

c

ν

λ

τ β+

t
X∗

=
∑
a,d,ν

dβ+

�

�

�

�

d d

a a
b b

c

ν

λ

τ β+

t
X∗

Figure 18: The vector π+
τ,λ(eβ+)ωτ,λ,+

b,c,t,X ∈ Hτ,λ

read for fixed ν and d as
∑

i λ(ti)ε
−(ν, λ)t∗i , and the sum runs over a full orthonormal

basis of isometries ti ∈ Hom(ν, bβ̄+d̄). Next we look at the part above the dotted
line on the right hand side of Fig. 18. In the same Frobenius annulus, this can be
similarly read as

∑
j λ(sj)ε

−(ν, λ)s∗j where the sum runs over another orthonormal
basis of isometries sj ∈ Hom(ν, bβ̄+d̄). Since such bases are related by a unitary ma-
trix (“unitarity of 6j-symbols”), we conclude that both diagrams represent the same
vector in Hτ,λ. Now turning around the small arcs at the trivalent vertices of the wire
β+ and using the expansion the identity in the reverse way leads us to the left hand
side of Fig. 19. Then we look at the part of the picture inside the dotted box. In a

∑
a,d

da

�

�

�

d

a

b

bc

λ

τ β+

t
X∗ ←→

∑
c′,i,j

coeff(c′,i,j)

�

�a a

c′

λ

τ

tλ;i
a,c̄′

(Xτ;j
c̄′,a)∗

Figure 19: The vector π+
τ,λ(eβ+)ωτ,λ,+

b,c,t,X ∈ Hτ,λ

suitable Frobenius annulus, this can be read as an intertwiner in Hom(āλ, τ ā). Since
any element in this space can be expanded in the basis basis given in the dotted box
on the right hand side of Fig. 19, we conclude that π+

τ,λ(eβ+)ωτ,λ,+
b,c,t,X is in fact a linear

combination of ωτ,λ,+
ξ ’s, hence it is in H+

τ,λ. �

Since it is just intertwiner multiplication in each Hom(λ, aτ ā) block, the prescrip-
tion ωτ,λ,+

b,c,t,X �→ π+
τ,λ(eβ+)ωτ,λ,+

b,c,t,X clearly defines a linear map π+
τ,λ(eβ+) : H+

τ,λ �→ Hτ,λ

for each β+ ∈ MX+
M . From Lemma 3.13 we now learn that π+

τ,λ(eβ+) is in fact a
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linear operator on H+
τ,λ. Similarly π−

τ,λ(eβ−) is a linear operator on H−
τ,λ for each

β− ∈ MX−
M . We therefore obtain linear maps π±

τ,λ : Z±
h → B(H±

τ,λ) by linear exten-
sion of eβ± �→ π±

τ,λ(eβ±), β± ∈ MX±
M .

Lemma 3.14 The maps π±
τ,λ : Z±

h → B(H±
τ,λ) are in fact linear representations.

Proof. We prove the representation property of π+
τ,λ; the proof for π−

τ,λ is analogous.

For β+, β
′
+ ∈ MX+

M , the vector π+
τ,λ(eβ+)(π+

τ,λ(eβ′
+
)ωτ,λ,+

b,c,t,X) is given graphically by the
left hand side of Fig. 20. Next we use the expansion of the identity (cf. [4, Lemma

∑
a,a′,d

dada′

�

�

�

�

d d

a′ a′

a c

b

τ

β+

β ′
+

λ

t
X∗ =

∑
a,a′,d,β′′

+

dada′

�

�
� �
�

�

�

d d

a′ a′

a

c

b

τ
β+

β ′
+

β+

β ′
+

β ′′
+

λ

t
X∗

Figure 20: The vector π+
τ,λ(eβ+)π+

τ,λ(eβ′
+
)ωτ,λ,+

b,c,t,X ∈ H+
τ,λ

4.3]) for the parallel wires β+ and β ′
+ on, say, the left hand side of the crossings with

the wire τ . Note that only β ′′
+ ∈ MX+

M can contribute because Hom(β+β
′
+, β

′′
+) = 0

otherwise. Application of the braiding fusion relation for the relative braiding yields
the right hand side of Fig. 20. Using expansions of the identity also for the parallel
pieces of the wires a and d on the left and on the right, we obtain a picture where
the bottom part coincides with the wire diagram in [4, Fig. 42], up to the crossing
with the wire τ . In fact we can use the same argument (“unitarity of 6j-symbols”)
as in the proof of [4, Thm. 4.4] to obtain the desired result

π+
τ,λ(eβ+)(π+

τ,λ(eβ′
+
)ωτ,λ,+

b,c,t,X) =
∑

β′′
+∈MX+

M

dβ+dβ′
+

dβ′′
+

N
β′′
+

β+,β′
+
π+

τ,λ(eβ′
+
)ωτ,λ,+

b,c,t,X .

As the prefactors coincide with those in the decomposition of the vertical product
eβ+ ∗v eβ′

+
into eβ′′

+
’s, the claim is proven. �

4 Chiral structure of the center Zh
In this section we will analyze the chiral systems MX±

M in the non-degenerate case,
i.e. from now on we impose the following

Assumption 4.1 In addition to Assumption 2.4, we now assume that the braiding
on NXN is non-degenerate in the sense of [4, Def. 2.3].
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4.1 Non-degeneracy of the ambichiral braiding

We define w0 =
∑

β∈
M
X 0

M
d2

β and call it the ambichiral global index.

Theorem 4.2 The braiding on the ambichiral system MX 0
M arising from the relative

braiding of the chiral systems is non-degenerate. Moreover, the ambichiral global
index is given by w0 = w2

+/w.

Proof. From Lemma [4, Thm. 6.8] we obtain
∑

λ,µ qλ,µ ∗h eτ = δτ,0e0. The left
hand side is displayed graphically by the left hand side of Fig. 21. We can “pull in”

∑
a,b,c,d,λ,µ

dbdc

w2 � �
�

d dc
b

a ac

b

λ µ
τ

=
∑

a,b,c,d,λ,µ

dbdc

w2

� ��

d dc
b

a ac

b
α+

λ
α−

µ

τ

Figure 21: Non-degeneracy of the ambichiral braiding

the wire τ since it admits relative braiding with both α+
λ and α−

µ , and this way we
obtain the right hand side of Fig. 21. We can use the expansion of the identity for
the parallel wires b, c on the top and bottom (cf. [4, Lemma 4.3]) to obtain the left
hand side of Fig. 22. Here only ambichiral morphisms τ, τ ′ ∈ MX 0

M contribute in

∑
a,b,c,d,

λ,µ,τ′ ,τ′′

dbdc

w2

�

�

�

�
�

a

d

a

dcb c b

cb c b

α+
λ

α−
µ

τ ′′

τ ′

τ
=

∑
a,b,c,d,

λ,µ,τ′ ,τ′′

dbdc

w2
�

�

�

� �

a

d

a

d

b

c

b

c

b

c

b

c

α+
λ α−

µ

τ

τ ′

τ ′′

Figure 22: Non-degeneracy of the ambichiral braiding

the corresponding sums over β ′, β ′′ ∈ MXM since they appear between α+
λ and α−

µ .
Application of the naturality moves for the relative braiding yields the right hand
side of Fig. 22. Now we see that intertwiners in Hom(τ ′, τ ′′) appear so that we first
obtain a factor δτ ′,τ ′′. Then we take the scalar part of the loop separately to obtain
Fig. 23, where we need a compensating factor 1/dτ ′ . By using the (+ and − version
of the) graphical identity of Fig. 2 we obtain the left hand side of Fig. 24. Here we

26



∑
a,b,c,d,λ,µ,τ ′

dbdc

w2dτ ′

�

�

� �
�
�b

c

b

c

b

c

b

c a a

d d

α+
λ

α−
µ

τ ′

τ ′

τ
τ ′

Figure 23: Non-degeneracy of the ambichiral braiding

∑
a,b,c,d,τ ′

dbdc

w2
+dτ ′

�

�

� �
�
�b

c

b

c

b

c

b

c a a

d d

τ ′ τ ′

τ ′

τ ′

τ
τ ′

=
∑

a,b,c,d,τ ′

dbdcN
τ ′
c̄,b

w2
+

�
�

a a

d d

τ
τ ′

Figure 24: Non-degeneracy of the ambichiral braiding

used the fact that only the wire τ ′ survives the summations over β ∈ MX±
M of the

chiral horizontal projectors. The “bulbs” give just inner products of basis isometries.
Due to the summation over internal fusion channels we obtain therefore a multiplicity
N τ ′

c̄,b with a closed wire τ ′, evaluated as dτ ′. Thus we are left with the right hand side

of Fig. 24. Note that
∑

b,c dbdcN
τ ′
c̄,b =

∑
b d

2
bdτ ′ = wdτ ′. Now the Hom(aā, dd̄) part

of the right hand side of Fig. 24 must be equal to the Hom(aā, dd̄) part of δτ,0e0.
Sandwiching this with basis (co-) isometries yields the identity displayed in Fig. 25.
This is the orthogonality relation showing that the braiding on the ambichiral system

∑
τ ′
dτ ′ �

� τ
τ ′

= δτ,0
w2

+

w

Figure 25: Non-degeneracy of the ambichiral braiding

is non-degenerate (cf. [4, Fig. 20]). Consequently the number w2
+/w must be w0, the

ambichiral global index. �
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Let us define scalars ωτ , Y
ext
τ,τ ′ ∈ C by

R∗
τEr(τ̄ , τ )∗R̄τ = ωτ1 , dτdτ ′φτ(Er(τ ′, τ )Er(τ, τ ′))∗ = Y ext

τ,τ ′1 ,

for τ, τ ′ ∈ MX 0
M . Note that these numbers can be displayed graphically as in Fig. 26.

�τ

� �
τ τ ′

Figure 26: Statistics phase ωτ and Y-matrix element Y ext
τ,τ ′ for the ambichiral system

Putting also c0 = 4arg(
∑

τ∈
M
X 0

M
d2

τωτ )/π we obtain from Theorem 4.2 the following

Corollary 4.3 Matrices Sext and T ext with matrix elements Sext
τ,τ ′ = w

−1/2
0 Y ext

τ,τ ′ and

T ext
τ,τ ′ = e−πic0/12ωτδτ,τ ′, τ, τ ′ ∈ MX 0

M , obey the full Verlinde modular algebra and
diagonalize the fusion rules of the ambichiral system.

4.2 Chiral matrix units

For elements |ωτ,λ,+
b1,c1,t1,X1

〉〈ωτ,λ,+
b2 ,c2,t2,X2

| ∈ A+
τ,λ and |ωτ,µ,−

b3,c3,t3,X3
〉〈ωτ,µ,−

b4,c4,t4,X4
| ∈ A−

τ,µ we de-

fine an element |ωτ,λ,+
b1,c1,t1,X1

〉〈ωτ,λ,+
b2 ,c2,t2,X2

|⊗ |ωτ,µ,−
b3,c3,t3,X3

〉〈ωτ,µ,−
b4,c4,t4,X4

| in the double triangle
algebra by the diagram in Fig. 27. Then, for elements

∑
a,d

� �

�

�

d
c1b1 c3 b3

a c2b2 c4 b4

λ µ

τ

τ

t1

t∗2

t∗3

t4

X∗
1

X2

X3

X∗
4

Figure 27: The element |ωτ,λ,+
b1,c1,t1,X1

〉〈ωτ,λ,+
b2 ,c2,t2,X2

| ⊗ |ωτ,µ,−
b3,c3,t3,X3

〉〈ωτ,µ,−
b4,c4,t4,X4

| ∈

|ϕτ,λ,+
1 〉〈ϕτ,λ,+

2 | =
∑
ξ,ξ′

cξ1,+(cξ
′

2,+)∗|ωτ,λ,+
ξ 〉〈ωτ,λ,+

ξ′ | ∈ A+
τ,λ
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and
|ϕτ,µ,−

3 〉〈ϕτ,µ,−
4 | =

∑
ξ,ξ′

cξ3,−(cξ
′

4,−)∗|ωτ,µ,−
ξ 〉〈ωτ,µ,−

ξ′ | ∈ A−
τ,µ

we define an element |ϕτ,λ,+
1 〉〈ϕτ,λ,+

2 | ⊗ |ϕτ,µ,−
3 〉〈ϕτ,µ,−

4 | ∈ by putting

|ϕτ,λ,+
1 〉〈ϕτ,λ,+

2 | ⊗ |ϕτ,µ,−
3 〉〈ϕτ,µ,−

4 | =∑
ξ,ξ′,ξ′′,ξ′′′

cξ1,+(cξ
′

2,+)∗cξ
′′

3,−(cξ
′′′

4,−)∗|ωτ,λ,+
ξ 〉〈ωτ,λ,+

ξ′ | ⊗ |ωτ,µ,−
ξ′′ 〉〈ω

τ,µ,−
ξ′′′ | .

(24)

Lemma 4.4 Eq. (24) extends to a bi-linear map A+
τ,λ ×A−

τ,µ → Zh.

Proof. Let Φ+
a,b denote the Hom(aτ ā, bτ b̄) part of |ϕτ,λ,+

1 〉〈ϕτ,λ,+
2 | and similarly Φ−

a,b

the Hom(aτ̄ ā, bτ̄ b̄) part of |ϕτ,µ,−
3 〉〈ϕτ,µ,−

4 |. Then the Hom(aā, bb̄) part Φa,b of

Φ = |ϕτ,λ,+
1 〉〈ϕτ,λ,+

2 | ⊗ |ϕτ,µ,−
3 〉〈ϕτ,µ,−

4 | ∈

can be written as

Φa,b = dτ

√
dadb b(R̄τ )

∗bτ (Rb)
∗Φ+

a,baτ ā(Φ
−
a,b)aτ (Ra)a(R̄τ) .

Thus each component of Φ is obviously linear in the components of the vectors in
A+

τ,λ and A−
τ,µ, proving bi-linearity. It remains to be shown that Φ it is in Zh. But

this is clear since any element of the form given in [4, Fig. 33] can be horizontally
“pulled through”. As such elements span the whole double triangle algebra, the claim
is proven. �

We need another graphical identity which refines [4, Lemma 6.2].

Lemma 4.5 We have the identity in Fig. 28 for intertwiners in Hom(λ′µ̄′, λµ̄).

∑
a

da

�

�

�

�

�

c′

b′

a

c
b

c
b

t∗ s∗t′ s′

X Y ∗

λ µ

λ′ µ′

τ

= δλ,λ′δµ,µ′
w

dλdµ
� �

�

� �α+
λ α−

µ

λ µc′

b′

c
b

c
b

t∗ s∗

t′ s′

X Y ∗
τ

Figure 28: An identity in Hom(λ′µ̄′, λµ̄)
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∑
a,ν

da

�

�

�

��

�

c′b′ b′

a

c
b

c
b

t∗ s∗t′ s′

X Y ∗

λ µ

λ′ µ′ν

τ

=
∑
ν

dν

�

�

�

��

�

c′

b′

c
b

c
b

t∗ s∗t′ s′

X Y ∗

λ µ

λ′ µ′ν

τ

Figure 29: The identity in Hom(λ′µ̄′, λµ̄)

Proof. Using the expansion of the identity (cf. [4, Lemma 4.3]) for the parallel
wires a and b′ on the top yields the left hand side of Fig. 29. We then slide around
the trivalent vertices of the wire ν along the wire a so that they almost meet at the
bottom of the picture. Turning around their small arcs yields a factor dν/da, and
we can then see that the summation over a is just the expansion of the identity (cf.
[4, Lemma 4.3]) which gives us to parallel wires b′ and ν. This way we arrive at the
right hand side of Fig. 29. Then we apply the expansion of the identity four times:
First twice for the parallel wires b and b′ on the bottom, yielding expansions over ρ
and ρ′. Next we expand the parallel wires τ and b′ in the middle lower part of the
picture, resulting in a summation over a wire a′. Finally we expand the parallel wires
c′ and a′ in the center of the picture, yielding a summation over a wire ρ′′. This gives
us Fig. 30. Now we can pull the circle ν around the middle expansion ρ′′, just by

∑
ν,a′,ρ,ρ′,ρ′′

dν

�

�

�

��

� �

�
� �

c′ c′

a′ a′

c

b

c

bb b

b′ b′b′ b′

t∗ s∗t′ s′

X Y ∗

λ µ

λ′ µ′ν

ρ ρ′

ρ′′
τ τ

Figure 30: The identity in Hom(λ′µ̄′, λµ̄)

virtue of the IBFE moves as well as the Yang-Baxter relation for thin wires. Due to
the prefactor dν , the summation over ν yields exactly the orthogonality relation for
a non-degenerate braiding (cf. [4, Fig. 20]), the “killing ring”. Therefore we obtain
zero unless ρ′′ = id, and our picture becomes disconnected yielding two intertwiners
in Hom(λ′, λ) and Hom(µ̄′, µ̄). Hence we obtain a factor δλ,λ′δµ,µ′, and the whole
diagram represents a scalar. To compute the scalar, we can proceed exactly as in the
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proof of [4, Lemma 6.2]: We go back to the original picture on the left hand side of
Fig. 28 and put now λ′ = λ and µ′ = µ. Then we close the wires λ and µ on the
right which has to be compensated by a factor d−1

λ d−1
µ . Next we open the wire a on

the left and close it also on the right. Then the a loop can be pulled out and the
summation over a gives the global index w; we are left with the right hand side of
Fig. 28. �

Recall from [4, Thm. 6.8] that
∑

λ,µ qλ,µ = e0. The Hom(aā, dd̄) part of this
relation gives us the graphical identity of Fig. 31. Inserting this in the middle of the

∑
b,c,λ,µ

dbdc

w2 � �

d c
b

a c

b

λ µ = δa,d
1

da

a a

Figure 31: A graphical relation from
∑

λ,µ qλ,µ = e0

left hand side of Fig. 32, we find that this intertwiner is also a scalar which vanishes

∑
a

da

�

�

�

�

�

�

c′
b′

c′
b′

a

c
b

c
b

t∗ s∗t′ s′

X Y ∗

X′∗ Y ′

λ µ

λ′ µ′

τ

τ ′

= δλ,λ′δµ,µ′δτ,τ ′
w

dλdµ
� �

�

�

� �α+
λ α−

µ

λ µc′
b′

c′
b′

c
b

c
b

t∗ s∗

t′ s′

X Y ∗

X′∗ Y ′

τ

τ

Figure 32: An identity in Hom(λ′µ̄′, λµ̄)

unless λ = λ′ and µ = µ′. It can be evaluated in the same way, therefore we find a
factor δτ,τ ′ and thus we arrive at

Corollary 4.6 We have the identity in Fig. 32 for intertwiners in Hom(λ′µ̄′, λµ̄).

Using now Fig. 9, we obtain from Corollary 4.6 and Lemma 4.4 the following
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Corollary 4.7 We have

|ϕτ,λ,+
1 〉〈ϕτ,λ,+

2 | ⊗ |ϕτ,µ,−
3 〉〈ϕτ,µ,−

4 | ∗v |ϕτ ′,λ′,+
5 〉〈ϕτ ′,λ′,+

6 | ⊗ |ϕτ ′,µ′,−
7 〉〈ϕτ ′,µ′,−

8 |

=
δτ,τ ′δλ,λ′δµ,µ′

wdτ

〈ϕτ,λ,+
2 , ϕτ,λ,+

5 〉〈ϕτ,µ,−
4 , ϕτ,µ,−

7 〉|ϕτ,λ,+
1 〉〈ϕτ,λ,+

6 | ⊗ |ϕτ,µ,−
3 〉〈ϕτ,µ,−

8 | .
(25)

Consequently, defining

Ej,l
τ,λ,µ;i,k = wdτ |uτ,λ,+

i 〉〈uτ,λ,+
j | ⊗ |uτ,µ,−

k 〉〈uτ,µ,−
l | (26)

gives a system of matrix units {Ej,l
τ,λ,µ;i,k}τ,λ,µ,i,j,k,l in (Zh, ∗v), i.e. we have

Ej,l
τ,λ,µ;i,k ∗v E

j′,l′
τ ′,λ′,µ′;i′,k′ = δτ,τ ′δλ,λ′δµ,µ′δj,i′δl,k′Ej′,l′

τ,λ,µ;i,k . (27)

We now define chiral matrix units by

E+;j
τ,λ;i =

∑
µ

∑dimH−
τ,µ

k=1 Ej,k
τ,λ,µ;i,k ,

E−;l
τ,µ;k =

∑
λ

∑dimH+
τ,λ

i=1 Ei,l
τ,λ,µ;i,k .

(28)

Recall that Z±
h ⊂ Zh are the chiral vertical subalgebras spanned by elements eβ±

with β± ∈ MX±
M .

Proposition 4.8 We have E±;j
τ,λ;i ∈ Z±

h .

Proof. We show E+;j
τ,λ;i ∈ Z+

h . The proof of E−;j
τ,λ;i ∈ Z−

h is analogous. It follows from

Lemma 3.11 that E+;j
τ,λ;i = wdτ |uτ,λ,+

i 〉〈uτ,λ,+
j | ⊗ I−τ . Therefore it suffices to show that

|ωτ,λ,+
b′,c′,t′,X ′〉〈ωτ,λ,+

b,c,t,X | ⊗ I−τ ∈ Z+
h . Such an element is given graphically in Fig. 33. If we

∑
a,b

∑
β∈MX+

M

1

w+
� ��

d dc′
b′

a ac

b

λ
β

τ

t′

t∗

(X′)∗

X

Figure 33: The element |ωτ,λ,+
b′,c′,t′,X ′〉〈ωτ,λ,+

b,c,t,X | ⊗ I−τ

multiply horizontally with some eβ′ either from the left or from the right, then the
resulting picture contains a part which corresponds to an intertwiner in Hom(β ′, β)
or Hom(β, β ′), respectively. Hence this is zero unless β ′ ∈ MX+

M . But Zh is spanned
by elements eβ, β ∈ MXM , and Z+

h is the subspace spanned by those with β ∈ MX+
M .

As the eβ’s are horizontal projections, the claim follows. �

32



Next we define chiral vertical projectors q±τ,λ ∈ Z±
h by

q±τ,λ =

dimH±
τ,λ∑

i=1

E±;i
τ,λ;i .

Hence

q+
τ,λ = wdτ I

+
τ,λ ⊗ I−τ =

√
dτdλ

w

∑
ξ

|ωτ,λ,+
ξ 〉〈ωτ,λ,+

ξ | ⊗ I−τ ,

and similarly

q−τ,µ = wdτ I
+
τ ⊗ I−τ,µ =

√
dτdµ

w

∑
ξ

I+
τ ⊗ |ω

µ,λ,−
ξ 〉〈ωτ,µ,−

ξ | .

Therefore q+
τ,λ and q−τ,µ can be displayed graphically by the left and right hand side

of Fig. 34, respectively.

∑
a,b,c,d

β∈
M

X+
M

dbdc

ww+

� ��

d dc
b

a ac

b

λ
β

τ ∑
a,b,c,d

β∈
M

X−
M

dbdc

ww+
�

�
�

d dc
b

a ac

b

µ
β

τ

Figure 34: Chiral vertical projectors q+
τ,λ and q−τ,µ

Lemma 4.9 Whenever β± ∈ MX±
M we have

eβ+ ∗v |ϕτ,λ,+
1 〉〈ϕτ,λ,+

2 | ⊗ |ϕτ,µ,−
3 〉〈ϕτ,µ,−

4 | = |π+
τ,λ(eβ+)ϕτ,λ,+

1 〉〈ϕτ,λ,+
2 | ⊗ |ϕτ,µ,−

3 〉〈ϕτ,µ,−
4 |,

eβ− ∗v |ϕτ,λ,+
1 〉〈ϕτ,λ,+

2 | ⊗ |ϕτ,µ,−
3 〉〈ϕτ,µ,−

4 | = |ϕτ,λ,+
1 〉〈ϕτ,λ,+

2 | ⊗ |π−
τ,µ(eβ−)ϕτ,µ,−

3 〉〈ϕτ,µ,−
4 |.

(29)

Proof. We only show the first relation; the proof for the second one is analogous.
It suffices to show the relation for vectors ωτ,λ,±

b,c,t,X . Then the vertical product

eβ+ ∗v |ωτ,λ,+
b1,c1,t1,X1

〉〈ωτ,λ,+
b2 ,c2,t2,X2

| ⊗ |ωτ,µ,−
b3,c3,t3,X3

〉〈ωτ,µ,−
b4,c4,t4,X4

|

is given graphically by the left hand side of Fig. 35. Since β+ ∈ MX+
M admits relative

braiding with α−
µ , we can slide around the right trivalent vertex of the wire β+ and

apply the naturality move for the relative braiding to obtain the right hand side of
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∑
a,a′,d

da′ � �

�

�

�

β+d d

a′
c1b1 c3 b3

a c2b2 c4 b4

λ µ

τ

τ

t1

t∗2

t∗3

t4

X∗
1

X2

X3

X∗
4

=
∑

a,a′,d
da′ � �

�

�

�

β+d d

a′
c1b1 c3 b3

a c2b2 c4 b4

λ µ

τ

τ

t1

t∗2

t∗3

t4

X∗
1

X2

X3

X∗
4

Figure 35: The action of eβ+ on A+
τ,λ ⊗ A−

τ,µ

Fig. 35. In the lower left corner we now recognize the vector π+
τ,λ(eβ+)ωτ,λ,+

b1,c1,t1,X1
of

Fig. 17, hence the whole diagram represents the vector

|π+
τ,λ(eβ+)ωτ,λ,+

b1,c1,t1,X1
〉〈ωτ,λ,+

b2 ,c2,t2,X2
| ⊗ |ωτ,µ,−

b3,c3,t3,X3
〉〈ωτ,µ,−

b4,c4,t4,X4
| ,

yielding the statement. �

From Lemma 4.9 we now obtain the following

Corollary 4.10 We have

E±;j
τ,λ;i ∗v eβ± ∗v E±;l

τ ′,λ′;k = δτ,τ ′δλ,λ′〈uτ,λ,±
j , π±

τ,λ(eβ±)uτ,λ,±
k 〉E±;l

τ,λ;i . (30)

In the coefficient on the right hand side of Eq. (30) we recognize the matrix elements
of the chiral representations π±

τ,λ : Z±
h → B(H±

τ,λ). We are now ready to prove the
main result.

Theorem 4.11 We have completeness

∑
τ∈MX 0

M

∑
λ,µ∈NXN

dimH+
τ,λ∑

i=1

dimH−
τ,µ∑

k=1

Ei,k
τ,λ,µ;i,k = e0 . (31)

Consequently the chiral vertical projectors q±τ,λ sum up to the multiplicative unit e0 of
(Z±

h , ∗v). Moreover, q±τ,λ = 0 if and only if b±τ,λ = 0, we have mutual orthogonality
q±τ,λ∗vq±τ ′,λ′ = δτ,τ ′δλ,λ′q±τ,λ and q±τ,λ is a minimal central projection in (Z±

h , ∗v) whenever
b±τ,λ �= 0. Thus the decomposition of the chiral centers into simple matrix algebras is
given as

Z±
h �

⊕
τ,λ

Mat(b±τ,λ,C) . (32)
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Proof. All we have to show is the completeness relation Eq. (31); the rest is clear
since then each eβ , β ∈ MX±

M can be expanded in the chiral matrix units. We have

∑
τ,λ,µ,i,k

Ei,k
τ,λ,µ;i,k =

∑
τ,λ,µ,i,k

wdτ |uτ,λ,+
i 〉〈uτ,λ,+

u | ⊗ |uτ,µ,−
k 〉〈uτ,µ,−

k | =
∑
τ

wdτI
+
τ ⊗ I−τ ,

and this is given graphically by the left hand side of Fig. 36. Looking at the middle

∑
β+∈

M
X+

M

β−∈
M

X−
M

∑
τ,a,b

wdτ

w2
+

�

� �

a

b

a

b

a

b

τ

β− β+

=
∑

τ,τ ′,a,b

wdτ

w2
+

�

�
τ

τ ′
a

b

a

b

Figure 36: Completeness
∑

τ,λ,µ,i,k E
i,k
τ,λ,µ;i,k = e0

part we observe that we obtain a factor δβ+,β−, and therefore we only have a sum-
mation over τ ′ ∈ MX 0

M . Then the middle bulb gives just the inner product of basis
isometries, so that only one summation over internal fusion channels remains and we
are left with the right hand side of Fig. 36. But now we obtain a factor δτ ′,0 and this
yields exactly e0 by virtue of the non-degeneracy of the ambichiral braiding, Theorem
4.2. �

Corollary 4.12 The total numbers of morphisms in the chiral systems MX±
M are

given by tr(tb±b±) = tr(b±tb±) =
∑

τ,λ(b
±
τ,λ)

2.

From Lemma 4.5 we conclude that qλ,µ ∗v Ej,l
τ,λ′,µ′;i,k = 0 unless λ = λ′ and µ = µ′.

Since
∑

λ,µ qλ,µ = e0 by [4, Thm. 6.8] we therefore obtainEj,l
τ,λ,µ;i,k = qλ,µ∗vEj,l

τ,λ,µ;i,k. On
the other hand the completeness relation Eq. (31) yields similarly qλ,µ =

∑
τ,i,k qλ,µ ∗v

Ei,k
τ,λ,µ;i,k. Hence we arrive at

Corollary 4.13 The vertical projector qλ,µ can be expanded as

qλ,µ =
∑

τ∈MX 0
M

dimH+
τ,λ∑

i=1

dimH−
τ,µ∑

k=1

Ei,k
τ,λ,µ;i,k (33)

for any λ, µ ∈ NXN .

Note that this expansion corresponds exactly to the expansion of the modular
invariant mass matrix in chiral branching coefficients in Eq. (16).
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4.3 Representations of fusion rules and exponents

Recall that χλ(ν) = Yλ,ν/dλ = Sλ,ν/Sλ,0 are the evaluations of the statistics charac-
ters, λ, ν ∈ NXN . Similarly we have statistics characters for the ambichiral system:
χext

τ (τ ′) = Y ext
τ,τ ′/dτ = Sext

τ,τ ′/Sext
τ,0 . As derived in the general theory of α-induction

[1, 3], sectors [α±
ν ] commute with all subsectors of [α+

λ ][α−
µ ], thus with all sectors

arising from MXM and in particular from MX±
M . Consequently they must be scalar

multiples of the identity in the irreducible representations of the corresponding fusion
rules. In fact these scalars must be given by the evaluations of the chiral characters
of the system NXN by virtue of the homomorphism property of α-induction (cf. [2]).
We will now precisely determine the multiplicities of the occurring characters i.e. the
multiplicities of the eigenvalues of the representation matrices.

Lemma 4.14 For λ, µ, ν, ρ ∈ NXN and τ, τ ′ ∈ MX 0
M we have vertical multiplication

rules
eτ ′ ∗v p+

ν ∗v p−ρ ∗v E
j,l
τ,λ,µ;i,k = dτ ′χext

τ (τ ′) dνχλ(ν) dρχµ(ρ)Ej,l
τ,λ,µ;i,k . (34)

Proof. It suffices to show the relation using elements given in Fig. 27 instead of
matrix units Ej.l

τ,λ,µ;i,k. The product

p+
ν ∗v |ω

τ,λ,+
b1,c1,t1,X1

〉〈ωτ,λ,+
b2 ,c2,t2,X2

| ⊗ |ωτ,µ,−
b3,c3,t3,X3

〉〈ωτ,µ,−
b4,c4,t4,X4

|

is given graphically by the left hand side of Fig. 37. Here we have used the expansion

∑
a,a′,d,

ρ,ρ′

da′
� �
� �

�

�

�

α+
ν

d d

a′ a′
a′

c1b1 c3 b3

a
c2b2 c4 b4

λ µ
ρ ρ′

τ

τ

t1

t∗2

t∗3

t4

X∗
1

X2

X3

X∗
4

=
∑

a,a′,d
da′

� �
�

�

�

ν

d d

a′

c1b1 c3 b3

a
c2b2 c4 b4

λ µ

τ

τ

t1

t∗2

t∗3

t4

X∗
1

X2

X3

X∗
4

Figure 37: The action of p+
ν on A+

τ,λ ⊗ A−
τ,µ

of the identity to replace parallel wires a′, b1 and a′, b3 by summations over wires ρ
and ρ′. By virtue of the unitarity of braiding operators, the IBFE symmetries and the
Yang-Baxter relation for thin wires, the wire α+

ν can now be pulled over the trivalent
vertices and crossings to obtain the right hand side of Fig. 37. Here we have already
resolved the summations over ρ, ρ′ back to parallel wires a′, b1 and a′, b3, respectively.
Then we slide the trivalent vertices of the wire ν along the wire a′ so that we obtain
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∑
a,a′,d

da′

�

�
�

�

�

ν

d d

a′

c1b1 c3 b3

a c2b2 c4 b4

λ
µ

τ

τ

t1

t∗2

t∗3

t4

X∗
1

X2

X3

X∗
4

=
∑
a,d

dν

�
�

�

�

�

ν

d
c1b1 c3 b3

a c2b2 c4 b4

λ

µ

τ

τ

t1

t∗2

t∗3

t4

X∗
1

X2

X3

X∗
4

Figure 38: The action of p+
ν on A+

τ,λ ⊗ A−
τ,µ

the left hand side of Fig. 38. Next we turn around the small arcs at the trivalent
vertices of the wire ν, yielding a factor dν/da′, so that the summation over a′ is just
identified as another expansion of the identity. Thus we arrive at the right hand side
of Fig. 38. The circle ν around the wire λ is evaluated as the statistics character
χλ(ν) (cf. [4, Fig. 18]). Therefore the resulting diagram represents

dνχλ(ν) |ωτ,λ,+
b1,c1,t1,X1

〉〈ωτ,λ,+
b2 ,c2,t2,X2

| ⊗ |ωτ,µ,−
b3,c3,t3,X3

〉〈ωτ,µ,−
b4,c4,t4,X4

| .

The proof for p−ρ is analogous. Finally we consider

eτ ′ ∗v |ωτ,λ,+
b1,c1,t1,X1

〉〈ωτ,λ,+
b2,c2,t2,X2

| ⊗ |ωτ,µ,−
b3,c3,t3,X3

〉〈ωτ,µ,−
b4,c4,t4,X4

|

for τ ′ ∈ MX 0
M . We proceed graphically as in the proof of Lemma 4.9, Fig. 35. But

now we can slide around the trivalent vertices of the wire τ ′ and apply the naturality
moves for the relative braiding on both sides as τ ′ is ambichiral. Therefore we obtain
Fig. 39. Then the small arcs of the trivalent vertices of the wire τ ′ can again be
turned around so that we obtain a factor dτ ′/da′ and that the summation over a′

yields just the expansion of the identity leaving us with parallel wires d and τ ′. We
conclude that the resulting diagram represents

dτ ′χext
τ (τ ′) |ωτ,λ,+

b1,c1,t1,X1
〉〈ωτ,λ,+

b2 ,c2,t2,X2
| ⊗ |ωτ,µ,−

b3,c3,t3,X3
〉〈ωτ,µ,−

b4,c4,t4,X4
| ,

completing the proof. �

Recall from [4, Sect. 6] that the irreducible representations πλ,µ of the full center
(Zh, ∗v) are labelled by pairs λ, µ ∈ NXN with Zλ,µ �= 0, and that they act on Zλ,µ-
dimensional representation spaces Hλ,µ. From Corollary 4.10 and Corollary 4.13 we
now obtain the following
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Figure 39: The action of eτ ′ on A+
τ,λ ⊗A−

τ,µ

Corollary 4.15 For λ, µ, ν, ρ ∈ NXN and τ, τ ′ ∈ MX 0
M we have

π±
τ,λ(eτ ′ ∗v p±ν ) = dτ ′χext

τ (τ ′) dνχλ(ν)1H±
τ,λ
,

πλ,µ(p
+
ν ∗v p−ρ ) = dνχλ(ν) dρχµ(ρ)1Hλ,µ

.
(35)

Let Γν,ρ, ν, ρ ∈ NXN , denote the representation matrix of [α+
ν α

−
ρ ] in the regular

representation, i.e. the matrix elements are given by

Γβ′
ν,ρ;β = 〈βα+

ν α
−
ρ , β

′〉 , β, β ′ ∈ MXM .

We can consider Γν,ρ as the adjacency matrix of the simultaneous fusion graph of [α+
ν ]

and [α−
ρ ] on the M-M sectors. Similarly, let Gν , ν ∈ NXN , denote the representation

matrix of [α±
ν ] in the representation � ◦ Φ on the M-N sectors (cf. [4, Thm. 6.12]),

i.e. the matrix elements are given by

Gb
ν;a = 〈aα±

ν , b〉 = 〈νa, b〉 , a, b ∈ NXM ,

where the second equality is due to [4, Prop. 3.1], and hence there is no distinction
between + and −. We can consider Gν as the adjacency matrix of the fusion graph
of [α±

ν ] on the M-N sectors via left multiplication. Finally, let Γ±
τ ′,ν , τ

′ ∈ MX 0
M ,

ν ∈ NXN , denote the representation matrices of [τ ′α±
ν ] in the chiral regular represen-

tations, i.e. the matrix elements are given by

Γ±;β′
τ ′,ν;β = 〈βτ ′α±

ν , β
′〉 , β, β ′ ∈ MX±

M .

We now arrive at our classification result.
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Theorem 4.16 The eigenvalues (“exponents”) of Γν,ρ, Gν and Γ±
τ,ν for ν, ρ ∈ NXN ,

τ ′ ∈ MX 0
M are given by χλ(ν)χµ(ρ), χλ(ν), and χext

τ (τ ′)χλ(ν), respectively, where
λ, µ ∈ NXN and τ ∈ MX 0

M . They occur with the following multiplicities:

1. mult(χλ(ν)χµ(ρ)) = Z2
λ,µ for Γν,ρ,

2. mult(χλ(ν)) = Zλ,λ for Gν ,

3. mult(χext
τ (τ ′)χλ(ν)) = (b±τ,λ)

2 for Γ±
τ ′,ν.

Proof. From the decomposition of the chiral centers in Theorem 4.11 it follows
that the (left) regular representations π±

reg of (Z±
h , ∗v) decompose into irreducibles as

π±
reg =

⊕
τ,λ b

±
τ,λπ

±
τ,λ. It follows similarly from [4, Thm. 6.8] that the (left) regular rep-

resentation πreg of (Zh, ∗v) decomposes into irreducibles as πreg =
⊕

λ,µ Zλ,µπλ,µ. Rep-
resentations of the corresponding fusion rule algebras of M-M sectors are obtained
by composition with the isomorphisms Φ mapping the M-M fusion rule algebra to
(Zh, ∗v). It was established in [4, Thm. 6.12] that the representation � ◦Φ of the full
M-M fusion rule algebra obtained by left action multiplication on the M-N sectors
decomposes into irreducibles as � ◦ Φ =

⊕
λ πλ,λ ◦ Φ. The claim follows now since Φ

fulfills Φ([β]) = d−1
β eβ by definition (cf. [4, Def. 4.5]) and Φ([α±

ν ]) = d−1
ν p±ν by the

identification theorem [4, Thm. 5.3]. �

Recall that chiral locality implies for the branching coefficients bτ,λ = b±τ,λ. The
third statement of Theorem 4.16 was actually conjectured in [2, Subsect. 4.2] for
conformal inclusions and (local) simple current extensions as a refinement of [2,
Thm. 4.10], and such a connection between branching coefficients and dimensions
of eigenspaces was first raised as a question in [42, Page 21] in the context of confor-
mal inclusions.

5 The A-D-E classification of SU (2) modular in-

variants

We now consider SU (2)k braided subfactors, i.e. we are dealing with subfactors N ⊂
M where the system NXN is given by morphisms λj, j = 0, 1, 2, ..., k, λ0 = id, such

that we have fusion rules [λj ][λj′] =
⊕

j′′ N
j′′
j,j′[λj′′ ] with

N j′′
j,j′ =

{
1 |j − j′| ≤ j′′ ≤ min(j + j′, 2k − j − j′) , j + j′ + j′′ ∈ 2Z ,
0 otherwise,

(36)

and that the statistics phases are given by

ωj = e2πihj , hj =
j(j + 2)

4k + 8

where k = 1, 2, 3, ... is the level. Therefore we are constructing modular invariants
of the well-known representations of SL(2; Z) arising from the SU (2) level k WZW
models.
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5.1 The local inclusions: A�, D2�, E6 and E8

We first recall the treatment of the local extensions, i.e. inclusions where the chiral
locality condition is met. Namely, we consider “quantum field theoretical nets of
subfactors” [26] N(I) ⊂ M(I) on the punctured circle along the lines of [1, 2, 3].
Here these algebras live on a Hilbert space H, and the restriction of the algebras
N(I) to the vacuum subspace H0 is of the form π0(LISU (2))′′ with π0 being the
level k vacuum representation of LSU (2). We choose some interval I◦ to obtain
a single subfactor N = N(I◦) ⊂ M(I◦) = M . Then the system NXN = {λj} is
given by the restrictions of DHR endomorphisms to the local algebras which arise
from Wassermann’s [39] bimodule construction (see [2] for more explanation). The
braiding is then given by the DHR statistics operators.

A rather trivial situation is clearly given by the trivial inclusion N(I) = M(I) =
π0(LISU (2))′′ corresponding to [θ] = [id]. We then obviously have [α±

j ] = [λj] for all
j. (We denote [α±

j ] ≡ [α±
λj

].) Therefore we just produce the trivial modular invariant

Zj,j′ = δj,j′, and the simultaneous fusion graph of [α+
1 ] and [α−

1 ] is nothing but one
and the same graph Ak+1.

More interesting are the local simple current extensions (or “orbifold inclusions”)
considered in [2, 3]. They occur at levels k = 4�−4, � = 2, 3, 4, ..., and are constructed
by means of the simple current λk which satisfies λ2

k = id and so that [θ] = [id]⊕ [λk].
The structure of the full system MXM , producing the D2� modular invariant, has been
determined in [3, Subsect. 6.2]. The fusion graphs of [α±

1 ] in the chiral systems were
already identified in [2] as D2�. Note that these are also the graphs with adjacency
matrix G1, arising from the multiplication on M-N sectors. This is actually a general
fact rather than a coincidence: Whenever the chiral locality condition ε+(θ, θ)γ(v) =
γ(v) holds, then the set MXN consists of morphisms βι where β varies in either MX+

M

or equivalently in MX−
M due to [3, Lemma 4.1].

The exceptional invariants labelled by E6 and E8 arise form conformal inclusions
SU (2)10 ⊂ SO(5)1 and SU (2)28 ⊂ (G2)1, respectively, and have been treated in the
nets of subfactors setting in [41, 2, 3]. The structure of the full systems has been
completely determined in [3, Subsect. 6.1]. Note that in all these SU (2) cases the
simultaneous fusion graphs of [α+

1 ] and [α−
1 ] turn out [3, Figs. 2,5,8,9] (and similarly

for the non-local examples Figs. 40 and 42 below) to coincide with Ocneanu’s diagrams
for his “quantum symmetry on Coxeter graphs” [30]. The reason for this coincidence
reflects the relation between α-induction and chiral generators for double triangle
algebras [4, Thm. 5.3]. (See also the appendix of this paper for relations between
our subfactors specified by canonical endomorphisms in a SU (2)k sector system and
GHJ subfactors used in [30].)

5.2 The non-local simple current extensions: D2�+1

We are now passing to the non-local examples which were not treated in [2, 3].
Without chiral locality we only have the inequality

〈α±
λ , α

±
µ 〉 ≤ 〈θλ, µ〉 (37)
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rather then the “main formula” [1, Thm. 3.9] because the “≥” part of the proof of the
main formula relies on the chiral locality condition. We remark that Eq. (37) is the
analogue of Ocneanu’s “gap” argument used in his A-D-E setup of [30] but Eq. (37)
is the suitable formulation for our more general setting which can in particular be
used for non-local simple current extensions and other non-local inclusions of LSU (n)
theories. Moreover, we know that for the local cases, e.g. conformal inclusions and
local simple current extensions of LSU (n) as treated in [2, 3], we have exact equality
and this makes concrete computations much easier.

As our first non-local example we consider the simple current extensions of LSU (2)
which, as we will see, produce the Dodd modular invariants. We start again with a net
of local algebras for the LSU (2) theories and construct nets of subfactors by simple
current extensions along the lines of [2, Sect. 3] and [3, Subsect. 6.2]. Using the simple
current [λk] at level k satisfying the fusion rule [λ2

k] = [id], it was found in [2] that
a local extension is only possible for k ∈ 4Z. However, to proceed with the crossed
product construction we only need the existence of a representative morphism λk of
the sector [λk] which satisfies λ2

k = id as an endomorphism. By [36, Lemma 4.4], such
a choice is possible if and only if the statistics phase ωk of [λk] fulfills ω2

k = 1. As
ωk = e2πihk by the conformal spin and statistics theorem [17] (see also [12, 11]) and
since this conformal dimension is given by hk = k/4, an extension can be constructed
whenever the level is even. Now k = 4� − 4 is the local case producing D2�, so here
we are looking at k = 4� − 2 where � = 2, 3, 4, .... Because of Eq. (37) we find
with [θ] = [id] ⊕ [λk] that 〈α±

j , α
±
j′〉 ≤ δj,j′ + δj,k−j′ and hence all [α±

j ]’s are forced to
be irreducible except [α±

2�−1] which may either be irreducible or decompose into two
irreducibles. Moreover, we conclude Z0,j = 〈id, α−

j 〉 = 〈θ, λj〉 = 0 for j = 1, 2, ..., k−1.
But we also obtain Z0,k = 0 from ωk = −1 and [T, Z] = 0. Thus we have Z0,j = δ0,j ,
and this forces a modular invariant mass matrix already to be a permutation matrix
by Proposition 3.2. Now let us look at the M-N sectors which are subsectors of the
[ιλ]’s. By Frobenius reciprocity, we have in general

〈ιλ, ιµ〉 = 〈θλ, µ〉 , λ, µ ∈ NXN . (38)

Therefore we find here 〈ιλj , ιλj′〉 = δj,j′ + δj,k−j′ . This is enough to conclude that we
have 2�+1 irreducibleM-N morphisms which can be given by ιλj , j = 0, 1, 2, ..., 2�−2,
and b̄, b̄′ with [ιλ2�−1] = [b̄] ⊕ [b̄′]. As a consequence, the matrix G1 (i.e. the matrix
Gν for ν = λ1) is determined to be the adjacency matrix of D2�+1. The exponents of
D2�+1 are known to be (see e.g. [16])

Exp(D2�+1) = {0, 2, 4, . . . , 4�− 2, 2� − 1}

and all occur with multiplicity one. Theorem 4.16 forces the diagonal part of Z to be

Zj,j =

{
1 j ∈ Exp(D2�+1)
0 j /∈ Exp(D2�+1)

.

By virtue of the classification of SU (2) modular invariants [6, 22] we could now argue
that Z must be the mass matrix labelled by D2�+1, however, this is not necessary
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since simple and general arguments already allow to construct Z directly. Namely,
as Z is a permutation matrix we have Zj,j′ = δj,π(j′) with π a permutation such that
π(j) = j for j ∈ Exp(D2�+1) and π(j) �= j for j /∈ Exp(D2�+1). But since π defines a
fusion rule automorphism we necessarily have dπ(j) = dj. The values of the statistical
dimensions for SU (2)k then allow only π(j) = j or π(j) = k − j. We therefore have
derived

Zj,j′ =

{
δj,j′ j ∈ Exp(D2�+1)
δj,k−j′ j /∈ Exp(D2�+1)

, j, j′ = 0, 1, 2, ..., k .

This is the well-known mass matrix which was labelled by D2�+1 in [5]. Note that we
have MX±

M = MXM here. We can now easily draw the simultaneous fusion graph of
[α+

1 ] and [α−
1 ] which we display in Fig. 40 for D5 and D7. As in [3], we draw straight

[id]

[α+
1 ]

[α+
2 ]

[α+
3 ]

[α+
4 ]

[α+
5 ]

[α+
6 ]

[id]

[α+
1 ]

[α+
2 ]

[α+
3 ]

[α+
4 ]

[α+
5 ]

[α+
6 ]

[α+
7 ]

[α+
8 ]

[α+
9 ]

[α+
10]

Figure 40: D5 and D7: Fusion graphs of [α+
1 ] and [α−

1 ]

lines for the fusion with [α+
1 ] and dotted lines for the fusion with [α−

1 ]. (Note that
[α−

1 ] = [α+
k−1] here.) We also encircle even vertices by small circles and ambichiral

(i.e. “marked”) vertices by large circles.
Note that we have 〈α±

k , γ〉 = 〈α±
k ι, ι〉 = 〈ιλk, ι〉 = 〈λk, θ〉 = 1 by Frobenius

reciprocity. Since dγ = dθ = 2 we conclude [γ] = [id] ⊕ [α+
k ]. This shows that [3,

Lemma 3.17] (and in turn [3, Cor. 3.18]) does not hold true without chiral locality.

5.3 E7

We put N = π0(LISU (2))′′ where π0 here denotes the level 16 vacuum representation
of LSU (2). We will show in the appendix (Lemma A.1) that there is an endomorphism
θ ∈ Mor(N,N) at level k = 16 such that [θ] = [id] ⊕ [λ8] ⊕ [λ16] and which is the
dual canonical endomorphism of some subfactor N ⊂M . We will now show that this
dual canonical endomorphism produces the E7 modular invariant. From Eq. (38) we
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obtain 〈ιλj , ιλj′〉 = δj,j′ +N
j′
8,j +δj,k−j′ where the fusion rules come from Eq. (36) with

k = 16. With this it is straightforward to check that [ιλj ], j = 0, 1, 2, 3, are irreducible
and distinct M-N sectors. As 〈ιλ4, ιλ4〉 = 2 but 〈ιλ4, ιλj〉 = 0 for j = 0, 1, 2, 3
we conclude that [ιλ4] decomposes into two new different sectors, [ιλ4] = [b̄] ⊕ [b̄′].
Similarly, [ιλ5] decomposes into two sectors but here we have [ιλ5] = [ιλ3]⊕ [c̄] with
only one new M-N sector [c̄] because 〈ιλ5, ιλ3〉 = 1. We have 〈ιλ6, ιλj〉 = 1 for j = 2
and j = 4, so [ιλ6] has one subsector in common with [ιλ4], say [b̄]: [ιλ6] = [ιλ2]⊕ [b̄].
We similarly find that the other [ιλj]’s do not produce new M-N sectors. From
[ιλ5][λ1] = [ιλ4]⊕ [ιλ6] and [ιλ3][λ1] = [ιλ2]⊕ [ιλ4] we now obtain [c̄][λ1] = [b̄]. Thanks
to Frobenius reciprocity we find also that [c̄] appears in the decomposition of [b̄][λ1].
This forces [b̄][λ1] = [ιλ3] ⊕ [c̄] and [b̄′][λ1] = [ιλ3]. We therefore have determined
the matrix G1 to be the adjacency matrix of E7, see Fig. 41. The exponents of E7

[ι] [ιλ1] [ιλ2] [ιλ3] [b̄] [c̄]

[b̄′]

Figure 41: G1 is the adjacency matrix of E7

are given by Exp(E7) = {0, 4, 6, 8, 10, 12, 16} and all occur with multiplicity one.
Theorem 4.16 forces the diagonal part of Z to be

Zj,j =

{
1 j ∈ Exp(E7)
0 j /∈ Exp(E7)

.

By virtue of the classification of SU (2) modular invariants [6, 22] we could now argue
that Z must be the mass matrix labelled by E7 but, as it is quite instructive, we
prefer again to construct Z directly. From Eq. (37) we conclude that among the zero-
column/row only Z0,0, Z0,8, Z8,0, Z0,16 and Z16,0 can at most be one. But [T, Z] = 0
and h8 = 10/9 forces Z0,8 = Z8,0 = 0. Now assume for contradiction that Z0,16 (and
hence Z16,0) is zero. Then Z would be a permutation matrix by Proposition 3.2. As
Z1,1 = 0 this would imply that Z1,j �= 0 for some j �= 0, but this contradicts [T, Z] = 0
because h1 = 1/24 and there is no other j with hj = 1/24mod Z. Consequently
Z0,16 = Z16,0 = 1. But the zero-column determines 〈α+

j , α
+
j′〉 since

〈α+
j , α

+
j′〉 = 〈α+

j α
+
j′ , id〉 =

∑
j′′
N j′′

j,j′Zj′′,0 = δj,j′ + δj,16−j′ ,

and similarly the zero row determines 〈α−
j , α

−
j′〉 = δj,j′ + δj,16−j′. This forces the

fusion graphs of [α±
1 ] in the chiral sector systems to be D10, and then the whole

fusion tables for the systems MX±
M are determined completely [19]. Moreover, we

learn w+ = w/2 from Proposition 3.1 and w0 = w+/2 from Theorem 4.2. This forces
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the subsystem MX 0
M ⊂ MX±

M to correspond to the even vertices of the D10 graph so
that it can be given by MX 0

M = {id, α+
2 , α

+
4 , α

+
6 , δ, δ

′} with δ, δ′ ∈ Mor(M,M) such
that [α+

8 ] = [δ]⊕ [δ′]. The well-known Perron-Frobenius eigenvector of D10 tells us
dδ = dδ′ = d8/2. Note that [α+

8 ] and [α−
8 ] have only one sector in common, say [δ],

since Z8,8 = 1. On the other hand, [α−
8 ] decomposes into two sectors, [α−

8 ] = [δ]⊕ [δ′′],
which correspond to even vertices on the fusion graph D10 of [α−

1 ], hence they are
both ambichiral. The statistical dimensions then allow only [δ′′] = [α+

2 ] and similarly
[δ′] = [α−

2 ]. Having now determined b±τ,j = 〈τ, α±
j 〉 for each j and τ ∈ MX 0

M we can
now read off the mass matrix Z from Eq. (16) and find that it is the E7 one of [5].
We can also easily draw the simultaneous fusion graph of [α+

1 ] and [α−
1 ] in the entire

M-M fusion rule algebra and we present it in Fig. 42. Again, we encircled even

[id] [η]

[α+
1 ] [α+

7 ] [α+
3 ] [α+

5 ]

[α−
1 ] [α−

7 ] [α−
3 ] [α−

5 ]

[α−
2 ]

[α+
2 ]

[δ] [α+
6 ] [α+

4 ]

Figure 42: E7: Fusion graphs of [α+
1 ] and [α−

1 ]

vertices by small and ambichiral (“marked”) vertices by large circles.
It is instructive to determine the canonical endomorphism sector [γ]. From

〈α+
1 α

−
1 , α

+
1 α

−
1 〉 = 〈α+

1 α
+
1 , α

−
1 α

−
1 〉 = Z0,0 + Z0,2 + Z2,0 + Z2,2 = 1

we conclude that [η] = [α+
1 α

−
1 ] is an irreducible sector which is a subsector of [γ]

since 〈α+
1 α

−
1 , γ〉 = 〈λ1λ1, θ〉 = 1 by Frobenius reciprocity. Similarly we find 〈α±

8 , γ〉 =
〈λ8, θ〉 = 1 which implies that [δ] is a subsector of [γ]. As 〈γ, γ〉 = 〈θ, θ〉 = 3 by [3,
Lemma 3.16], we conclude [γ] = [id] ⊕ [η]⊕ [δ].

5.4 A-D-E and representations of the Verlinde fusion rules

We have realized all SU (2) modular invariants from subfactors. All canonical en-
domorphisms of these subfactors have only subsectors [λj] with j even. Therefore
Eq. (38) transfers the two-coloring of the SU (2) sectors to the M-N sectors: Set the
colour of an M-N sector [ā] to be 0 (respectively 1) whenever it is a subsector of [ιλj ]
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with j even (respectively odd). Consequently the matrix G1 is the adjacency matrix
of a bi-colourable graph. Moreover, G1 is irreducible (i.e. the graph is connected)
since λ1 generates the whole N -N system. We also have ‖G1‖ = d1 < 2. Hence G1

must be one of the A-D-E cases (see e.g. [16]). As Theorem 4.16 forces the diagonal
entries Zj,j of the modular invariant mass matrix to be given as the multiplicities of
the eigenvalues χj(1) of G1, our results explain why they happen to be the multi-
plicities of the Coxeter exponents of A-D-E Dynkin diagrams. We summarize several
data about the sector systems for the SU (2) modular invariants in Table 1. The

Invariant ↔ G1 Level k #MXM #MXN #MX±
M #MX 0

M Γ±
0,1 Γ±

τgen,0

A� , � ≥ 2 �− 1 � � � � A� A�

D2� , � ≥ 2 4�− 4 4� 2� 2� �+ 1 D2� Deven
2�

D2�+1 , � ≥ 2 4�− 2 4�− 1 2�+ 1 4�− 1 4�− 1 A4�−1 A4�−1

E6 10 12 6 6 3 E6 A3

E7 16 17 7 10 6 D10 Deven
10

E8 28 32 8 8 2 E8 Aeven
4

Table 1: The A-D-E classification of SU (2) modular invariants

last column has the following meaning. We chose an element τgen ∈ MX 0
M such that

[τgen] is a subsector of [α+
j ] for the smallest possible j ≥ 1. This element turns out to

generate the whole ambichiral system. For example, in the E7 case we take τgen = α+
2 .

The (adjacency matrix of the) fusion graph of [τgen] in the ambichiral system is given
in the last column.

Let us finally explain how the representation � ◦ Φ which arises from left mul-
tiplication of M-M sectors on the M-N sectors is related to a fusion rule algebra
for (some) type I invariants. Let V1 be the adjacency matrix of one of the Dynkin
diagrams. Then there is a unitary matrix which diagonalizes V1, i.e. ψ∗V1ψ is the
diagonal matrix giving the eigenvalues corresponding to the Coxeter exponents. In
fact, Di Francesco and Zuber [7, 8] built up a whole family of matrices Vλ with
non-negative integer entries (λ running over the spins for the time being), diagona-
lized simultaneously by ψ and providing a representation of the Verlinde fusion rules,
VλVµ =

∑
ν N

ν
λ,µVν . Among the column vectors ψm, m labelling the eigenvalues in-

cluding multiplicities of the diagram at hand, there is necessarily a Perron-Frobenius
eigenvector ψ0 of V1 with only strictly positive entries: ψa,0 > 0 for all vertices a of
the diagram. It turned out, actually first noticed in [32], that for Deven, E6 and E8,
which label the type I modular invariants, it was possible to choose2 ψ such that also

2The matrix ψ is determined up to a rotation in each multiplicity space of the eigenvalues
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all ψ0,m > 0, here a = 0 refers to the extremal vertex, and that it has a remarkable
property: Plugged in a Verlinde type formula,

N c
a,b =

∑
m

ψa,m

ψ0,m
ψb,mψ

∗
c,m , (39)

it yields non-negative integers N c
a,b which could be interpreted as structure constants

of a fusion algebra, the “graph algebra”. This procedure worked analogously for
the graphs Di Francesco and Zuber [7, 8] associated to some SU (n) type I modular
invariants essentially by matching the spectra with the diagonal entries of the mass
matrices, whereas for type II invariants, in particular Dodd and E7 for SU (2), it did
not work. For instance, for E7 there appeared some negative structure constants.

These observations find a natural explanation in our setting. The graphs Di
Francesco and Zuber associated empirically to modular invariants are recognized
as the fusion graphs of [α+

λ ] obtained by multiplication from the left on the M-N
sectors (or, equivalently, from the right on N -M sectors), i.e. Vλ = Gλ. A priori,
there is no reason why a matrix ψ which diagonalizes the adjacency matrix of the
graph(s) should produce non-negative integer structure constants because the N -M
morphisms alone do not form a fusion algebra on their own: You cannot multiply
two N -M morphisms, and there is no identity. However, whenever the chiral locality
condition holds, then there is a canonical bijection between the N -M system and
either chiral induced system [3, Lemma 4.1]: Any N -M sector [a], a ∈ NXM , is of
the form [a] = [ῑβ], where either β ∈ MX+

M or β ∈ MX−
M . This implies that, in

the notation of Subsect. 4.3, we have equality of matrices Vν = Gν = Γ+
0,ν = Γ−

0,ν .
Recall that chiral locality implies by Proposition 3.4 that b+τλ = b−τ,λ = bτ,λ, with
restriction coefficients bτ,λ = 〈ῑτ ι, λ〉, and that then the modular invariant is of type I:
Zλ,µ =

∑
τ bτ,λbτ,µ. In fact, we read off from Theorem 4.16 that the eigenvalue χλ(ν) of

Gν = Γ±
0,ν appears with multiplicity Zλ,λ =

∑
τ b

2
τ,λ. Now let Nβ be the fusion matrix

of β ∈ MX+
M in the chiral system, i.e. (Nβ)β′,β′′ = Nβ′′

β′,β = 〈β ′β, β ′′〉, β ′, β ′′ ∈ MX+
M .

Then we have Γ+
0,ν =

∑
β〈β, α+

ν 〉Nβ . Consequently, as long as the chiral system
is commutative3, there is always a unitary matrix ψ which diagonalizes the fusion
matrices Nβ simultaneously, and in turn their linear combinations Γ+

0,ν . Evaluation
of the zero-component of Nβψm = γm(β)ψm, with γm(β) some eigenvalue, yields
ψβ,m = γm(β)ψ0,m, hence vanishing ψ0,m would contradict unitarity of ψ, and thus
one can choose ψ0,m > 0. (See e.g. [23] or [10, Sect. 8.7] for such computations.)
Consequently the eigenvalues are given as γm(β) = ψβ,m/ψ0,m, so that the structure
constants are in fact given by Eq. (39), using the bijection NXM � a↔ β ∈ MX+

M .
Type II modular invariants necessarily violate the chiral locality condition, and

without chiral locality the bijection between N -M system and the chiral systems in

(exponents). So it is only Deven where one needs to make a choice to produce non-negative integers.
3The “first” example of a non-commutative chiral system is the type I invariant coming from

the conformal inclusion SU (4)4 ∈ SO(15)1 [41, 2]. In fact, that there are difficulties to obtain
non-negativity of structure constants from a Verlinde type formula was noticed in [33]. A general
analysis taking care of non-commutative chiral systems as well as a discussion of “marked vertices”
can be found in [2].
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general breaks down. For SU (2) this can nicely be seen in Table 1: For the Dodd

invariants, G1 = D2�+1, we see that G1 is in fact different from Γ±
0,1 = A4�−1. Similarly

we have Γ±
0,1 = D10 for G1 = E7.

6 More examples

6.1 Conformal inclusions of SU (3)

We discuss two more examples arising from conformal inclusions of SU (3). The
structure of the chiral systems has been determined in [41, 2]. Combining the methods
and results in [41, 1, 2, 3], and [4], we can compute the full systems MXM in examples
along the lines of [3, Sect. 6].

The first example is the conformal inclusion SU (3)3 ⊂ SO(8)1. The associated
modular invariant is

ZD(6) = |χ(0,0) + χ(3,0) + χ(3,3)|2 + 3|χ(2,1)|2,

and was labelled by the orbifold graph D(6) in [8]. In fact, this conformal inclusion can
also be treated as a local simple current extension, similar to the D4 case for SU (2).
We omit the straightforward calculations which determine the fusion structure of the
full system MXM . We present the simultaneous fusion graph of [α+

(1,0)] (straight lines)

and [α−
(1,0)] (dotted lines) in Fig. 43. We have encircled the marked vertices by big

circles and the colour zero vertices by small vertices. (Because the vacuum block
has only colour zero contributions, the full system inherits the three colouring of the
SU (3)3 system NXN here.) As the modular invariant contains an entry 3 we conclude
by [4, Cor. 6.9] that the entire M-M fusion rule algebra is non-commutative. The
colour zero part has 12 vertices which all correspond to simple sectors. Therefore
they form a closed subsystem corresponding to a group. This group must contain a
Z2 × Z2 subgroup corresponding to the SO(8)1 fusion rules of the marked vertices.
Note that any M-M sector of non-zero colour is a product [α±

(1,0)][β ] or [α±
(1,1)][β ] with

β ∈ MXM a colour zero morphism. Since [α±
(1,0)] and [α±

(1,1)] commute with each M-
M sector by [3, Lemma 3.20], they will be scalars in any irreducible representation
of the M-M fusion rules. Consequently, the representation π(2,1),(2,1) of dimension
Z(2,1),(2,1) = 3 will remain irreducible upon restriction to the group of colour zero
sectors. Therefore its group dual is forced to consist of one 3-dimensional and three
scalar representations, and in turn we identify the group of colour zero sectors to be
the tetrahedral group A4 = (Z2 × Z2) � Z3.

The next example is a conformal inclusion SU (3)5 ⊂ SU (6)1. The associated
modular invariant, labelled as E(8), is given by

ZE(8) = |χ(0,0) + χ(4,2)|2 + |χ(2,0) + χ(5,3)|2 + |χ(2,2) + χ(5,2)|2

+ |χ(3,0) + χ(3,3)|2 + |χ(3,1) + χ(5,5)|2 + |χ(3,2) + χ(5,0)|2 .
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Figure 43: SU(3)3 ⊂ SO(8)1, D(6): Fusion graph of [α+
(1,0)] and [α−

(1,0)]

Again, we omit the straightforward calculations which determine the structure of the
full system MXM and present the simultaneous fusion graph of [α+

(1,0)] (thick lines)

and [α−
(1,0)] (thin lines) in Fig. 44.

6.2 Trivial invariants from non-trivial inclusions and degen-

erate braidings

We will now give examples of non-trivial inclusions N ⊂ M which however produce
the trivial modular invariants Zλ,µ = 〈α+

λ , α
−
µ 〉 = δλ,µ. This is clearly only possible

if the chiral locality condition is violated because chiral locality implies the formula
〈α±

λ , α
±
µ 〉 = 〈θλ, µ〉, as derived in [1, Thm. 3.9]; hence, if [µ] is a non-trivial subsector

of [θ], then Z0,µ = 〈id, α−
µ 〉 = 〈α−

id, α
−
µ 〉 must be non-zero. Consequently a “local

extension” can only exist if there exists a non-trivial mass matrix Z commuting with
the S- and T-matrices arising from the braiding.

Consider the situation that our subfactor N ⊂ M subject to Assumptions 2.3
and 2.4 is given as a Jones basic extension ρ(N) ⊂ N ⊂ M with ρ ∈ Σ(NXN). Note
that then θ = ρρ̄. We also have ῑ(M) = ρ(N), hence φ = ρ−1 ◦ ῑ is an isomorphism
from M onto N with inverse φ−1 = ῑ−1 ◦ ρ. Using ε±(λ, θ) = ρ(ε±(λ, ρ̄))ε±(λ, ρ)
one finds that the α-induction formula can be written as α±

λ = Ad(u±) ◦ φ−1 ◦ λ ◦ φ
with unitaries u± = φ−1(ε±(λ, ρ̄)) ∈ M . Then the map Hom(λ, µ) → Hom(α+

λ , α
±
µ ),

t �→ u±φ−1(t)u∗+ is an isomorphism, λ, µ ∈ Σ(NXN). Consequently, for λ, µ ∈ NXN
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Figure 44: SU(3)5 ⊂ SU(6)1, E(8): Fusion graph of [α+
(1,0)] and [α−

(1,0)]

all α±
λ are irreducible and pairwise inequivalent so that Zλ,µ = δλ,µ.

Examples related to conformal field theory are therefore Jones extensions of
ρ(N) ⊂ N with ρ an endomorphism of a SU (n)k system as introduced before. Such
inclusions N ⊂ M are in fact (isomorphic to) Jones-Wassermann subfactors. Spe-
cializing to the case n = 2 and choosing ρ = λ1, the spin one endomorphism, this
is by [39] and [34, Cor. 6.4] a (type III1) Jones subfactor [20] with principal graph
Ak+1. Note that then [θ] = [λ2

1] = [id] ⊕ [λ2] produces the trivial modular invariant.
Instead of the full system labelled by all spins j = 0, 1, . . . , k we may also make the
“minimal choice” NXN = {λj : j even}. The braiding of this system is no longer
non-degenerate so that there is no representation of the modular group arising from
the braiding. This example also shows that the generating property of α-induction
[4, Thm. 5.10] can even hold without non-degeneracy in particular cases, because

MX±
M = MXM thanks to Proposition 3.2. But note that the braiding is neither com-
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pletely degenerate. The complete degeneracy means that any monodromy operator
is trivial. However, for k > 2 the self-monodromy of the morphism λ2 has always
the non-trivial eigenvalue e−8πi/k+2 corresponding to the fusion rule N0

2,2 = 1 and due
to h2 = 2/k + 2, cf. [4, Eq. (11)]. As in turn also the monodromy of λ2 and θ is
non-trivial, this shows, maybe not surprisingly, that [1, Prop. 3.23] does not hold
without the chiral locality assumption.

Finally we consider a completely degenerate example, arising from the classical
DHR theory [9]. The subfactor N ⊂ M is given by a local subfactor A(O) ⊂ F (O),
arising from a net of inclusions of observable algebras in field algebras over the
Minkowski space, arising from a compact gauge group G. Then A(O) is given as
the fixed point algebra under the outer action of the gauge group, A(O) = F (O)G.
The canonical endomorphism sector [θ] decomposes as [θ] =

⊕
dλ[λ], where the sum

runs over DHR endomorphisms λ labelled by the irreducible representations of G.
(By abuse of notation we use the same symbol λ for the morphisms as for the the
elements of the group dual Ĝ.) These DHR morphisms obey the fusion rules of Ĝ so
that the statistical dimension dλ is in particular the dimension of the group represen-
tation. We assume that G is finite and choose the system NXN to be given by all the
λ’s. Moreover, we assume that the field net is purely bosonic, i.e. local, so that we
have ωλ = 1 for all λ. It is straightforward to check that then (see [4, Subsect. 2.2])
w =

∑
λ d

2
λ = #G, Sλ,µ = (#G)−1dλdµ and Tλ,µ = δλ,µ. Note that the S-matrix is a

rank one projection here. Due to locality of the field net, the chiral locality condition4

holds here, and consequently 〈α±
λ , α

±
µ 〉 = 〈θλ, µ〉 = dλdµ, which forces [α±

λ ] = dλ[id].
(This just reflects the fact that in the DHR case α-induction is just the obvious
extension of the implementation by a Hilbert space of isometries which is certainly
inner in M .) Hence we find Zλ,µ = dλdµ, i.e. Z = wS. Note that tr(Z) = #G
and tr(Z∗Z) = (#G)2. However, we have #NXM = 1 as [ιλ] = [α±

λ ι] = dλ[ι] and
#MXM = #G since similarly [ιλῑ] = dλ[γ], and since it is known [25] that γ decom-
poses into automorphisms corresponding to the group elements. So we observe that,
due to the degeneracy, the generating property of α-induction [4, Thm. 5.10] does
not hold, neither the countings of [4, Cors. 6.10 and 6.13] are true here; we have an
over-counting by #G.

A The dual canonical endomorphism for E7

Lemma A.1 For SU(2) at level k = 16, there is an endomorphism θ ∈ Mor(N,N)
such that [θ] = [id] ⊕ [λ8]⊕ [λ16] and which is the dual canonical endomorphism of a
subfactor N ⊂ M .

Proof. First note that the subfactor λ1(N) ⊂ N arising from the loop group con-
struction for SU (2)16 in [39] is isomorphic to P ⊗ R ⊂ Q ⊗ R, where Q is a hy-
perfinite II1 factor, P ⊂ Q is the Jones subfactor [20] with principal graph A17,

4We admit that the name “chiral locality condition” does not make much sense when using the
Minkowski space instead of a compactified light cone axis S1 .
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and R is an injective III1 factor, by [34, Cor. 6.4]. This shows that the subfactor
θ(N) ⊂ N for [θ] = [id]⊕ [λ8]⊕ [λ16] is isomorphic to pP ⊗ R ⊂ p(Q15)p⊗R, where
P ⊂ Q ⊂ Q1 ⊂ Q2 ⊂ · · · is the Jones tower of P ⊂ Q and p is a sum of three minimal
projections in P ′ ∩ Q15 corresponding to id, λ8, λ16. It is thus enough to prove that
the subfactor pP ⊂ p(Q15)p is a basic construction of some subfactor.

We recall a construction in [16, Sect. 4.5]. Let Γ be one of the Dynkin diagrams
of type A, D, E. Let A0 be an abelian von Neumann algebra Cn and A1 be a finite
dimensional von Neumann algebra containing A0 such that the Bratteli diagram
for A0 ⊂ A1 is Γ. Using the unique normalized Markov trace on A1, we repeat
basic constructions to get a tower A0 ⊂ A1 ⊂ A2 ⊂ · · · with the Jones projections
e1, e2, e3, · · ·. Let C̃ be the GNS-completion of

⋃
m≥0Am with respect to the trace

and B̃ its von Neumann subalgebra generated by {em}m≥1. We have B̃ ′ ∩ C̃ = A0

by Skau’s lemma. For a projection q ∈ A0, we have a subfactor B = qB̃ ⊂ qC̃q = C ,
which is called a Goodman-de la Harpe-Jones (GHJ) subfactor.

Let Γ be E7 and q be the projection corresponding to the vertex of E7 with
minimum Perron-Frobenius eigenvector entry. We study the subfactor B ⊂ C in this
setting. Set Bm = q〈e1, e2, . . . , em−1〉, Cm = qAmq. The sequence {Bm ⊂ Cm}m is a
periodic sequence of commuting squares of period 2 in the sense of Wenzl [40]. For
a sufficiently large m, we can make a basic construction Bm ⊂ Cm ⊂ Dm so that
B ⊂ C ⊂ D =

∨
m Dm is also a basic construction. We can extend the definition of

Dm to small m so that the sequences {Bm ⊂ Cm ⊂ Dm}m is a periodic sequence of
commuting squares of period 2. For a sufficiently large m, the graph of the Bratteli
diagram for B2m ⊂ C2m stays the same and the graph for C2m ⊂ D2m is its reflection.
This graph can be computed as in Fig. 45 in an elementary way (see e.g. [31], [10,
Examples 11.25, 11.71]), so we also have the graph for B2m ⊂ D2m, and we see that
D0 is C ⊕ C ⊕ C and the three minimal projections in D0 correspond to the 0th,
8th, and 16th vertices of A17. (The graph in Fig. 45 is actually the principal graph

0 2 4 6 8 10 12 14 16

Figure 45: The Bratteli diagram

of B ⊂ C by [31], but this is not important here.) Then we see that the Bratteli
diagram for the sequence {Dm}m starts with these three vertices and we have the
graph A17 or a part of it as the Bratteli diagram at each step, as in Fig. 46. Each
algebra Bm is generated by the Jones projections of the sequence {Dm}m.
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Figure 46: The Bratteli diagram for {Dm}m

Similarly, if we choose A17 as Γ and q be the projection corresponding to the first
vertex of A17, we get a periodic sequence {Em ⊂ Fm}m of commuting squares. (Note
that we start the numbering of the vertices of A17 with 0.) It is well-known that
the resulting subfactor E =

∨
mEm ⊂

∨
m Fm = F is the Jones subfactor [20] with

principal graph A17. We make basic constructions of Em ⊂ Fm for 15 times in the
same way as above and get a periodic sequence {Em ⊂ Gm}m of commuting squares.
Let q̃ be a sum of three minimal projections corresponding to the 0th, 8th, and 16th
vertices of A17 in G0. Setting Ẽm = q̃Em and G̃m = qGmq, we get a periodic sequence
of commuting squares {Ẽm ⊂ G̃m}m such that the resulting subfactor

∨
m Ẽm ⊂∨

m G̃m is isomorphic to pP ⊂ p(Q15)p defined in the first paragraph.
Now we see that the Bratteli diagram of the sequence {G̃m}m is the same as the

one for {Dm}m as in Fig. 46 and each algebra Ẽm is generated by the Jones projections
for the sequence {G̃m}m. This shows that the two periodic sequences of commuting
squares {Bm ⊂ Dm}m and {Ẽm ⊂ G̃m}m are isomorphic. Thus the resulting subfac-
tors B ⊂ D and pP ⊂ p(Q15)p are also isomorphic. Since the subfactor B ⊂ D is a
basic construction of B ⊂ C , we conclude that the subfactor pP ⊂ p(Q15)p is also a
basic construction of some subfactor, as desired. �

Remark A.2 With a different choice of q corresponding to another end vertex of
E7, we can also prove that [λ0]⊕ [λ6]⊕ [λ10]⊕ [λ16] for SU(2)16 gives a dual canonical
endomorphism in a similar way. This also produces the E7 modular invariant.

We can also choose D5 as Γ and q to be a minimal central projection corresponding
to one of the two tail vertices of D5, and then the same method as in the above proof
shows that [λ0] ⊕ [λ4] for SU(2)6 gives a dual canonical endomorphism. One can
check that this produces the D5 modular invariant.

In Lemma A.1 above, we have used the construction of the GHJ-subfactor for
E7. We can also apply the same construction to E6, E8 as in [16]. Note that the
principal graph [31] of the GHJ-subfactor with Γ = E6 [resp. E8] for the choice of q
corresponding to the vertex with the lowest Perron-Frobenius eigenvector entry is the

52



same as the principal graph, Fig. 3 [resp. Fig. 6] in [3], of the subfactor arising from
the conformal inclusion SU (2)10 ⊂ SO(5)1 [resp. SU (2)28 ⊂ (G2)1] studied in [3, Sect.
6.1]. It is then natural to expect that these subfactor are indeed isomorphic (after
tensoring a common injective factor of type III1). For the E6 case, a combinatorial
unpublished argument of Rehren shows that we have only two paragroups for the
principal graph in [3, Fig. 3] and these produce two mutually dual subfactors. This
implies the desired isomorphism of our two subfactors by [34, Cor. 6.4], but it seems
very hard to obtain a similar argument for the E8 case. Here we prove the desired
isomorphism for both cases of E6 and E8.

Proposition A.3 The subfactor arising from the conformal inclusion SU (2)10 ⊂
SO(5)1 [resp. SU (2)28 ⊂ (G2)1] is isomorphic to the GHJ subfactor constructed as
above for E6 [resp. E8] tensored with a common injective factor of type III1.

Proof. By [34, Cor. 6.4], it is enough to prove that the two subfactors have the
same higher relative commutants.

Let N ⊂ M be the subfactor arising from the conformal inclusion and ι the
inclusion map N ↪→ M . We label N -N morphisms as λ0 = id, λ1, . . . , λk, where
k = 10 or k = 28. We set the finite dimensional C∗-algebras Am,l, m ≥ 0, l ≥ −1, to
be as follows. (For l = −1, m starts at 1.)


Hom(θm/2(λ1λ̄1)
l/2, θm/2(λ1λ̄1)

l/2), (m : even, l : even),
Hom(θm/2(λ1λ̄1)

(l−1)/2λ1, θ
m/2(λ1λ̄1)

(l−1)/2λ1), (m : even, l : odd),
Hom(ιθ(m−1)/2(λ1λ̄1)

l/2, ιθ(m−1)/2(λ1λ̄1)
l/2), (m : odd, l : even),

Hom(ιθ(m−1)/2(λ1λ̄1)
(l−1)/2λ1, ιθ

(m−1)/2(λ1λ̄1)
(l−1)/2λ1), (m : odd, l : odd),

Hom(ῑγ(m−2)/2, ῑγ(m−2)/2), (m : even, l = −1),
Hom(γ(m−1)/2, γ(m−1)/2), (m : odd, l = −1).

We then naturally have inclusions Am,l ⊂ Am,l+1, and similarly embeddings ι :
A2m,l ↪→ A2m+1,l as well as ῑ : A2m−1,l ↪→ A2m,l. With these, we have a double
sequence of commuting squares. Note that the sequence {Am,l}m,l≥0 is a usual dou-
ble sequence of string algebras as in [29, Chapter II] (cf. [10, Sect. 11.3]) and we now
have an extra sequence {Am,−1}m≥1 here.

Set Am,∞ to be the GNS-completions of
⋃∞

l=0Am,l with respect to the trace. Then
we have the Jones tower as

A0,∞ ⊂ A1,∞ ⊂ A2,∞ ⊂ · · · .

The Bratteli diagram of {A0,l}l is given by reflections of the Dynkin diagram of type
A11 or A29, so the algebra A0,∞ is generated by the Jones projections. The Bratteli
diagram of {A1,l}l is given by reflections of the Dynkin diagram of type E6 or E8 since
we know the fusion graph of λ1 on the M-N sectors, so the subfactor A0,∞ ⊂ A1,∞
is isomorphic to the GHJ-subfactor. Then we next show that the higher relative
commutants of this subfactor are given as

A′
0,∞ ∩Am,∞ = Am,0,

A′
1,∞ ∩Am,∞ = Am,−1,
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which are also the higher relative commutants of N ⊂ M from the above definition,
so the proof will be complete.

The definition of {Am,l}m,l shows that A2m,0 and A0,l commute. Then Ocneanu’s
compactness argument [29, Sect. II.6] (cf. [10, Thm. 11.15]) or Wenzl’s dimension
estimate [40, Thm. 1.6] gives Am,0 = A′

0,∞ ∩ Am,∞. We similarly have Am,−1 ⊂
A′

1,∞ ∩ Am,∞. In general, we have

dim(A′
0,∞ ∩A2m+1,∞) = dim(A′

1,∞ ∩ A2m+2,∞),

so that we can compute

dim Hom(ιθm, ιθm) = dim A2m+1,0 = dim(A′
0,∞ ∩A2m+1,∞)

= dim(A′
1,∞ ∩A2m+2,∞) ≥ dim A2m+2,−1 = dim Hom(ῑγm, ῑγm)

= dim Hom(ιθm, ιθm) ,

which shows equality A2m+2,−1 = A′
1,∞ ∩A2m+2,∞. We then have

A′
1,∞ ∩A2m+1,∞ ⊂ (A′

1,∞ ∩ A2m+2,∞) ∩ A2m+1,∞ = A2m+2,−1 ∩ A2m+1,∞ = A2m+1,−1,

which completes the proof. �

Proposition A.3 implies in particular that the graph in [3, Fig. 7] is also the dual
principal graph of the GHJ-subfactor arising from E8.
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